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While diabatic approaches are ubiquitous for the understanding of electron-transfer reactions and have 
been mooted as being of general relevance, alternate applications have not been able to unify the same 
wide range of observed spectroscopic and kinetic properties.  The cause of this is identified as the 
fundamentally different orbital configurations involved: charge-transfer phenomena involve typically 
either 1 or 3 electrons in two orbitals whereas most reactions are typically closed shell.  As a result, two 10 

vibrationally coupled electronic states depict charge-transfer scenarios whereas three coupled states arise 
for closed-shell reactions of non-degenerate molecules and seven states for the reactions implicated in the 
aromaticity of benzene.  Previous diabatic treatments of closed-shell processes have considered only two 
arbitrarily chosen states as being critical, mapping these states to those for electron transfer.  We show 
that such effective two-state diabatic models are feasible but involve renormalized electronic coupling 15 

and vibrational coupling parameters, with this renormalization being property dependent.  With this 
caveat, diabatic models are shown to provide excellent descriptions of the spectroscopy and kinetics of 
the ammonia inversion reaction, proton transfer in N2H7

+, and aromaticity in benzene.  This allows for the 
development of a single simple theory that can semi-quantitatively describe all of these chemical 
phenomena, as well as of course electron-transfer reactions.  It forms a basis for understanding many 20 

technologically relevant aspects of chemical reactions, condensed-matter physics, chemical quantum 
entanglement, nanotechnology, and natural or artificial solar energy capture and conversion.   

Introduction 
In the early years of quantum mechanics, it was soon 

recognized that what we now know as coupled diabatic potential-25 

energy surfaces provided simple and intuitive descriptions of 
chemical reaction processes.  The advantage of this approach is 
that diabatic surfaces are typically easy to represent using simple 
forms such as harmonic potentials or Morse oscillators, as is the 
coupling between them.  They however lead to very complex 30 

adiabatic potential-energy surfaces when the Born-Oppenheimer1 
approximation is applied to them.  While the adiabatic surfaces 
more closely reflect actual experimental properties, the diabatic 
surfaces provide significant insight, describing the complex world 
of Chemistry in terms of simple, generic, underlying principles, 35 

connecting to chemical intuition. 
The key defining property of a diabatic state is that its 

electronic character does not change as the nuclear co-ordinates 
are changed.  In contrast the electronic character of adiabatic 
states change significantly as the nuclear co-ordinates undergo 40 

large changes, particularly those associated with chemical 
reactions.  This is illustrated in Figure 1, taken from van Voorhis 
et al..2   It depicts what happens when a gas-phase NaCl molecule 
dissociates: at the equilibrium bond length, the ground state of the 
molecule is predominantly ionic Na+−Cl-  and there is a low-lying 45 

excited state that is predominantly covalent or radical, Na−Cl, 
produced by transfer of an electron to neutralize the two ions.3 
However, as the molecule stretches, the electronic characters of 
both the ground state and the excited state change smoothly, until 
at large distances the ground state takes on predominantly the 50 

radical form Na•−Cl•.  This crossover occurs because as the 

distance increases the radical state becomes the one of lowest 
energy.  The labels "Na+−Cl-" and "Na•−Cl•" refer to the 
chemically intuitive diabatic states whilst the Born-Oppenheimer 
ground-state and excited-state potential energy surfaces reflect 55 

different mixings of these forms at each nuclear geometry. 

 
Fig. 1  Diabatic surfaces representing the Na+−Cl- (green) and Na•−Cl• 
(blue) chemical descriptions of the NaCl molecule are mixed to give 

ground-state and excited-state adiabatic potential-energy surfaces (black).  60 

As the molecule stretches, the adiabatic surfaces change character whilst 
the diabatic surface do not.  Taken from van Voorhis et al.,2 reproduced 

with permission of Annual Reviews. 

 The impact of the diabatic-state picture is far reaching.  In 
1928 London interpreted4 chemical reactions using what we now 65 

identify as a diabatic description. It was extended in 1931 by 
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Eyring and Polanyi to construct the LEP adiabatic potential-
energy surface5 for general triatomic molecules.6  In 1935 Horiuti 
and Polanyi7 used this to introduce a coupled diabatic-surface 
description of proton transfer reactions, and these ideas were then 
applied to the ammonia inversion reaction by Wall and Glockler 5 

in 1937.8  Hush later extended this to more general chemical 
processes in 1953.9  However, London in 1932 also introduced a 
diabatic description of non-adiabatic processes10 such as electron 
transfer that was more general than the perturbative treatments 
developed for reactions by Landau in the same year.11, 12 10 

Today diabatic models provide the standard description of 
many chemical processes and their symmetry13-19 especially 
electron-transfer20-23 as this forms a basic model system.2  
Applications include: natural photosynthesis and organic 
photovoltaics,24-35 chemical quantum computing,36, 37 15 

racemization processes,38, 39 nonadiabatic photochemical 
reactions,18, 19, 40-48 fluorescent methine dyes,49 singlet exciton 
fission,50 general double-bond isomerization processes,51 and 
proton-transfer, hydrogen bonding, hydrogen-transfer, and 
coupled electron-proton transfer reactions.52-62  Recently, we have 20 

shown that quite general adiabatic chemical reactions of the kind 
that are well represented using transition-state theory can also be 
quantitatively represented using diabatic functions,63 
demonstrating that the diabatic representation naturally gives rise 
to the revealing reaction force description of classic chemical 25 

reactions64-66 and leads naturally to the Hammond-Leffler 
postulate67, 68 concerning the nature of late and early transition 
states.  Diabatic descriptions are also often essential within the 
generic reaction path description of chemical reactions,69 are 
critical to spintronics,70 and lead to basic understanding of the 30 

concept of aromaticity.71-74  They are, however, not unique2 and 
can be represented equivalently in many forms.75  

Rather than starting with diabatic description of the ammonia 
inversion reaction,17 the shapes of the ground-state double-well 
potentials in XY3 molecules are conveniently described using 35 

valence-bond electron-pair repulsion theory76-79 (VSEPR) and its 
origins.80, 81  This approach focuses on the energetic benefit 
obtained when the geometry relaxes to minimize the electrostatic 
repulsion between electron pairs on the central atom X.   An 
alternate simple approach is the applications of Walsh's Rules,82-

40 
89 which focus on how the energies of the occupied orbitals 
change with molecular shape and electronegativity differences.  
Walsh's rules also allow for the prediction of excited-state 
properties, the analysis of which has been instrumental in the 
development of basic chemical understanding.83, 90  However, 45 

classical thinking views the predictions made by the Walsh rules 
for ground and excited states as being independent whereas 
Bersuker91-93 has stressed, using diabatic analyses, that it is also 
possible to view the ground-state properties as arising as a 
manifestation of the interactions between itself and a certain key 50 

excited state through the pseudo Jahn-Teller,19, 94-96 Herzberg-
Teller,97 and related effects.  This work stems from general 
theories of the symmetry of chemical reactions,13-17 and the same 
critical concepts are captured in Shaik’s “twin state” depiction of 
the properties of aromatic molecules.71-74, 98   55 

More generally, understanding of the basic principle that 
ground-state properties and excited-state properties are intricately 
connected would have significant impact in unexpected areas 
such as the qualitative understanding of the successes and failures 
of Density-Functional Theory (DFT).  It is widely appreciated 60 

that this is intrinsically a ground-state theory that is not optimized 
in any way to describe excited-state properties, yet the diabatic 
models tell us that the changes to the ground-state of a molecule 
as some property is varied (geometry, electric field, 
intermolecular interaction, interaction with radiation, etc.) depend 65 

critically on the properties of the excited states: if the excited 
states are improperly described then so are these ground-state 
properties.  Hence the widely perceived view that excited-state 
properties should not be considered during the evaluation of 
density functionals is incorrect.   70 

 However, only when applied to electron-transfer problems has  
diabatic theory previously been able to correlate all key ground-
state and excited state properties of a system.  Electron-transfer 
problems takes a particularly simple form as these processes are 
typically dominated by just two electronic states, as sketched e.g. 75 

in Fig. 2a.  These states are simply identified as the "reactant" and 
“product" states and no other states are fundamentally required in 
the treatment, although it is not unusual to have close-lying states 
that interact and hence need to be included in expanded 
quantitatively accurate models.51, 99  However, Fig. 2 also shows 80 

analogous scenarios in which the frontier orbitals involved in the 
process are closed shell, allowing more than one electron to 
contribute to the chemical process.  These scenarios are seen to 
inherently generate more than two simultaneously coupled 
diabatic states.  Always just the two of these states considered  85 

most critical have been kept in diabatic models, allowing most 
qualitative features of the chemistry to be adequately described.19, 

71-74, 98   However, the fitted parameters often have no apparent 
physical interpretation, can be very sensitive to small changes in 
the adiabatic surfaces,63 and need different values to describe 90 

different properties.  Considering explicitly only two states makes 
the assumption that a single conical-intersection seam controls 
the ground-state properties, but including all electrons and all 
coupled states indicates that, at the most fundamental level, 
multiple conical-intersection seams must be included. 95 

In this paper, we construct simple diabatic models applicable 
to chemical processes for the closed-shell scenarios depicted in 
Fig. 2b and Fig. 2c.  Fig. 2b depicts non-degenerate HOMO and 
LUMO frontier orbitals, as is applicable to e.g., hybridization, 
isomerization, hydrogen bonding, and many other reaction 100 

mechanisms, while Fig. 2c depicts doubly degenerate HOMO and 
LUMO orbitals, as found in benzene and is appropriate for the 
description of aromaticity.  In the simplest complete diabatic 
description of these problems, all 3 electronic states shown in Fig. 
2b must be included, and for Fig. 2c at least 5 of the 7. 105 

However, we subsequently show that many properties of these 
systems can indeed be described adequately using effective two-

 
Fig. 2   Molecular-orbital diagrams showing representative unique 

electron occupations for the ground states G, singly excited states S, 
doubly excited states D, triply excited states T and quadruply excited 

states Q, where appropriate, for (a) electron transfer reactions 
involving radicals, (b) reactions between closed-shell species without 

orbital degeneracy, and (c) reactions between closed-shell species 
with doubly degenerate HOMO and LUMO orbitals.  Note that only 

one spin component of each state is shown, as is one spatial 
component of the appropriate symmetry; the G, D, and Q states have 
one symmetry (totally symmetric for closed-shell reactions) whilst 
the S and T states have the opposite symmetry, the product of these 

symmetries being the symmetry of the coupling vibration. 
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state diabatic models, but that the parameters then become 
renormalized in ways that depend on the property of interest.  
Hence no universal set of two-diabatic-state parameters can 
describe all effects, explaining the lack of established semi-
quantitative diabatic descriptions for general chemical reactions.  5 

Applied to benzene, it shows that Shaik’s “twin state” concept71-

74 often used to motivate the nature of the benzene ground state is 
conceptually well founded but that the identity of the “twin state” 
has previously been misinterpreted- it is not the first excited 
electronic state as has been previously assumed.  Nevertheless, 10 

the general multistate diabatic theory is both simple and semi-
quantitatively accurate, allowing diabatic methods to be advanced 
as a simple way of describing chemical phenomena. 

Section 2 reviews many mostly well-known critical results 
stemming from the application of two-state diabatic models to 15 

understand the adiabatic surfaces appropriate for symmetric 
electron-transfer reactions and spectroscopy,100-104 using the 
properties of the iconic Creutz-Taube ion105 [(NH3)5Ru-pyrazine-
Ru(NH3)5]5+ as an example.  This section stresses how multiple 
ground-state and excited-state spectroscopic properties can be 20 

unified with structural and thermodynamic properties in a concise 
holistic chemical theory.  Extracting the critical features of this 
analysis, Section 3 defines the concept of twinned states- a pair of 
states whose properties are intricately coupled, obeying the 
equations derived from electron-transfer theory.  Section 4 25 

derives the analogy between electron-transfer reactions and 
typical (non-degenerate) close-shell chemical reactions whilst 
Section 5 does this for benzene, considering the fundamental 
nature of aromaticity.  These sections focus on the electronic 
states pertaining to general reactions that are twinned, obeying 30 

the laws of electron transfer theory once suitable renormalizations 
of the orbital properties are included. 

As specific examples, hybridization and isomerization in 
ammonia, and proton transfer in N2H7

+, are discussed in Section 
4.  This analysis is kept to the most basic level, focusing on the 35 

essential features. In a companion paper, results from high-level 
ab initio calculations for the XH3 and XH3

+ series are processed 
using an expanded diabatic model that includes Rydberg states.106  
The critical result from this is that Rydberg states change the 
quantitative details in significant ways but not the underlying 40 

qualitative picture.  However, interchange of the ordering of the 
Rydberg and valence orbitals from NH3 to PH3 is shown to 
provide the explanation of the very different bond angles 
observed in NH3 (108°) and in PH3, AsH3, SbH3, and BiH3 (90-
93°), an effect that VSEPR theory struggles to explain.106  Also 45 

developed elsewhere are applications to understand the generic 
effects of the breakdown of the Born-Oppenheimer 
approximation,107, 108 the development of quantum entanglement 
for use in quantum computing.37 and detailed understanding of 
chemical reaction dynamics.108  50 

2.  Review and sample application of the basic 2-
state diabatic coupling model 
Here we present an overview of the critical results for symmetric 
reactions stemming from adiabatic electron-transfer theory,75, 100-

104, 109-114  using the Creutz-Taube ion [(NH3)5Ru-pyrazine-55 

Ru(NH3)5]5+ as an example.  The potential-energy surfaces for 
this molecule obtained by fitting the observed105, 115 intervalence 
absorption band using standard relationships104 are shown in Fig. 
3.  The Creutz-Table ion is an important system as it was the first 
molecule discovered in which a single electron appeared to be 60 

delocalized over two metallic sites, implying half-integral 
valence. 116, 117  Our current description of this ion indicates that it 
actually does have a double potential depicting integral metal 

valences but that this well is too shallow to support zero-point 
vibration.116  This scenario leads to many observed properties that 65 

appear anomalous.117 Shown in red in Fig. 3 are two diabatic 
potential-energy surfaces corresponding to charge-localized (unit-
valence) structures of the form (NH3)5Ru3+-pyrazine-Ru2+(NH3)5 
(L) and (NH3)5Ru2+-pyrazine-Ru3+(NH3)5 (R), structures that 
could be considered to be the “reactant” and “product” for an 70 

electron-transfer reaction.  These species have different nuclear 
geometries located at minimum-energy values of mQ Q= ±  
where 2.165mQ = .  Here, Q  is a dimensionless normal 
coordinate representing the changes to the Ru-N bond lengths and 
other variables that occur when the charge transfers. These 75 

structures can be considered to be symmetrically related 
“isomers”, and we represent them using purely harmonic 
potential-energy surfaces coupled by the resonance energy |J| = 
0.35 eV using the Hamiltonian matrix =2LH  

2
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kT Q Q J J

kJ T Q Q J
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 + + + − 
 
 + − + −  

 (1) 80 

expressed in terms of a diabatic electronic-state basis { },L Rψ ψ .  

In this equation, 2 2 2/ 2T Qµ′= − ∂ ∂  is the nuclear kinetic 
energy operator, k is the effective force constant, µ′  the effective 

mass, the vibration frequency is 1/2( / ')kω µ= =200 cm-1, and 

 
Fig. 3   Two-state potential-energy surfaces for the Creutz-

Taube ion (A= NH3) as a function of a (solvent-dominated) 
generalized dimensionless normal coordinate Q  of au 

symmetry (J = 0.35 eV, λ =0.87 eV, mQ =2.165 ( / cω =800 
cm-1)): purple- ground and excited adiabatic states; red- 

localized diabatic representation as (NH3)5Ru3+-pyrazine-
Ru2+(NH3)5 (L) and (NH3)5Ru2+-pyrazine-Ru3+(NH3)5 (R) 
diabatic potentials; blue- delocalized representation as 2Bg 

(G) and 2Au (S) states of the diabatic potentials. 
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2
2 22 2 =0.87 eV and m m mkQ Q Q k

k
= = = =

aλ a a  (2) 

are the reorganization energy (see Fig. 3) and vibronic coupling 
constant, respectively.  The position variables Q  and mQ  are 

expressed in terms of the vibrational zero-point length118 /ω , 
identifying k ω=   and 1 /µ ω′ =  . 5 

However, a simple unitary transformation75 which rotates the 
basis-set vectors of Eqn. (1) by 45° allows this scenario to be 
equivalently represented as  
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2DH   (3) 

in terms of delocalized diabatic electronic basis states { },G Sψ ψ , 10 

where 1/2[ ] / 2G L Rψ ψ ψ= −  and 1/2( ) / 2S L Rψ ψ ψ= + .  This is 
the diabatic description most commonly used in spectroscopic 
analyses of high-symmetry molecules as the basis states now 
depict ground (G) and singly-excited (S) electronic states with 
minima at Q  = 0 split in energy by 2J  coupled by the vibronic 15 

couplings Qa .  These surfaces are also shown in Fig. 3, in blue;  
this representation is the usual one applied say to discuss 
resonance and aromaticity in benzene, whilst in 2LH  J manifests 
as the energy coupling term driving electron transfer. 

The Born-Oppenheimer approximation is then introduced to 20 

produce the adiabatic potential-energy surfaces shown in magenta 
in Fig. 3 by parametric diagonalization of either Eqn. (1) or Eqn. 
(3) at each nuclear coordinate Q.  The lower ground state surface 
(g) has a shallow double well while the upper surface (s) is 
single-welled.  At the symmetric geometry Q  = 0, these two 25 

adiabatic surfaces are separated in energy by 2|J|.  Specifically, 
the adiabtaic surfaces are given by  
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so that their difference is 
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The ground-state and excited-state adiabatic vibration frequencies 
at the high-symmetry (Q=0) structure are then given by 
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,   (7) 35 

respectively.119  Previous approaches at establishing analogies 
between electron-transfer theory and general chemical reactions 
have exploited this property, defining the excited state as the 
"twin state" of the ground state.71-74  When 2 / 1J λ < , iω is 

imaginary119  (i.e., 2
iω <0) and the adiabatic surface has a double-40 

minimum with equilibrium geometries centered about eQ± where 
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The ground state vibration frequency then becomes 

 

1/2221g
Jω ω
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while the activation energy for reaction on the ground-state 45 

surface (see Fig. 3) is 
2 2 2
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Alternatively, if 2 / 1J λ >  then iω is real and depicts the 

ground-state vibration frequency; when 2 / 1J λ = , gω = iω = 0 
and the ground-state potential is extremely anharmonic. 50 

These equations lead to other useful relationships connecting 
the adiabatic properties that are independent of the diabatic 
frequency ω  and hence the reduced mass including 
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and, for double-well systems, 55 
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and 
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Eqn. (15) indicates that 2s gω ω≥ , equal for 2 /J λ =1/2, with 

the counter-intuitive result /s gω ω →∞  as 2 /J λ → 0 or 1.  It 
is well known that the excited-state harmonic frequency must 
exceed that of the ground state,120 but here we see that it must at 5 

least double it when the ground-state is double welled, and can 
grow unbounded in two different ways. 

When the ground-state diabatic surface is single welled, the 
adiabatic transition energy hν  measured by say UV/Vis 
spectroscopy is simply 2 J , but when it is double welled the 10 

energy is obtained by substituting Eqn. (8) into Eqn. (5) yielding 
simply λ .  Another counter-intuitive result is thus that the energy 
gap λ  between the diabatic potentials at the diabatic minimum-
energy geometry is also the energy gap between the adiabatic 
potentials at the adiabatic minimum-energy geometry, see Fig. 3.  15 

Summarizing, we have: 
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This result for 2 / 1J λ <  is poorly known, it being common to 

use the approximation ( )1/22 2( ) ( ) 4s m g mh Q Q Jν ε ε λ≈ − = + . 

Equations (12)-(16) present a variety of means through which 20 

the critical model parameters J  and λ  can be determined from 
experimental or calculated data coming from ground-state or 
excited-state spectroscopy, the ground-state structure, or reaction 
rates, and it is the ability of the diabatic approach to unify these 
diverse properties that gives it its power.104   Using the equations 25 

presented so far, the third free parameter in the model 
(equivalently a , mQ , or ω ) can be determined if either the 
ground-state double-well equilibrium geometry or well depth is 
known (Eqns. (8) or (10)), or else if one gω , iω , or sω  is known 
through Eqns. (9), (6), and (7), respectively. 30 

Many other means are also available for determining the model 
parameters from experimental data, particularly if the 
intervalence absorption and/or emission bands between the 
ground and singly excited states are available.75, 104, 109, 110  The 
energies, intensity, and widths of these bands allow for the unique 35 

determination of J  and λ , with dipole-moment changes 
observed using Stark spectroscopy also being useful.109, 121, 122  
The effective displacement mQ  (in one or more modes) is readily 
determined from observed Franck-Condon factors if high 
resolution spectra are available.  However, these electronic 40 

transitions are typically broad and unresolved, but nevertheless 
high-resolution infrared transitions for the ground state can 
usually be measured, with the vibronic coupling to the excited 
state often producing intense phase-phonon lines (for instance, 
the most intense transitions in the infrared spectrum of the 45 

bacteriochlorophyll special-pair radical cation produced 
following primary charge separation during photosynthesis are 
not observed in the spectrum of the neutral bacteriochlorophyll 
dimer or a single bacteriochlorophyll-monomer cation123).  
Intense Raman lines are also expected and can provide critical 50 

information.124, 125  We do not explore generalizations of these 
and other methods within this paper, however.    

The two-state diabatic model is also readily generalizable to 
describe asymmetric molecules.  Asymmetry may result from 
chemical substitution, static and dynamic environment 55 

interactions, external electric fields (Stark effect), or may be 
intrinsic to some process.  In the nonadiabatic ( 2 | | / 1J λ  ) 
limit, the activation energy is traditionally expressed101, 112, 126 as 
the energy at which the diabatic states cross less the coupling 

2
0( ) / 4E E Jλ λ∆ ≈ + −‡ . However improved expressions also 60 

encompassing Eqn. (13) valid if either 2 | | /J λ  or 0E / λ  are 
small (i.e., away from the region in which the double-minimum 
disappears) are 
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where 0E  is the (free) energy of reaction.107  More general 65 

effects of asymmetry are also known,75 including its effects on 
primary charge separation during photosynthesis121 and on Stark 
spectroscopy.110, 127 Herein we do not pursue these effects, but 
extension of the mathematics to do so is straightforward.75 

A significant feature of the diabatic coupling model is the 70 

prediction of considerable anharmonicity for both the ground and 
excited state.  While such anharmonicity is readily apparent and 
causes the appearance of the ground-state double-well for 
2 /J λ < 1, it is equally large for the excited state in general as 

well as for the ground state when 2 /J λ > 1: 75 

  
4 4 4

4 4 3
3

8
g s
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= − =

∂ ∂
 .  (18) 

These strongly effect the ratios of the 0→1 vibrational transition 
energies in the ground and excited states, making Eqns. (12)-(15) 
difficult to apply to experimental data as 2 / 0J λ → .  

3.  Twinned states 80 

Electron-transfer theory naturally generates two diabatic states 
with a single conical-intersection seam, leading to the multitude 
of connected properties of the ground and excited states depicted 
by Eqns. (1)-(18).  Following Shaik,71-74, 98 we consider these two 
states to be twinned.  Further, for general reactions not involving 85 

electron transfer, we define twinned state to be any pair for which 
the adiabatic energy levels can be described by an equation 
having the same form as Eqn. (4).  The parameters in this 
equation may be renormalized, however, and understanding this 
process is critical to obtaining diabatic model parameters then can 90 

be compared for different chemical systems.  Once the analogy to 
Eqn. (4) is established, Eqns. (1)-(18) then all hold, allowing 
many properties to be correlated.  Table 1 captures the properties 
of twinned states for a variety of chemical systems, including the 
basic results for electron-transfer. 95 

4.  Three-state model for reactions between closed-
shell species 
As shown in Fig. 2b, not only do the ground diabatic state (G) 
and single excited diabatic state (S) arise for processes involving 
non-degenerate closed-shell orbitals but also a third double 100 

excited diabatic state (D).  Simplistically, vibronic coupling  
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Table 1. Parameter renormalization required for effective 2-state (twinned) models so that the adiabatic surfaces are given in the form of 
Eqn. (4) as 2 2 2 2 1/2( ) / 2 ( )Q kQ J J Qε a± ′ ′ ′= + +

 (also defining 2/ , 2 /mQ k ka λ a′ ′ ′ ′= =  ) 
Problem approximation Twinned states J′ a′ λ′ Q′m 2J′/λ′ 

Electron/hole transfer: 1 electron/hole in 2 orbitals none g s J a λ Qm 2J/λ 
Isomerization, hydrogen bonding, etc.: 2 electrons in 2 orbitals none g d 2J 21/2a 2λ 21/2Qm 2J/λ 

Aromaticity: 4 electrons in 4 orbitals 4 436( / )Q J a

a g q 4J 2a 4λ 2Qm 2J/λ 

Aromaticity: 4 electrons in 4 orbitals 4 436( / )Q J a

a s t 0 0 0 0 - 

Aromaticity: 4 electrons in 4 orbitals 4 436( / )Q J a  g q 221/2J 31/2a 3λ 31/2Qm (22/9)1/2 J/λ 

Aromaticity: 4 electrons in 4 orbitals 4 436( / )Q J a  s t i21/2J a λ Qm i21/2 J/λ 

a: This applies to benzene at all normally accessable geometries, Q is substituted by the angle φ in text. 

 

between S and D should parallel that between G and S as the 5 

same orbitals are involved.  The indirect effect of D on G will 
therefore always be significant and cannot be neglected.  In the 
delocalized diabatic representation, the simplest description 
possible for the interactions is therefore the Hamiltonian matrix 
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2
2

0 4
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kT Q Q

kQ T Q J Q

kQ T Q J
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a a
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 + 
 
 = + + 
 
 + +  

3DH  (19) 10 

 expressed in terms of delocalized diabatic electronic basis states 
{ }, ,G S Dψ ψ ψ .  The three diabatic potential surfaces embodied in 
this equation are shown in blue in Fig. 4 for the case of the 
ammonia inversion reaction,17, 83 where the general coordinate Q 
is replaced by the specific torsional angle τ.118, 128  Also shown in 15 

this figure in red are three localized diabatic potential-energy 
surfaces obtained by rotating H3D into the basis states 
{ }, ,L C Rψ ψ ψ  using the rotation H3L = RTH3DR, where, defining 

0 2 / 2H T J λ= + − , 
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R    (20) 20 

and 0H= +3LH 1  
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 + − 
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 −  

. (21) 

Applying the Born-Oppenheimer approximation to either of these 
Hamiltonians, the corresponding adiabatic potential-energy 
surfaces (g), (s), and (d) are 25 

 
Fig. 4   The lower figure shows the Swalen and Ibers adiabatic 

potential for the torsional motion ( 2ν , 2a ′′ ) of NH3 (green circles) 
fitted up to τ =44° (θ= 77°) by a 3-state 3-parameter diabatic-

potential model ( J = 4.13 eV, λ =10.55 eV, δ =25.1°, RMS error 
1.2 meV): purple- resulting adiabatic ground-state (G), singly 

valence-excited state (S), and doubly valence-excited state (D)  (the 
"twin state"); red- localized representation of two of the diabatic 

potentials; blue-  delocalized representation of the two of the diabatic 
potentials (both 1

1A ′ ).  The upper figure shows the adiabatic Walsh 
diagram for the HOMO (n, 2a ′′ ) and valence LUMO (σ*A, 1a ′ ) 

orbitals that generate these transitions (purple) and the associated (N 
sp hybrid mixed with H s) localized diabatic orbitals (red). 
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  (22) 

and these are shown in magenta in the Fig. 4.  Most significantly, 
the couplings are seen to change the shape of only the G and D or 
L and R diabatic surfaces and not S or C.  A simplistic 
interpretation is that the single excitation and central states 5 

behave as if they are non-interacting, with their adiabatic 
potentials exactly matching the diabatic ones, whilst an enhanced 
effective 2-state interaction akin to Eqn. (4) appears between G 
and D or L and R.  It is possible to ignore the non-interacting 
states, generating effective two-state models whose properties 10 

parallel those identified for electron-transfer problems.  The 
ground state g and the doubly excited state d are thus identified as 
being twin states. 

Comparing these adiabatic surfaces in Eqn. (22) with those for 
the actual two-state model in Eqn. (4), a renormalization of the 15 

parameters is evident.  This process is catalogued in Table 1.  
Equation (22) takes on the form of Eqn. (4), 

2 2 2 2 1/2( ) / 2 ( )Q kQ J J Qε a± ′ ′ ′= + + , if the renormalization  

J'=2J, λ'=2λ, a'=21/2a, and mQ ′ =21/2
mQ  is used. 

Applying a two-state model to interpret the properties of the g 20 

and/or d surfaces will return the renormalized properties J’ and 
λ’, while considering the properties of say a photochemical 
reaction from s to g, as is commonly done for charge-
recombination reactions,129 will yield the fundamental properties 
J and λ.  Figure 4 stresses this, indicating that the easily 25 

observable spectroscopic transition energies at the equilibrium 
geometry of the ground adiabatic state, following Eqn. (16), are  

2
1: ( ) ( ) 2  , 4

2
1: ( ) ( )  , 2

gs s e g e ds

gs d e g e ds

J
h Q Q J h J

J
h Q Q h

ν ε ε ν
λ

ν ε ε λ ν λ
λ

≥ = − = =

≤ = − = =

 (23) 

 In summary, we see that different 2-state diabatic models are 
appropriate for different experiments, but the critical control ratio 30 

2 '/ 'J λ = 2 /J λ  is invariant (Table 1).  However, another 
significant feature is that the basis states in which the effective 
two-state Hamiltonian is constructed are complex.  Rotation 
matrices H3D→2D' and H3L→2L' can be identified that transform 
H3D and H3L into effective two-state Hamiltonians H2D' and H2L' 35 
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2DH  (24) 

and 0H′ = +2LH 1  
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. (25) 

These transformations are complex and are given in Electronic 

Supplementary Information (ESI).  They are not diabatic 40 

transformations, however, as they are dependent on the nuclear 
coordinate Q, unlike say Eqn. (20).  They preserve the adiabatic 
state energies but modify other properties such as transition 
moments and  the entanglement between the vibrational and 
electronic degrees of freedom.37, 108  Of particular significance is 45 

the nature of the transformation vectors that produce the non-
interacting effective single-excitation adiabatic state.  For the 
H3D→2D' transformation this vector is 

 

1/22 1
2 22

1

J J
QQ aa

−  
       +          

   (26) 

so that the adiabatic single excitation state is made up mostly 50 

from the actual single excitation for 2 2 22 /Q J a  but is the 
valence-bond state comprised of an equal mixture of the ground-
state and doubly-excited state for 2 2 22 /Q J a .  The physical 
meaning of the pseudo-diabatic states used in effective 2-state 
models thus requires careful consideration. 55 

H3L and H3D describe a 3-state 3-parameter diabatic model.  
However, for the interpretation of detailed calculated data for 
potential-energy surfaces, the assumption of identical vibronic 
coupling and energy gaps between the G, S, and D diabatic states 
does not provide for quantitative analysis.  At least a 5-parameter 60 

model is required that allows these quantities to differ slightly, 
with J and a  then being replaced with GJ , DJ  and Ga , Da  
for the G-S and S-D interactions, respectively.  Also, intrinsic 
anharmonicities 4k  in the diabatic surfaces can become 
important, as well as third-order vibronic coupling contributions 65 

Gγ  and Dγ , leading to an 8-parameter model.  Finally, at the 
same level of approximation, three other parameters also arise, 
the second-order vibronic coupling connecting the ground-state 
with the doubly-excited state β , and possible changes to the 
force constants Gβ /2 and Dβ /2 owing to say interferences from 70 

nearby excited states, making in fact an 11-parameter model.  The 
full equations pertaining to these situations are described in ESI, 
with in particular the revised Hamiltonians 3DH  and 3LH  
defined in Eqns. (S5) and (S6), respectively.   This leads to 
revised adiabatic vibration frequencies 75 
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 (27) 

The anharmonicities of these surfaces can be described 
analytically (Eqn. S7), and from these expressions for the 
diabatic-model parameters obtained in terms of observable 
quantities (Eqn. S8).   80 

 In the simplistic situation with D GJ J=  and D Gλ λ= , 
ignoring other subtle effects by setting Gβ = Dβ = β =0, these 

frequencies are ordered 2 2 2
i s dω ω ω< <  .  It is very unusual to 

have the excited-state frequency of a mode greater than its 
ground-state frequency as excitation usually breaks bonds and 85 

hence lowers frequencies.  This unusual property is characteristic 
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of strong vibronic coupling.120  If only the ground-state and 
singly-excited state are considered, i.e., only the states readily 
accessible by spectroscopic means, then it is natural to consider s 
as the “twin state” of g, thinking that these states are described by 
Eqns. (6) and (7), respectively.  However, the doubly excited 5 

state has a higher frequency again and Eqns. (27) and (22) show 
that it is actually the twin state to the ground state. 
 Indeed, Eqn. (27) indicates that considering s as the twin state 
can easily lead to incorrect qualitative conclusions. It is possible 
that 2 /G GJ λ  could differ significantly from 2 /D DJ λ , 10 

significantly distorting the frequency of the singly excited state. 
In particular, it is possible that the ground-state is single-welled 
whilst the singly excited state is double welled if 2 /G GJ λ >1 

and / 2 / 2D D G GJ Jλ λ− >1, a counter-intuitive result not 
anticipated by most discussions of “twin state” properties. 15 

 
Fig. 5   The 1962 Swalen and Ibers128  (black dots) and 2011 NH3-2010 
Yurchenko et al.130  (brown dots) adiabatic potentials g for the torsional 
motion ( 2ν ) of NH3 are fitted up to 34° by various 3-state 3-parameter 

diabatic-potential models: black, brown dashed- all parameters optimized, 20 

else optimization with J constrained.  The insert shows the associated 
double- excitation adiabatic surfaces whilst the tabulated diabatic 

potential parameters are J (eV), λ (eV) and mτ (°), while the RMS error 
in the fits is also given (meV). 

4a.  Application to interpret experimentally derived potential-25 

energy surfaces for the ammonia inversion reaction 

The ammonia inversion reaction is a prototype for many 
chemical processes.  In 1962 an analytical one-dimensional 
potential-energy function was fitted to observed spectroscopic 
data for the ground state of ammonia by Swalen and Ibers128 and 30 

this is shown in Fig. 5.  Using more sophisticated fitting 
techniques and vastly expanded experimental data, two multi-
dimensional potential-energy surfaces were obtained in 2011 by 
Yurchenko et al.130 and by Huang et al.131, and the former, named 
NH3-Y2010, is also shown in the figure.  These modern surfaces 35 

are very similar to the older one except that the well depth is 
reduced by 10% from 0.25 eV to 0.220 eV.  Rather than using a 
dimensionless normal coordinate Q, this potential is plotted as a 
function of the improper torsional angle τ , with the diabatic and 
adiabatic minimum-energy geometries renamed from mQ  to mτ  40 

and eQ  to eτ , respectively.  τ  is defined as the angle between 
each NH bond and the plane containing the three H atoms;118, 128 

it is simply related to the HNH bond angle θ  through 

  22cos 3sin 1θ τ= −   (28) 
so that when τ =0,  θ =120°, when θ =90°, τ =35.26°, and at the 45 

equilibrium geometry of the Swalan and Ibers / NH3-2010 
potentials, eτ =22.2° / 22.0° and eθ =106.6° / 106.8°.  The 
"effective mass" (really a moment of inertia) associated with this 
curvilinear torsional coordinate is dependent on the stretch 
coordinates,128 50 

 
2 2

23 9 sin
3 NH

mM m r
M m

τµ +
=

+
   (29) 

where m is the mass of H and M is the mass of N.  Other choices 
of inversion coordinates are possible,132 but use of a curvilinear 
coordinate in any simple model is essential. 

For the Swalan and Ibers and NH3-2010 potentials, the 55 

equilibrium to barrier force-constant ratios can be expressed as  
/g iω ω = 1.220i and 1.295i, respectively.  Using the 3-parameter 

3-state model  (Eqn. (19) or (21)) in its effective 2-state form 
(Eqn. (24) or (25)), the analogous forms of Eqns. (8), (12), and 
(13) yield: 2 /J λ = 0.82 and 0.89,  λ  = 15.2 and 35.2 eV, J = 60 

6.2 and 15.6 eV, and mτ = 27.3° and 33.9°, giving a =0.28 and 
0.52 eV/° (Eqn. (2)) and the force constant is k = 10.2 and 15.4 
meV/°2 (Eqn. (2)).  So while the two observed surfaces appear 
quite similar, they lead to very different values of the diabatic-
model parameters.  These different values arise as most equations 65 

become very sensitive as 2 /J λ →1, especially Eqns. (12) and 
(13) specifying the individual values of J and λ . 

This problem is highlighted in Fig. 5 where the Swalen and 
Ibers potential is fitted up to τ  = 34° constraining J at 1.5, 5.1, 
15, and 50 eV.  All of these fits describe the surface with some 70 

degree of success and depict similar values of 2 /J λ from 0.66 to 
0.93, yet the other parameters vary dramatically. Optimizing all 3 
parameters leads to J = 5.5 eV and other results that are very 
similar to the ones obtained analytically based on just the well 
depth and angle and the /g iω ω  ratio.  The figure also shows the 75 

results of optimizing all 3 parameters for the NH3-2010 surface, 
again determining values close to the analytical results. Table 2 
lists these fully optimized results. 

 In a subsequent work,106 we show that NH3 is an atypical 
example of the XH3 series as only for it is 2 /J λ  near unity.  80 

Also, we show that only for it is the lowest-energy Rydberg 
orbital lower in energy than the σ*NH orbital, an effect that 
greatly perturbs the diabatic model.  Most significantly, that work 
also shows that, in any 3-parameter diabatic model for molecules 
of this type, the values of mτ = atan(1/2) = 26.6° (or mθ = acos(-85 

1/5) = 101.5°) are expected to be universal constants.  Making 
this assumption then provides a unique method for diabatization 
of the ground-state surfaces alone to yield realistic estimates of 
excited-state transition energies. 

4b.  Application to calculated potential-energy surfaces for 90 

the ammonia inversion reaction 

The origin of the ammonia double well is qualitatively 
described using even the simplest electronic-structure calculation 
methods.  Valence-bond theory pertinent to the torsional motion 
identifies three key orbitals for NH3:7, 83, 99, 133  the occupied 95 

symmetric NH bonding orbital σA, the occupied non-bonding pz 
orbital n, which forms the highest-occupied molecular orbital 
(HOMO), and the unoccupied σ*A symmetric NH antibonding 
orbital. We find that complete-active-space self-consistent-
field134-136 (CASSCF) calculations depict the torsional potential  100 
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Table 2.  Diabatic-model parameters, as well as the resulting diabatic well depth ‡E∆  and equilibrium torsional angle τe, fitted to the 
Swalen and Ibers128 or NH3-2010130 potentials based on experimental data, or else to CAS(2,2)/STO-3G or EOM-CCSD/STO-3G 
calculated data for NH3 inversion. 

 Adiab Cald  Adiab fit  Diabatic model parameters 

Method ‡E∆  eτ  
 

‡E∆  eτ  
 

#e 
GJ  DJ  Gλ  Dλ  

2 G

G

J
λ

 
2 D

D

J
λ

 k 4k  Gγ  Dγ  mGτ  mDτ  Ga  Da  

 eV °  eV °   eV eV eV eV   meV/°2 meV/°4 meV/°3 meV/°3 ° ° eV/° eV/° 
NH3-2010 0.22 22  0.22 22  3a 14.4 14.4 32.7 32.7 0.88 0.88 14.7 - - - 33.4 33.4 0.49 0.49 

Swalen&Ibers 0.25 22  0.25 22  3a 5.5 5.5 13.6 13.6 0.80 0.80 9.2 - - - 26.5 26.5 0.25 0.25 
CAS(2,2) 0.54 25  0.37 27  5a 6.05 7.62 14.3 26.2 0.85 0.58 10.73 - - - 25.8 35.0 0.277 0.375 
CAS(2,2) 0.54 25  0.54 25  8b 6.09 7.64       -0.36 -1.09   0.22 0.28 
CAS(2,2) 0.54 25  0.54 25  8c 6.09 7.64 18.0 32.1 0.67 0.49 7.51 -2 -0.29 -0.43 34.6 46.2 0.26 0.35 
CAS(2,2) 0.54 25  0.54 23  8a 6.09 7.64 18.3 30.9 0.67 0.49 7.61 -6.7 -0.211 -0.363 34.7 45.1 0.264 0.343 

EOM-CCSD 0.82 28  0.81 28  8a 5.87 7.12 19.8 36.9 0.59 0.39 6.27 13.4 -0.087 0.021 39.7 54.2 0.249 0.340 

a: Fitted to potential-energy surface(s). b: Actual derivatives at D3h structure.  c: From anharmonicities at the D3h, Eqn. (S8).  d: Values from the original 
calculations or experimental potential.  e:  number of parameters in the fit. 5 

well when just the two upper orbitals are included, however, 
indicating that σA is of secondary importance.  Hence we exclude 
valence-bond structures involving this orbital, constructing a 
diabatic treatment that exploits variations in the n and σ*A orbital 
occupancies only.  This is the usual approach taken.17, 137  In the 10 

minimal-basis set calculations that we present herein, the σ*A 
orbital is the LUMO but, when larger basis sets are used, 
Rydberg orbitals fall lower in energy. 

Walsh diagram in Fig. 4 illustrates the properties of these 
orbitals.  As the out-of-plane torsion angle τ increases, LUMO 15 

character strongly mixes into the HOMO in a continuous 
fashion,138 significantly increasing the NH bond strengths and so 
lowering the molecular potential energy.85, 137  It is this mixing 
process that defines the equilibrium geometry and hence 
hybridization and bonding in the molecule.  Diabatic correlations 20 

for these orbitals are also shown in the figure.  In a multi-state 
complete diabatic treatment, the orbital coefficients specifying 
the diabatic orbitals should not vary, but in few-state approaches 
such as this some variation is expected.  The calculations show 
the diabatic orbitals to be the sketched sp hybridized orbitals on 25 

N mixed with some H s character.  Differential mixing, when 
combined with the other bonding orbitals, generates the 
traditional sp2 and sp3 net hybridizations of the D3h and 
equilibrium structures, respectively, but as the HNH bonding 
angle contracts below 90°, the lone-pair orbital takes on its 30 

diabatic sp form whilst the orthogonal bonding orbitals have the 
form s1/2p5/2.138, 139  The significance of these properties of the 
diabatic orbitals is explored in detail elsewhere.106 

The simplest calculation method that can deliver all states of 
interest is a CASSCF calculation involving 2 electrons in 2 35 

orbitals, CAS(2,2), performed using a minimal basis set.  Fig. 6 
shows the adiabatic potential-energy surfaces for the ground state 
g, n→σ*A single excited state s, and n→σ*A,n→σ*A doubly 
excited state d calculated using the STO-3G basis set.140  At each 
molecular geometry, the NH bond length R is first optimized 40 

using second-order Mϕller-Plesset (MP2) perturbation theory.141  
All calculations are performed using MOLPRO.142  In Fig. 6, the 
energies E∆  of each state relative to its energy in the D3h 
geometry are plotted, allowing all three surfaces to be displayed 
on the same vertical scale.  Shown also in this figure are 45 

representations of these surfaces using the 5-parameter and 8-
parameter models. The 5-parameter model parameters are 

obtained by fitting the calculated energy surfaces, as is also done 
for the 8-parameter model.  However, the 8-parameter model 
parameters are also obtained analytically from just calculated 50 

properties at the D3h structure by either explicit derivative 
evaluation or else from interpreting anharmonicities, Eqn. (S8); 
MOLPRO evaluates the derivatives  
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 analytically (a feature recently also now available for TD-DFT in 55 

Q-CHEM)143, 144 whilst the others are obtained by numerical 
differentiation: 

 
Fig. 6   The CAS(2,2)/STO-3G changes in adiabatic energies 

compared to those at the D3h geometry for the ammonia inversion 
reaction (black: ground state g, red: HOMO→LUMO singly excited 
state s, green: HOMO→LUMO doubly excited state d) are plotted as 

a function of the torsional angle τ and fitted using various 3-state 
diabatic interaction models. 
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Results are given in Table 2.  For most properties the fit to the 
5-parameter model works well but the equilibrium torsional angle 
of the ground state is overestimated by up to 5°.  This anomaly is 
removed when the surfaces are fitted to all 8 parameters.  Also, 5 

the values of the 8 parameters evaluated at τ  = 0 from either 
explicit derivatives or from interpreting anharmonicities are very 
similar to the ones fitted to the potential-energy surfaces, 
indicating that multi-mode effects such as the changes in the NH 
bond lengths that accompany torsional motion are not important.  10 

The diabatic model thus provides a realistic description of all 
potential-energy surfaces over a wide range of angle variation.  
Most significantly, it shows that, as is well known for electron-
transfer processes,104 ground-state structural properties can be 
determined from excited state spectra and vice versa, 15 

demonstrating the power of diabatic models. 
Table 2 shows that the values of the parameters extracted from 

these fits are qualitatively similar to those determined from the 3-
parameter fit to the Swalen and Ibers potential, but quite different 
to those from the NH3-2010 potential, owing to the instability in 20 

fitting experimental ground-state-only data discussed earlier.  
Also, the calculated well depths E∆ ‡ of 0.54 eV is far from the  
observed value of 0.220 eV.  Table 2 also shows results evaluated 
using equations of motion coupled cluster theory (EOM-CCSD) 

133, 134 using again the STO-3G basis, predicting an even larger 25 

well depth of 0.82 eV.  In a subsequent work, we attribute this to 
the effects of Rydbergization,106 finding that indeed the STO-3G 
results provide a realistic description of the valence-state 
properties compatible with those from high-level calculations.  

4c.  Application to proton transfer in N2H7
+. 30 

Reactions involving the transfer of a proton, possibly coupled 
with electron transfer so that the net result is hydrogen-atom 
transfer, are extremely important biologically and are 
traditionally studied using coupled diabatic models.52-59, 145 These 
reactions can involve a high degree of complexity as they could 35 

involve radical species and most often involve interfering 
reactions involving lone-pair orbitals on heavy atoms such as 
oxygen that are preserved in the reactant and product states but 
contribute significantly to transition states.  So whilst proton-
transfer at a simple level can be thought of as taking a proton 40 

away from one lone pair orbital and moving it to another, many 
interactions other than these may dominate observed processes.  
Also, while the basic process is described in terms of high-energy 
phenomena such as the breaking and making chemical bonds 
with hydrogen, the other interactions lead to low-energy 45 

transition states and weak effective couplings.  Our focus here is 
not to investigate the manifold nature of general problems of 
current interest but rather on the basic underlying process of bond 
breakage and reformation, a diabatic process that is always 
present and always has influence. 50 

We consider the protonated ammonia dimer, N2H7
+,  

N1
H4

H3
H2

H N2

H7

H5

H6

+

 
a closed-shell system that does not involve lone-pair orbitals 
other than those facilitating the fundamental chemical process. 
This makes this perhaps the simplest proton-transfer reaction.146  55 

We consider this reaction in the gas-phase only but this system 
also forms a model for significant processes observed in 
solution,147 as well as for intramolecular proton transfer in 

molecules such as NH2CH2CH2CH2NH3
+.  Accurate gas-phase 

calculations require at least 6 nuclear degrees of freedom to be 60 

included,146 but we shall focus on just the primary proton-transfer 
coordinate which has a2u symmetry.  This molecule has an 
apparent symmetric D3d (NH3-H+-NH3) structure that calculations 
indicate arises from a shallow double-well ground-state potential 
in the critical antisymmetric NH stretch coordinate which is too 65 

shallow to support zero-point vibration.146, 148-150  The properties 
of the ground-state have been described using a vibronic coupling 
model involving diabatic states,149 with 5 low-lying 1A2u Rydberg 
states interacting with the ground-state to produce its double-well 
potential-energy surface.  This is a very practical diabatic analysis 70 

method focusing on observable states and dynamics, but the 
ground diabatic-state properties are fed into the analysis.  Instead 
we focus on the fundamental interactions that give the ground-
state those properties.  

Figure 7 shows the valence molecular orbitals of N2H7
+ at its 75 

symmetric D3d structure.  The most important orbitals affecting 
the ground-state structure are the non-bonding HOMO nNHN, the 
occupied bonding orbital σNHN, and the unoccupied antibonding 
orbital σ*NHN.  While only frontier orbitals control most chemical 
processes, here critical orbitals lie very low and very high in 80 

energy, with many other valence orbitals occurring in between.  
Indeed, σ*NHN is the highest unoccupied valence molecular 
orbital.  In principle, all 3 orbitals are of equal significance but 
states rather than orbitals control properties.  These states arise 
from either nNHN → σ*NHN or else σNHN → σ*NHN excitation but 85 

the later are much higher in energy and therefore less 
important,149 so we neglect them in this simple analysis.  This 
makes the fundamental description of symmetry breaking in 
N2H7

+ highly analogous to that in NH3: both involve 3 orbitals at 
the valence-bond level including a low-lying doubly occupied 90 

 
Fig. 7   Valence molecular orbitals for N2H7

+ at its symmetric D3d 
structure; nNHN is the HOMO orbital but it is the vibronic coupling 
between this and the highest unoccupied valence molecular orbital, 

σ*NHN that controls the ground-state symmetry. 
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orbital that is much less important than the others, leaving one 
occupied orbital and one virtual orbital to dominate the reaction 
profile.  In both cases, the simplest robust diabatic model 
involves 3 intercoupled electronic states. 

As for NH3, the simplest calculation that includes all critical 5 

interacting states is CAS(2,2) in a minimal basis, and potential-

energy surfaces calculated using the STO-3G minimal basis set 
are shown in Fig. 8.  These surfaces are shown as a function of 
the asymmetry RN1H-RN2H between the two shared NH bond 
lengths which replaces the generalized dimensionless normal 10 

coordinate Q used earlier.  At each value of the asymmetry, all 
other variables are optimized at the MP2 level to minimize the 
energy of the ground state within the low-symmetry C3v 
symmetry of the distorted molecule.  This process is significant 
as the N-N distance changes somewhat during this distortion149 15 

and the resonance energy is sensitive to its value.60, 151, 152  This 
imparts a strong non-Condon effect influencing the extended-
model parameters Gβ  and Dβ  in ESI Eqns. (S5)-(S6), but the 
calculated potential-energy surfaces can be adequately fitted 
using the 5-parameter model that ignores this effect, as shown in 20 

the figure.  The fitted parameters are given in Table 3.  
Contrary to naive expectations, the ground-state surface shown 

in Fig. 8 has a single minimum whilst the singly-excited surface 
has a double minimum.  This is interpreted as occurring because 
the associated resonance energies are not equivalent with GJ  = 25 

12.1 eV and DJ  = 11.3 eV but more significantly the vibronic 
coupling is much stronger to D as Gλ  = 21 eV and Dλ  = 48 eV.  
While the properties of the doubly excited state appear to be 
paired with those of the ground state, the properties of the singly 
excited state depends intricately on the differential coupling to 30 

the other two. Most significantly, Table 2 indicates that 2 /G GJ λ  
= 1.04, very close to the critical value of unity for changeover 
between single-well and double-well behavior of the ground state 
and hence this system is expected to be very sensitive to changes 
in calculation type and molecular environment. 35 

Figure 8 and Table 3 also include results for higher-level 
calculations, but still with the STO-3G basis to avoid 
complications with Rydberg states. These methods are CAS(2,8), 

in which all unoccupied valence orbitals are included, and EOM-
CCSD, which includes all orbitals but at a simplified level that 40 

preferentially treats the ground-state compared to the singly and 
especially doubly excited states.  The shapes of the excited-state 
potential-energy surfaces change considerably and the vibronic 
coupling is much reduced in magnitude.  Clearly all orbitals need 
to be included in accurate calculations.  Rydberg states may also 45 

interact with the intrinsic valence-state process.  Even small 
changes to this system can be very important, however, as most 
molecular properties become extremely sensitive when 2 /J λ ≈ 
1.  An example of this effect is that MP2/aug-cc-pVTZ153 predict 
a very shallow ground-state double minimum,150 and one sees 50 

similar effects when using different density functionals in Density 
Functional Theory.154 

Obtaining accurate parameters for N2H7
+ will require 

significant effort owing to interference between the valence states 
of interest and Rydberg states.  As an indication of the likely 55 

space in which such parameters should lie, EOM-CCSD/6-
311++G** surfaces were evaluated and the effective 2-state 
model applied.  This yielded J = 4.8 eV, λ = 10.2 eV, and 2J/λ = 
1.05.  The ground-state potential at this level of theory continues 
to have a delocalized hydrogen bond, but the control ratio is so 60 

close to unity that slight variations in the computational method 
could yield alternate results. 

5.   Closed-shell species with doubly degenerate 
HOMO and LUMO orbitals. 

The results presented so far have used the assumption that the 65 

key chemical process controlling isomerization involves the 
mixing of just two primary valence orbitals, one occupied and 
one unoccupied.  However, in many systems the key orbitals are 
either doubly degenerate or nearly so, with classic examples 
including benzene, naphthalene and other acenes, porphyrins and 70 

chlorophylls.  For these systems, the HOMO to LUMO transition 
has the same symmetry as the second-highest occupied molecular 
orbital (SHOMO) to second-lowest unoccupied molecular orbital 
(SLUMO) transition, so that all vibronic couplings between these 
orbitals contribute to the observed ground-state and spectroscopic 75 

properties. 
We consider vibronic coupling between the e1g HOMO and the 

e2u LUMO in benzene as a classic example of this type of 
interaction.  The lowest excited electronic state has 1B2u 
symmetry and undergoes strong vibronic coupling involving155-159 80 

ν14, a mode of b2u symmetry, which is observed at 1309 cm-1 in 
the ground state160 and 1563 cm-1 in the first excited state.155, 161  
Evoking Eqn. (15), the broader significance of this vibronic 
coupling has been recognized and 1B1u historically identified as 
the "twin state" of the ground state.72-74  Distorting along this 85 

vibrational mode mixes the HOMO and LUMO orbitals to 
convert delocalized aromatic benzene into its two localized 
Kekulé structures representing the two cyclohexatriene 
molecules, directly akin to the effects of the ammonia inversion 
vibration.  This distortion maintains the doubly degeneracy of the 90 

HOMO and LUMO orbitals which both adopt e" symmetry at 
distorted D3h structures. 

We depict the Kekulé distortion using the distortion angle φ  
shown in Fig. 9.  This distortion produces structures with 
alternating short and long CC bond lengths given by  95 

2 sin(30 ) and 2 sin(30 )s c l cr r r rφ φ= − = + ,  (32) 
respectively.  In all calculation, cr  as well as the two independent 
variables that determine the in-plane hydrogen coordinates are 
optimized using MP2/6-31G* at each value of φ .  The resulting 

 
Fig. 8   Changes in adiabatic energies from those at the D3d geometry 
for the g (black), s (red), and d (green) potential-energy surfaces of 

protonated ammonia dimer N2H7
+ as a function of the proton-transfer 

coordinate N1H N2HR R R∆ = − , evaluated using the STO-3G basis 
by CAS(2,2) (solid lines), CAS(2,8) (short-dashed lines) and EOM-

CCSD (long-dashed lines); points- raw calculated data, lines- 
adiabatic model fits to the data, see Table 3, (solid lines).  
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bond-length alternation is found to increase nearly linearly with 
angle, with ( ) /l sr r φ− ≈ 0.042 Å/°.  A distortion of φ = ± 2.6° 
creates alternating bond lengths of 1.31 Å and 1.53 Å, as would 
naively be expected for isolated single and double bonds, whilst 
φ = ± 1.1° creates a structure with bond-length alternation typical 5 

of that expected for a cyclohexatriene-like Kekulé structure.162  
The effective mass (really a moment of inertia) associated from 
this motion deduced from the optimized structures is µ = 0.6037 
amu Å2.  Note that this procedure generates potential-energy 
surfaces as a function of a curvilinear coordinate, as is essential 10 

say for modeling ammonia inversion; however, the distortions for 
benzene are so small that the alternate use of a normal coordinate, 
which treats explicitly the significant mixing between the carbon 
and hydrogen bending motions,157 may be more appropriate. 

As shown in Fig. 2, benzene can sustain four analogous 15 

promotions of an electron from its HOMO to its LUMO, 
generating 7 strongly coupled delocalized diabatic electronic 
states: the ground state G, the single excitation of 1B1u symmetry 
S, three independent doubly excited 1Ag states D1, D2, and D3, a 
triple excitation T of 1B1u symmetry, and quadruple excitation Q 20 

of 1Ag symmetry.  A simple analytical model for these 
interactions can be constructed on the assumptions that the three 
double excitations can be replaced by a single effective 
excitation, that the remaining 5 states are equally coupled to each 
other, and that the two-electron repulsion integrals are invariant 25 

to the electron distribution within the HOMO and LUMO.  In the 
electronic basis set { }, , , ,G S D T Qψ ψ ψ ψ ψ   this produces the 3-

parameter delocalized diabatic Hamiltonian =5DH  
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where 2 / 2H T kφ φ= + .  The eigenvalues of this matrix give the 30 

adiabatic surfaces 
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Hence there is a close relationship between the ground-state g and 
the quadruple excitation q, as well as a close relationship between 
the single excitation s and the triple excitation t.  Equation (34) is 35 

similar to Eqn. (4) but not quite of the same form, so it is not 
immediately clear if these paired states are twins according to our 

definition or not.  Generally, from the second derivatives of these 

adiabatic potential-energy surfaces at φ =0, the expected 
adiabatic vibration frequencies are 40 
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   (35) 

where 22 / kλ a= .  These results directly parallel the classic one 
electron/hole in two orbitals scenario (Eqn. (6) and (7)) and the 
two-electrons in two-orbitals scenario (Eqn. (27)), suggesting that 
g and d are approximately twinned.  Indeed, for small angle 45 

motions of systems with strong coupling, 4( / )Jaφ can be 

ignored so that 4 4 2 2 2 4 1/2( 24 36 )xE J Ja φ a φ= + +  ~ 
2 2 26 2J a φ+  and the eigenvalues for the ground state and 

quadruple excitation become 
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  (36) 50 

These adiabatic surfaces do indeed have to from of Eqn. (4) and 
hence g and q are listed as “twin states” in Table 1.  To be written 
in the form 2 2 2 2 1/2( ) / 2 ( )Q kQ J J Qε a± ′ ′ ′= + + , the 
fundamental parameters appearing in Eqn. (36) must be 
renormalized according to J'=4J,  λ'=4λ,  a'=2a, and 'mφ =2 mφ  55 

where /m kφ a= .  As for the two-electrons in two-orbitals case 
(Eqn. (22)), the critical ratio 2 /J λ  remains preserved, however.  
Also, the small-angle approximation leads to the conclusion that  
s and t are also twinned states, though the potential-energy 
surfaces are basically undistorted from their diabatic limits.   60 

Later we demonstrate that the small-angle scenario is appropriate 

Table 3.  Diabatic-model parameters calculated data symmetry breaking for the proton-transfer process in N2H7
+, evaluates using the STO-3G basis. 

Method No. Params GJ  
 

DJ  
 

Gλ  
 

Dλ  
 

2 G

G

J
λ

 
2 D

D

J
λ

 
‡E∆  

 
k 4k  Gδ  Dδ  Ga  Da  

  eV eV eV eV   eV eV/Å2 eV/Å4 Å Å eV/Å eV/Å 
CAS(2,2) 5 12.1 11.3 20.8 48.3 1.16 0.47 0 157.5 [0] 0.26 0.39 40.5 61.7 
CAS(2,8) 6 8.7 8.9 8.8 37.1 1.98 0.48 0 37.2 -0.04 0.34 0.71 12.8 26.3 

EOM-CCSD 6 7.9 8.9 8.6 25.3 1.83 0.71 0 36.6 1.19 0.34 0.59 12.6 21.5 

 

 
Fig. 9   Definition of the angle φ (shown here at 10°) and the radius 

rc (shown here angle independent for simplicity) used for the 
description of the 1b1u Kekulé distortion of benzene, producing short 

and long CC bond lengths  rs  and  rl , respectively. 
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for benzene at any angle normally considered in spectroscopic 
studies. 
 Alternatively, Eqn. (34) may be investigated in the large angle 
(or small coupling) scenario in which the contribution 4 4a φ  may 

be neglected, leading to 4 4 2 2 2 4 1/2( 24 36 )xE J Ja φ a φ= + + ~ 5 

2 2 212Ja φ + .  The pair g and d, as well as the pair s and t, again 
appear twinned, but the renormalization is different, see Table 1.  
The properties of the system in this regime are most clearly 
revealed by applying the rotation H5L = RH5DRT to produce in 
the localized diabatic electronic basis set 10 

{ }, , , ,LL L C R RRψ ψ ψ ψ ψ , obtaining the Hamiltonian =5LH  
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(37) 

where 2
0( , ) ( ) / 2 / 4mH x y T k x yφ φ λ= + − −  and 
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.  (38) 

This reveals that the fully localized diabatic surfaces (i.e., those 15 

for J=0) comprise two sets of double wells, a deep pair (LL and 
RR) with minima at 3 mφ φ= ±  and a shallow pair (L and R) 
with minima at mϕ φ= ± .  The deep set form the twinned 
adiabatic ground state and quadrupally excited whilst the shallow 
set form the twinned singly excited and triply excited states.   20 

Fig. 10 puts the low-angle and high-angle limits together, 
showing the shapes of the adiabatic states (Eqn. 34) that form for 
2 /J λ = 0, 0.5, 1, and 2.  The ground-state is double-welled if  
2 /J λ < 1 but in this region the singly excited state is triple 
welled, having both a local minimum at the D6h geometry and 25 

local minima at distorted geometries.  The properties of this state 
are thus very complex indeed. 

However, the previous analysis is based on the assumption that 
the couplings between the different electronic states are all equal.  
This is unlikely to be true in practice, as demonstrated earlier for 30 

the simpler problem of ammonia inversion.  Indeed, three 
different variants of the double excitation arise, making the 
scenario for benzene quite complex.  The simplest model that 
semiquantitatively describes all features of the Kekulé distortion 
of benzene is therefore the 7-state model 35 
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           ____________________________________________________ 
 40 

The simplest calculation that can manifest all of the quantities in 
this model is CAS(4,4).  Evaluated directly by MOLPRO at the 
D6h ground-state structure using the 6-31G* basis set, the 
calculated vibronic coupling constants, included in Table 4, are 

GSa = 0.96 eV/°, 1SDa = 0.52 eV/°, 2SDa = 0.98 eV/°, 3SDa = 45 

0.02 eV/°, 1D Ta = 0.61 eV/°,  2D Ta = 0.66 eV/°,  3D Ta = 0.58 
eV/°, and  TQa = 0.66 eV/°.  All of the states are thus interact 
with each other quite strongly, as the simple 3-parameter model 
depicts, but there are considerable variations indicated and the 

 
Fig. 10   Sample adiabatic potential-energy surfaces (black- g, red- s, 

green- d, blue- t, brown- q) from the 5-state model for the Kekulé 
distortion of benzene, Eqn. (34). 
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three components of the double excitation have non-trivial 
interactions.   This model has in total 15 parameters depicting the 
properties of the 7 states: 8 vibronic coupling constants, 6 energy 
differences at the D6h structure, and the force constant k. 

Optimizing all parameters to fit the calculated potential-energy 5 

surfaces results in some changes to the actual derivatives but the 
basic scenario remains the same; the fitted parameters are also 
given in Table 4 whilst the calculated potential-energy surfaces 
and their fits are shown in Fig. 11.   The splitting of the double 
excitation into three well-separated components influences on the 10 

properties of the single excitation and the triple excitation as 
energy gaps get reduced.  As a result, the naïve dispersion of the 
vibration frequencies of the states depicted by Eqn. (35) is 
destroyed, with the state of lowest frequency becoming a 
component of the double excitation while the triple excitation 15 

becoming that of highest frequency.  By setting to zero all of the 
energy gaps in the Hamiltonian, a lower adiabatic surface can be 
obtained whose properties mimic those that would be used in an 
effective two-state localized diabatic model, allowing effective 
parameters λG' and φmG' to be determined, along with 2JG ' from 20 

the energy of the quadrupally excited state.  If the critical 
conclusion deduced from Eqn. (35), that the quadruple excitation 
is the "twin state" to the ground state, remains valid, then one 
expects to find λG' = 4λG and φmG' = 2φmG with the ratio of 
2JG'/λG' = 2JG/λG preserved. Deduced values for these quantities 25 

shown in Table 2 do indeed show results similar to that expected, 
although 2JG/λG = 4.0 whilst 2JG'/λG' = 5.7.  The twin-state 
concept thus appears to remain useful, despite the manifest strong 

interactions between the singly excited state, the triply excited 
state, and all the double excitations. 30 

The CAS(4,4) method lacks quantitative accuracy, however, 
with for example the energy of the single excitation being 
predicted to be 7.2 eV compared to 4.77 eV observed, whilst the 
calculated ground-state and single-excited state frequencies are 
predicted to be 1678 cm-1 and 1825 cm-1, much larger than the 35 

observed values of 1309 cm-1 and 1564 cm-1, respectively.  We 
therefore performed enhanced calculations using the n-electron 
valence-state implementation of second-order multireference 
perturbation theory (NEVPT2).163  Owing to likely degeneracies 
of the 7 states of interest with other states, this method is not 40 

universally applicable and is likely to overestimate effects, 
particularly for excited states.  However, potential-energy 

surfaces for the ground state, singly excited state, and first 
component with double excitation were obtained and are shown 
in Fig. 11.  As the remaining surfaces were not determined, an 45 

unconstrained fit of all parameters in the model is not possible.  
We proceed by ignoring the other two components of the double 
excitation and setting the parameters of the triple excitation and 
quadruple excitation to match those fitted to the other surfaces in 
a pseudo 3-parameter model.   50 

The results, shown in the figure and in Table 3, manifest a 
considerable reduction in the force constant and some variation in 
the vibronic coupling constants.  The deduced ground state 
vibration frequency thus reduces to ωi = 1304 cm-1, in excellent 
agreement with the experimental value, while ωs = 1626 cm-1 is 55 

now underestimated.  In addition, the diabatic angle for an 
effective two-state model becomes φmG' = 2.57°, indicating 
diabatic single-bond and double-bond lengths of 1.53 Å and 1.31 
Å, respectively, in excellent agreement with the properties of 
isolated CC bonds. Finally, the critical ratios depicting the 60 

coupled diabatic interactions become 2JG/λG = 2.55 and 2JG'/λG' 
= 2.82, indicating that the explicit inclusion of the S and D1 
intermediate states has not significantly perturbed the simple 

Table 4.  Properties and diabatic-state model parameters for the 
Kekulé distortion in benzene. 

Prop.a CAS(4,4)  
@ D6h 

CAS(4,4) 
best fit 

NEVPT2  
best fit 

NEVPT2  
poor fit 

Exp. 

2JG  7.2 7.2 5.08 5.08 4.77 
ED1 12.6 12.6 10.49 10.49 [9.54] 
ED2 14.8 14.8 - - - 
ED3 20.3 20.3 - - - 
ET 22.3 22.3 [15.73] [15.73] [14.31] 
EG 32.1 32.1 [20.97] [20.97] [19.08] 
aGS 0.96 0.77 0.70 0.52 0.55 
aSD1 0.52 0.38 0.70 0.40 [0.55] 
aSD2 0.98 0.79 - - - 
aSD3 0.02 0.42 - - - 
aD1T 0.61 0.38 1.05 0.75 [0.55] 
aD2T 0.66 0.29 - - - 
aD3T 0.58 0.56 - - - 
aTQ 0.66 0.31 [0.70] [0.52] [0.55] 
K  0.658 0.489 0.165 0.429 
λG  1.81 2.00 1.31 [1.43] 
φmG  1.17 1.43 [1.25] [1.29] 

2JG/λG  4.00 2.55 3.88 [3.34] 
JG' b  16.1 10.48 10.48 [9.54] 
λG' b  5.62 7.44 4.73 5.71 
φmG' b  2.08 2.57 2.37 2.58 

2JG'/λG'  5.73 2.82 4.43 3.34 
ωi  1678 1304 970 1309 
ωs  1825 1626 1191 1564 

a energies E, J, and λ in eV, vibronic coupling constants a in eV/°, 
force constants k in eV/°2, diabatic angle minima φm in °, vibrational 
frequencies ω in cm-1. 
b calculated  values determined from a's setting all E's to zero in the 
model and using 3λg'=4λg'' and 2φmG'=31/2φmG''; fitting directly to the 
ground-state surface yields JG'= 11.8 eV, λG'=  6.36 eV, φmG'= 3.07°, 
and 2JG'/λG' = 3.71 for CAS(4,4) but the NEVPT2 surfaces are too 
harmonic too allow such fitting.  

Fig. 11   Calculated (points) and diabatic-model fitted (lines) 
adiabatic potential-energy surfaces, expressed relative to the energy 

at the D6h symmetric structure given in Table 4, for the various 
coupled HOMO→LUMO multiple excitations of benzene as a 

function of the Kekulé distortion angle φ (see Figs. 2 and 8). The 
main plot shows results at the CAS(4,4)/6-31G* level whilst the 

insert shows those after second-order perturbation-theory correction, 
NEVPT2. 
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picture of the quadruple excitation being the "twin state" of the 
ground state. 

Results are also shown in Table 3 for a second, much poorer 
quality, fit to the NEVPT2 calculated data in which φmG was 
modified from its optimized value of 1.43° to 1.25°.  The diabatic 5 

couplings are found to be very sensitive to this parameter, with in 
particular the coupling ratio aSD1/aGS being reduced in a way 
which would isolate the ground-state and singly excited state 
from the other transitions and in so doing potentially identify the 
single excitation as the "twin state" of the ground state, as has 10 

been previously proposed.72-74  However, even after this 
significant perturbation, the fitting still indicates that the twin 
state is the quadruple excitation.  The analysis is therefore robust. 

Only a limited amount of experimental information concerning 
the state manifold is available, and so gross approximations must 15 

be introduced to estimate diabatic-coupling parameters.  Progress 
can only be made if the 3-parameter model is introduced.  Using 
this, Eqn. (35) indicates that 2JG'/λG' = 3.34, in reasonable 
agreement with the NEVPT2 results.  Also JG = 2.38 eV is 
determined by the observed transition energy for the single 20 

excitation, so that given the reduced mass for the torsional motion 
optimized at the MP2/6-31G* level all other diabatic properties 
can be deduced (see Table 3).  All are in good qualitative 
agreement with the NEVPT2 results, including the important 
two-state localized-diabatic distortion angle φmG' = 2.58°. 25 

6. Conclusions 
While diabatic models for general chemical processes have 

been suggested since the quantum foundations of chemistry were 
first established, we present a robust formalism that is suitable for 
quantitative analysis of general chemical reactions.  It is based on 30 

London’s model for non-adiabatic reactions10 as implemented in 
Hush’s adiabatic-based description of electron-transfer reactions 
and spectroscopy.100-104  Direct analogies to well understood 
electron-transfer problems are established that allow many 
seemingly unrelated properties of the ground state and excited 35 

state potential-energy surfaces to be correlated, describing 
complex surfaces in terms of simple functions. 

This treatment breaks from previous partially successful 
approaches to expressing general reactions in diabatic bases in 
that all electronic states coupled by the critical vibronic coupling 40 

constants are included.  While these earlier approaches focused 
on identifying just two states so that a direct analogy to electron-

transfer and pseudo Jahn-Teller processes could be drawn,19, 71-74, 

98  our multi-state approach leads to the conclusion that two-state 
models can be qualitatively descriptive but that the parameters in 45 

them are renormalized from the actual molecular parameters, and 
that this renormalization depends on the property being 
investigated.  Critical previous ideas such as the notion71-74 of a 
“twin state” with properties intimately linked to those of the 
ground state are established, identifying the actual nature of the 50 

twin state.  Also, previous conclusions13-19 concerning the 
importance of pseudo-Jahn-Teller processes and their symmetry 
are fully vindicated, but we see now that more than two states are 
fundamentally involved meaning that more than one conical 
intersection has profound effects on structure and spectroscopy. 55 

The general procedure is applied to 3 illustrative cases, 
ignoring complications like electronic interactions and also 
conical intersections with Rydberg states that in practice 
dominate most relevant spectroscopic measurements, 
photodissociation processes and theoretical analyses.  Consistent, 60 

simple descriptions are obtained for the inversion reaction in 
ammonia, the intramolecular proton-transfer reaction in N2H7

+, 
and the Kekulé motion of benzene that is associated with its 
aromaticity.  Major qualitative changes such as the change of the 
ground state from high-symmetry to a symmetry-broken 65 

geometry are seen to result from small changes in the diabatic-
model parameters, and these are correlated with spectroscopic 
transition energies and the shapes of excited-state surfaces.  What 
results is a simple semi-quantitative description of the chemistry 
and spectroscopy of these different processes using a consistent 70 

language and notation.  
Undergraduate teaching of the basic principles of chemistry 

often focuses on reactions of the type considered, describing the 
results in terms of independent chemical principles describing, 
e.g., hybridization, general isomerization reactions, VSEPR, 75 

aromaticity in benzene, hydrogen bonding, and electron transfer.  
Here we present the basic science underlining a different 
approach based on diabatic surfaces and the drives for 
localization and delocalization of electrons.  This approach flows 
smoothly from the basic understanding of covalent bonds and 80 

how they form,164-166 as well as linking to ionic and metallic 
bonding, as well as to electron-transfer processes critical in many 
modern applications in biochemistry, solar-energy capture, and 
molecular electronics. It builds a connection between basic 
qualitative ideas, experimental data interpretation, and ab initio 85 

calculations.  
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Appendix:  Mathematical symbols used 
 
Variable Class Description Variations 

Q, 
τ, ∆R, φ Nuclear coordinate 

Q – dimensionless normal coordinate used to represent the nuclear motion 
±Qm – location of the minima in the diabatic surfaces for electron transfer 

±QmG, QmG – location of the minima in the diabatic surfaces for the 2-electron in 2-orbitals problem 
±Qm′ – apparent location of the minima in the diabatic surfaces for an effective 2-state model 

Qe – minimum of the adiabatic surface 
Substitutions: 

Q → τ - the improper torsional angle for NH3 inversion, related to HNH bond angle θ by Eqn. (28)  
Q → ∆R = RN1H – RN2H for proton transfer in N2H7

+  
Q → φ, the Kekulé angle distortion for benzene aromaticity 

H   Electronic Hamiltonian matrix 

2DH - expressed in basis of delocalized diabatic states { },G S depicting the ground state (G), and 
single excited state (S) for an electron-transfer problem 

2LH - expressed in basis of localized diabatic states { },L R  centred on the L (left) and R (right) 
molecular centres in an electron-transfer problem. 

3DH - expressed in basis of delocalized diabatic states { }, ,G S D depicting the ground state (G), 
single excited state (S), and double excited state (D). 

3LH - expressed in basis of localized diabatic states { }, ,L C R  centred on the L (left) isomer, C 
(central) high-symmetry structure, and R (right) isomer.  

5DH , 5LH , 7DH - 5-state and 7-state variants for the HOMO-LUMO excitations in benzene 

J  Resonance integral 

J  - electronic coupling in an electron-transfer problem 
,G DJ J  - this generalized to a two-electron in 2-orbital problem, specifying the magnitude of the 

energy differences between S  and the G and D states 
J ′ - apparent coupling used in an effective 2-state model 

λ  Reorganisation energy 

λ - reorganization energy in an electron-transfer problem 
,G Dλ λ  - this generalized to a two-electron in 2-orbital problem, applied to excitations between S  

and the G and D states 
λ′ - apparent reorganization energy used in an effective 2-state model 

2 /J λ  
General ratio controlling 

properties of diabatic model 
Hamiltonians 

2 /J λ  for  an electron-transfer problem 
2 /G GJ λ  and 2 /D DJ λ  - this generalized to the individual components of a 2-orbital e-electron 

problem 
2 /J λ′ ′ - apparent ratio in an effective two-state model 

µ′   Effective mass  
k  Harmonic force constant  

4k  Quartic force constant Used only for the large amplitude torsional bending in NH3 

Ψ   Electronic state wavefunction GΨ , SΨ , DΨ  describing the diabatic states  

a   Linear vibronic coupling 
constant 

0
/G S Q

Qa
=

= Ψ ∂ ∂ ΨH   for electron transfer 

0
/G G S Q

Qa
=

= Ψ ∂ ∂ ΨH   for 2-electrons in 2-orbitals 

0
/D D S Q

Qa
=

= Ψ ∂ ∂ ΨH  for 2-electrons in 2-orbitals 

a′  - apparent vibronic coupling active in an effective two-state model 

γ  Cubic vibronic coupling 
constant 

3 3
0

/G G S Q
Qγ

=
= Ψ ∂ ∂ ΨH  

3 3
0

/D D S Q
Qγ

=
= Ψ ∂ ∂ ΨH  

ε   Adiabatic surfaces gε , sε , dε , tε , qε  - ground state, singly excited, double excited, triply excited and quadruply 
excited surfaces 

ω   Vibration frequency 

ω  - vibration frequency of the diabatic states 
, ,g s dω ω ω  - vibration frequency of the adiabatic ground, single excited, and doubly excited states 

iω  - imaginary vibration frequency of the transition state 
 

‡E∆  Activation energy  

r Bond lengths , ,s c lr r r  - lengths of double, aromatic, and single CC bonds, respectively 
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