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Figure 1. One-cut windowing drift detection 
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Abstract—The aim of machine learning is to find hidden 

insights into historical data, and then apply them to forecast the 

future data or trends. Machine learning algorithms optimize 

learning models for lowest error rate based on the assumption 

that the historical data and the data to be predicted conform to 

the same knowledge pattern (data distribution). However, if the 

historical data is not enough, or the knowledge pattern keeps 

changing (data uncertainty), this assumption will become invalid.  

In data stream mining, this phenomenon of knowledge pattern 

changing is called concept drift. To address this issue, we propose 

a novel fuzzy windowing concept drift adaptation (FW-DA) 

method. Compared to conventional windowing-based drift 

adaptation algorithms, FW-DA achieves higher accuracy by 

allowing the sliding windows to keep an overlapping period so 

that the data instances belonging to different concepts can be 

determined more precisely. In addition, FW-DA statistically 

guarantees that the upcoming data conforms to the inferred 

knowledge pattern with a certain confidence level. To evaluate 

FW-DA, four experiments were conducted using both synthetic 

and real-world data sets. The experiment results show that FW-

DA outperforms the other windowing-based methods including 

state-of-the-art drift adaptation methods. 

Keywords—concept drift; fuzzy concept drift adaptation; fuzzy 

time windowing; machine learning, adaptive learning 

I. INTRODUCTION 

Since the rapid development of online news and social 
networking services, information transmission is becoming 
faster and more convenient. The release of new products or 
new technology attracts worldwide attention, and these 
changes could have profound impacts on the global economic 
environment. A decision-maker should be sensitive to such 
changes and make appropriate adjustments to existing 
strategies. As an important decision-making tool, machine 
learning systems must also be able to detect and adapt to 
changes in learning environment. Otherwise, when a change 
happens, the systems may give inaccurate or misleading 
suggestions to users, which will result in an increasing number 
of decision errors.  

The issue of concept drift in the machine learning field 
refers to the change of data distribution. Let us denote the 
feature vector of a data instance as 𝑋 and its class label as 𝑦, 
and a data stream is an infinite sequence of  (𝑋, 𝑦) . If the 
learning environment is changing, this implies that the 
distribution of 𝑃(𝑋, 𝑦) is changing. According to Bayes’ 

theorem, the sources of concept drift are: i) 𝑃(𝑋) evolves with 
time  𝑡  which can be written as  𝑃(𝑋|𝑡); ii) a change in the 
conditional probability of feature 𝑋, namely 𝑃(𝑦|𝑋). The data 
distribution before a learning environment change is called the 
old concept, and the data distribution thereafter is called the 
new concept. 

In supervised online learning, monitoring the performance 
of the learning model is a well-studied approach to handle 
concept drift [1]. A significant drop in performance 
measurements, such as accuracy, will be considered as the 
start of a new concept. A new learning model hereafter will be 
trained. In this approach, the performance drop detectors, 
which are also called drift detectors, are critical to the overall 
performance of learning systems and are independent of the 
learning algorithms [2-4]. Because it is considered difficult to 
detect online distributional changes directly, most existing 
methods only monitor changes in particular test statistics, such 
as the mean or median [5]. Thus, concept drift detection is 
transformed to estimating whether there is any significant 
change in the test statistics calculated from the sequence of the 
performance measurements. 

In practice, test statistics can only be calculated from a 
finite sample set. However, data streams are open-ended. 
Developing a method to intercept data batches from data 
streams is necessary. At present, time windows are the most 
common way to intercept data batches from data streams. 
Different time windows contain the data collected within 
different time periods. With this strategy, the drift detection 
problem is converted to the differential detection of the test 
statistics retrieved from two time-windows.  

Although time windowing-based concept drift adaptation 
algorithms have delivered promising performance in many 
real-world applications, they have certain drawbacks. Because 
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Figure 4. Time windowing models 
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Figure 2. One-cut windowing vs. incremental concept drift 
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Figure 3. One-cut windowing vs. gradual concept drift 

the time windows are created strictly based on time steps, 
which assumes that concept drift occurs only at an exact time 
step, the boundary between windows is overly stiff, as shown 
in Fig.1. In fact, however, in real-world scenarios, concept 
drifts may last for a short period (Fig. 2), or gradually drift 
from one concept to another (Fig. 3). Obviously, such a one-
cut windowing method will lose critical information that is 
shared by old and new concepts. 

To address this problem, in this paper, we propose a novel 

fuzzy windowing method which allows each data instance to 

have a degree of membership to both old and new concepts. 

The usage of the shared information will be maximized, 

therefore achieving better performance in online machine 

learning. The major contributions of this paper are: 

 We provide a detailed insight into windowing-based 
concept drift adaptation methods. 

 We develop a novel fuzzy windowing method and 
adapt it to solve concept drift problems 

 One synthetic and three real-world experiments are 
conducted to evaluate FW-DA, the results showing that 
FW-DA outperforms state-of-the-art drift adaptation 
methods. 

The rest of this paper is organized as follows. Section II 
formally defines the term concept drift, and analyses the pros 
and cons of current windowing-based drift adaptation 
methods. Section III explains the proposed FW-DA algorithm. 
Section IV evaluates the proposed FW-DA. Lastly, section V 
concludes this paper and gives some insight into future 
research related to FW-DA. 

II. LITERATURE REVIEW 

A. Concept Drift 

In supervised machine learning, the objective is to predict 
a target variable 𝑦 ∈ ℜ1 in regression tasks, or the label 𝑦 in 
classification tasks, given a set of input features 𝑋. Each data 
instance is a pair of (𝑋, 𝑦). Machine learning algorithms can 

learn from historical data 𝐃𝑡𝑟𝑎𝑖𝑛  and make predictions on 

target data 𝐃𝑡𝑒𝑠𝑡. For static data, the learning process requires 
no retraining or updating, while for streaming data, it requires 
a verification of the consistency between historical data and 
new coming target data. At every time step 𝑡, after the true 
label is received, target data 𝐃𝑡𝑒𝑠𝑡

𝑡  will become part of the 

historical data, 𝐃𝑡𝑟𝑎𝑖𝑛
𝑡+1 = 𝐃𝑡𝑟𝑎𝑖𝑛

𝑡 ∪ 𝐃𝑡𝑒𝑠𝑡
𝑡 . If  𝐃𝑡𝑟𝑎𝑖𝑛

𝑡  and 𝐃𝑡𝑒𝑠𝑡
𝑡  

have conflicts, then 𝐃𝑡𝑟𝑎𝑖𝑛
𝑡+1  will be inconsistent, and therefore, 

data cleansing for 𝐃𝑡𝑟𝑎𝑖𝑛
𝑡+1  is required. This problem is called 

concept drift. 

Most concept drift detection algorithms are implicitly 
related to sudden drift detection, which assumes that a drift 
happens at an exact time step [6]. These algorithms do not 
take the drifting period (shown in Fig. 2, 3) into consideration, 
and this will result in bias in drift instance selection as well as 
the learner updating process. 

B. Windowing-Based Concept Drift Adaptation 

Time windowing is the most popular method to handle 
queries in open-ended data streams [7]. Instead of aggregating 
test statistics over the entire data stream, computing the test 
statistics from an intercepted subset in a specific time interval 
is more practical. Frias-Blanco [1] mentioned three relevant 
time windowing models: landmark, sliding and tilted windows. 
Landmark windows store and aggregate every instance 
observed in a data stream since the start point, for example, 
the start point is 𝑡 − 𝑖 in Fig. 4(a). Then, successive windows 
share some initial points and are growing in size. Most of the 
time, however, we are not interested in the statistics of all past 
data but only that from the recent past. The simplest approach 
is sliding windows of fixed size, Fig. 4(b). This windowing 
model has a first-in-first-out data structure. Whenever a new 
element is observed, the oldest element in the window is 
removed. In tilted windows, the time scale is compressed, as 
shown in Fig. 4(c). The most recent data are stored inside the 
window with the finest detail while older information is stored 
at a coarser level. One example of tilted windowing is the 
natural tilted time window, which stores last year’s data in a 
coarser level while storing last month’s data in a fine detailed 
level. However, no attempt has been made to introduce fuzzy 
windows for concept drift detection, as shown in Fig. 4(d). 

To illustrate how the drift detection method is associated 
with the time windowing method, we detailed explain one of 
the most referenced concept drift adaptation methods, called 
the Drift Detection Method (DDM) [2]. In DDM, the authors 
use the mean and variance of the learner’s accuracy as the test 
statistics. For each data instance, they call a prediction True if 
the learner outputs 𝑦̂  equals the true label  𝑦 , otherwise the 
prediction is called False. From this point of view, the 
predictions can then be seen as a random variable from 



Bernoulli trials 𝐵(𝑛, 𝑝), where 𝑝 is the accuracy, and 𝑛 is the 
number of predicted data instances. Consequently, the 

standard deviation can be presented as  𝜎 = √𝑝(1 − 𝑝) 𝑛⁄ . 

Considering that the probability distribution is unchanged 
when the context is static, then the 1 − 𝛼 2⁄  confidence 
interval for 𝑝 with 𝑛 > 30 examples is approximately 𝑝 ± 𝛼 ∗
𝜎, where 𝛼 is the confidence level. They defined the Warning 
State as 𝑝𝑡 + 𝜎𝑡 ≥ 𝑝𝑡−1 + 2 ∗ 𝜎𝑡−1 and defined the Drift State 
as  𝑝𝑡 + 𝜎𝑡 ≥ 𝑝𝑡−1 + 3 ∗ 𝜎𝑡−1 , where 𝑡  corresponds to the 
current time step. The data instances between the Warning 
time step and Drift time step will be used for updating the 
learner or training a new learner. For example, in Fig 4(a), if a 
Warning is detected between 𝑊2  and  𝑊1 , and a Drift is 
detected between 𝑊3 and 𝑊4, then the data instances belong to 
the complement of 𝑊2 with respect to 𝑊4 and will be used for 
learner updating. 

Drift adaptation algorithms that have the same windowing 
method are the EDDM [3], ADWIN [8], ECDD [9] and 
HDDM family [1]. In summary, these algorithms use the 
landmark windowing method to maintain a subset of data 
instances 𝐖𝑡 . Then, the authors proposed their own test 
statistics 𝑠(𝐖𝑡). According to the statistical property of the 
proposed test statistics, they defined a Warning state and a 
Drift state to inform the system when and how to update the 
learner. Commonly, the threshold of the significance level is 
controlled by a parameter 𝛼. If the probability of observing a 
difference 𝜖 between two test statistics 𝑠𝑡−1 and 𝑠𝑡 is less than 
𝛼  (commonly 𝛼 = 0.05  for Warning state and 𝛼 = 0.01  for 
Drift state), the system will be notified, denoted as 𝑃(|𝑠1 −
𝑠2| ≥ 𝜖) ≤ 𝛼, where 𝜖 is the observed difference. 

III. FUZZY WINDOWING FOR GRADUAL CONCEPT DRIFT 

ADAPTATION 

In a data stream, the underlying distribution of data may 
change continuously over time. It is not possible to pinpoint 
an exact time step as the boundary between old and new 
concepts. To address this problem, we propose to adapt fuzzy 
set theory to represent the old and new concepts. Fuzzy set 
theory permits the gradual assessment of the membership of 
data instances in a concept. In addition, data instances that 
contribute to neither the correct classification of the old 
concept nor the correct classification of the new concept will 
be identified as a noise concept. In other words, if a data 
instance results in an accuracy drop of both old and new 
concepts, it will be considered as a noise instance. 

Under this assumption, at a specific time step in a data 
stream, we can define three fuzzy sets: old concept, new 
concept, and noise concept to describe the relationships 
between the time-dependent distributions. Each instance in a 
data stream has three membership grades corresponding to 
these fuzzy sets. The formal definition is given below. 

Definition 1. Given a data stream, at a specific time step 

𝑡 ,  𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡
𝑜𝑙𝑑 =  (𝑜𝑙𝑑𝑡 , 𝜇𝑡

𝑜𝑙𝑑) , 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡
𝑛𝑒𝑤 = (𝑛𝑒𝑤𝑡 , 𝜇𝑡

𝑛𝑒𝑤) 

and 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡
𝑛𝑜𝑖𝑠𝑒 =  (𝑛𝑜𝑖𝑠𝑒𝑡 , 𝜇𝑡

𝑛𝑜𝑖𝑠𝑒) are three fuzzy sets to 

describe the relationships between the data distributions 

before and after a learning environment drift, where  𝜇𝑡
𝑜𝑙𝑑 , 

𝜇𝑡
𝑛𝑒𝑤 and 𝜇𝑡

𝑛𝑜𝑖𝑠𝑒  are the membership functions of  𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡
𝑜𝑙𝑑 , 

𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡
𝑛𝑒𝑤 and 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡

𝑛𝑜𝑖𝑠𝑒. 

In regard to the windowing strategy, therefore, three time-

windows need be maintained accordingly,  𝑊𝑡
𝑜𝑙𝑑 , 𝑊𝑡

𝑛𝑒𝑤  and 

𝑊𝑡
𝑛𝑜𝑖𝑠𝑒 . Whenever there is a significant difference between 

the test statistics of  𝑊𝑡
𝑜𝑙𝑑 and 𝑊𝑡

𝑛𝑒𝑤 , we say there is a concept 
drift. A new learner hereafter will be trained based on 𝑊𝑡

𝑛𝑒𝑤 . 

Otherwise, if no drift occurs, the  𝑊𝑡
𝑜𝑙𝑑  and  𝑊𝑡

𝑛𝑒𝑤  will be 
updated incrementally. Thus, the proposed windowing 
strategy can replace the conventional crisp windowing-based 
drift detection algorithm. Fuzzy windowing drift adaptation 
consists of two parts. The first part is fuzzy windowing drift 
detection (FW-DD), shown in algorithm 1. The second one is 
fuzzy windowing drift adaptation (FW-DA), shown in 
algorithm 2. To simplify the drift detection process, we 
assume that the distribution of noise is stable, and therefore, 
the noise concept will not be considered for drift detection.  

Algorithm 1: Fuzzy Windowing Drift Detection (FW-DD) 

Input:  

        Data instance arrived at each time step 𝑑0, ⋯ , 𝑑𝑡 

        Membership function, (default: 𝜇Trap0.8) 

        Test statistic, 𝑠(𝐃) (default: DDM 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠) 

        Statistical significance level, 𝑃(|𝑠1 − 𝑠2| ≥ 𝜖) ≤ 𝛼 

        Confidence level for warning 𝛼𝑤, (default: 0.05) 

        Confidence level for drift 𝛼𝑑, (default: 0.01) 

Output: 

State ∈ {Stable, Warning, Drift}  

1. Denote current time step as 𝑡 
2. for 𝑑𝑖 ∶  𝑑0, ⋯ , 𝑑𝑡 
3.   Computing the degree of membership 𝑑𝑖

𝑤𝑜𝑙𝑑 = 𝜇𝑡
𝑤𝑜𝑙𝑑(𝑑𝑖) ,    

  𝑑𝑖
𝑤𝑛𝑒𝑤 = 𝜇𝑡

𝑤𝑛𝑒𝑤(𝑑𝑖) ,where 𝜇𝑡
𝑤𝑜𝑙𝑑 , 𝜇𝑡

𝑤𝑛𝑒𝑤 are the membership 
  functions of old/new concept windows at time 𝑡 

4. end for 
5. assign membership grades as instances’ weight 𝐖𝑡

𝑜𝑙𝑑 =

⋃ 𝑑𝑖 ∙ 𝑠𝑒𝑡𝑊𝑒𝑖𝑔ℎ𝑡(𝑑𝑖
𝑤𝑜𝑙𝑑)𝒕

𝒊=𝟎 , 𝐖𝑡
𝑛𝑒𝑤 = ⋃ 𝑑𝑖 ∙ 𝑠𝑒𝑡𝑊𝑒𝑖𝑔ℎ𝑡(𝑑𝑖

𝑤𝑛𝑒𝑤)𝒕
𝒊=𝟎 , 

where 𝐖𝑡
𝑜𝑙𝑑, 𝐖𝑡

𝑛𝑒𝑤 are corresponding weighted data 
instances 

6. Compute current window𝑜𝑙𝑑 statistics 𝑆𝑡
𝑜𝑙𝑑 = 𝑠(𝐖𝑡

𝑜𝑙𝑑) 
7. Compute current window𝑛𝑒𝑤 statistics 𝑆𝑡

𝑛𝑒𝑤 = 𝑠(𝐖𝑡
𝑛𝑒𝑤) 

8. if 𝑃(|𝑆𝑡
𝑜𝑙𝑑 − 𝑆𝑡

𝑛𝑒𝑤| ≥ 𝜖) < 𝛼𝑑 then return Drift 
9. else if 𝑃(|𝑆𝑡

𝑜𝑙𝑑 − 𝑆𝑡
𝑛𝑒𝑤| ≥ 𝜖) < 𝛼𝑤 then return Warning 

10. else continue 

11. end if 

Instead of considering that all the data instances are 
equally weighted, FW-DD computes the test statistics from 
the data instances weighted by windows-related membership 
grades. The instances closer to the current time step will have 
higher membership grades to the new concept while the 
instances further from the current time step will have higher 
membership grades to the old concept, and vice versa. The 
details of DDM’s test statistics and its corresponding 
significance level is referred in Section II. B. 

In this paper, we adopt two membership functions 𝜇Trap𝜆  

and 𝜇 log𝜆  to describe the membership grades. The parameter 𝜆 
determines the shape of the membership functions. 
Definition 2. The trapezoidal membership function 

𝜇𝑡
Trap𝜆: 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡

𝑛𝑒𝑤  is defined as: 

{

𝑖

𝜆∙|𝐖𝒕|
         if 𝑖 ≤ 𝜆 ∙ |𝐖𝒕|

  1             if 𝑖 > 𝜆 ∙ |𝐖𝒕|
                             (1) 



where 𝑡 is current time step, |𝐖𝒕| is the size of current time 
window, 𝑖 is the arrived time step of a given data instance. 

Definition 3. The logarithm membership function 

𝜇𝑡
𝑙𝑜𝑔𝜆 : 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡

𝑛𝑒𝑤  is defined as: 

{
ln (

𝑖(𝑒−1)

𝜆∙|𝐖𝒕|
+ 1)          if 𝑖 ≤ 𝜆 ∙ |𝐖𝒕|

           1                       if 𝑖 > 𝜆 ∙ |𝐖𝒕|
                       (2) 

where 𝑡 is current time step, |𝐖𝒕| is the size of current time 
window, 𝑖 is the arrived time step of a given data instance. 

Algorithm 2: Fuzzy Windowing Drift Adaptation (FW-DA) 

Input:  

        Data instance arrived at each time step 𝑑0, ⋯ , 𝑑𝑡 

        Membership function, (default: 𝜇𝑇𝑟𝑎𝑝0.8) 

Output: 

Adapted learner  

1. while stream not end, denote current time step as 𝑡 

2.   classify 𝑑𝑡 with current learner 

3.   state = FW-DD(𝑑0, ⋯ , 𝑑𝑡) 

4.   if state = Warning then  

5.     warnT = 𝑡, default warnT = 0 

6.   else if state = Drift  then 

7.     for 𝑑𝑖 ∶  𝑑warnT, ⋯ , 𝑑𝑡 

8.       Computing the degree of membership 𝑑𝑖
𝑤𝑛𝑒𝑤 =

         𝜇warnT
𝑊𝑛𝑒𝑤 (𝑑𝑖), where 𝜇warnT

𝑊𝑛𝑒𝑤  is the membership   functions 

       of new concept windows at time warnT 

9.     end for 

10.     Assign membership grades as instance weight 𝐃𝑡
𝑛𝑒𝑤 =

      ⋃ 𝑑𝑖 ∙ 𝑠𝑒𝑡𝑊𝑒𝑖𝑔ℎ𝑡(𝑑𝑖
𝑤𝑛𝑒𝑤)𝒕

𝒊=warnT  

11.     create new learner with 𝐃𝑡
𝑛𝑒𝑤 and replace current leaner 

12.     reset time step at warnT as 𝑡0 

13.   end if 

14. end while 

The major difference between conventional drift 
adaptation methods and FW-DA is that the data instances 
selected by FW-DA are weighted by membership grades. This 
process provides a more reasonable data division method to 
constitute old and new concepts. With regard to the 

membership functions, they are not limited to 𝜇Trap𝜆  or 𝜇 log𝜆 , 
and it would be a worthy study to further investigate what 

kind of membership fuctions suits which drift detection 
methods the best. 

IV. EXPERIMENTS AND EVALUATIONS 

To evaluate the proposed fuzzy windowing method, we 

applied the FW-DA on DDM [2] and ECDD [9], and tested 

them on one synthetic concept drift data stream and three real-

world evolving data streams. The compared algorithms are 

DDM [2], ECDD [9], HDDM-A, HDDM-W [1] which also 

compute test statistics against learner accuracy. In addition, 

we also include one ensemble-based drift adaptation method, 

Weighted Majority, and an online learning drift adaptation 

method, Leveraging bag, for the evaluation. All the algorithms 

were implemented on the MOA platform [10]. The 

experiments were conducted on a cluster node with 3.4GHz 8 

cores CPU and 32GB RAM. For all experiments, the 

membership function parameter 𝜆  was set to  0.8 ; and the 

parameters of the compared algorithm were set as the default 

values as suggested by their authors. The evaluation metrics 

are the average accuracy, precision, recall, f-score and running 

time. 

As the test statistics of these algorithms are all based on 

the accuracy of the classification results, to avoid the influence 

of multiclass classification errors, we only evaluate our 

methods on binary classification problems. 

A. Experiment 1: SEA Concept Drift Data Streams 

To evaluate the performance of FW-DA, the first 
experiment was conducted on the most popular synthetic 
concept drift streams. This was proposed in [11] and has been 
widely used in concept drift research.  

SEA stream is a benchmark data set for evaluating concept 
drift-related algorithms [12-14]. In this data set, there are four 
blocks of data with different concepts. Each block contains 
5000 random points within the 3D feature space. The three 
features have values randomly generated in the range [0, 10], 
and only the first two features are relevant to the label. In each 
block, a data point belongs to class1, if 𝑥1 + 𝑥2 < 𝜃, where 
𝑥1 and 𝑥2 represent the first two features, and 𝜃 is a threshold 
value for the two classes. Threshold values for the four data 
blocks are 8, 9, 7 and 9.5 in sequence. 

TABLE I.  THE PERFORMANCE OF DIFFERENT DRIFT ADAPTATION ALGORITHMS ON SEA STREAMS. 

Algorithm Acc. Prec. Rec. F1 Time (ms) 

DDM 0.8615 ± 0.0595 0.8640 ± 0.0614 0.8407 ± 0.0721 0.8522 ± 0.0656 1004.67 ± 57.36 

FW-DDM-Trap 0.8685 ± 0.0118 0.8706 ± 0.0123 0.8492 ± 0.0159 0.8598 ± 0.0119 1005.10 ± 66.19 

FW-DDM-Log 0.8671 ± 0.0130 0.8691 ± 0.0127 0.8477 ± 0.0184 0.8583 ± 0.0130 1238.50 ± 2338.81 

ECDD 0.8486 ± 0.0182 0.8464 ± 0.0193 0.8301 ± 0.0223 0.8382 ± 0.0200 1005.07 ± 60.18 

FW- ECDD-Trap 0.8477 ± 0.0192 0.8451 ± 0.0202 0.8295 ± 0.0226 0.8372 ± 0.0207 1005.03 ± 61.05 

FW- ECDD-Log 0.8478 ± 0.0189 0.8452 ± 0.0199 0.8295 ± 0.0222 0.8373 ± 0.0202 1005.17 ± 58.16 

HDDM-A-Test 0.8627 ± 0.0413 0.8644 ± 0.0431 0.8428 ± 0.0461 0.8535 ± 0.0436 1005.43 ± 60.79 

HDDM-W-Test 0.8484 ± 0.0473 0.8494 ± 0.0456 0.8269 ± 0.0586 0.8380 ± 0.0500 1005.13 ± 58.18 

Weighted Majority 0.8362 ± 0.0117 0.8400 ± 0.0107 0.8100 ± 0.0221 0.8247 ± 0.0149 1022.30 ± 123.82 

LeveragingBag 0.8623 ± 0.0202 0.8646 ± 0.0245 0.8418 ± 0.0244 0.8530 ± 0.0225 1039.27 ± 1057.26 



To comprehensively compare the performance of different 
drift adaptation algorithms, we generated 50 SEA concept data 
streams with the same configurations, and illustrate the mean 
of accuracy, precision, recall and f-score with the 
corresponding standard deviation as shown in Table I. From 
the results, we can see that the proposed fuzzy windowing 
method boosted the overall performance of both DDM and 
ECDD. FW-DDM-Trap even outperformed HDDM-A-Test to 
become the best performing algorithm. 

B. Experiment 2. Electricity Data Set 

In this experiment, we compare our methods with other 
algorithms using a real-world data set, Electricity Data. 
Electricity Data contains 45,312 instances, collected every 
thirty minutes from the Australian New South Wales 
Electricity Market between 7 May 1996 and 5 Dec 1998. In 
this market, prices are not fixed and are affected by demand 
and supply in the market. This data set contains 8 features and 
2 classes and has been widely used for concept drift adaptation 
evaluation. The classification results are shown in Table II. 

TABLE II.  THE PERFORMANCE OF DIFFERENT DRIFT ADAPTATION 

ALGORITHMS ON ELEC DATA SET 

Algorithm Acc. Prec. Rec. F1 Time (ms) 

DDM 0.8118 0.8094 0.8031 0.8062 1002 

FW-DDM-Trap 0.8593 0.8560 0.8560 0.8560 1004 

FW-DDM-Log 0.8431 0.8394 0.8397 0.8395 2005 

ECDD 0.8676 0.8643 0.8650 0.8646 1005 

FW- ECDD-Trap 0.8691 0.8657 0.8669 0.8663 2067 

FW- ECDD-Log 0.8685 0.8650 0.8665 0.8658 2136 

HDDM-A-Test 0.8492 0.8462 0.8446 0.8454 3063 

HDDM-W-Test 0.8409 0.8374 0.8367 0.8371 1004 

Weighted Majority 0.7336 0.7571 0.7018 0.7284 2151 

LeveragingBag 0.7888 0.7922 0.7725 0.7822 2006 

As shown in Table II, both 𝜇𝑇𝑟𝑎𝑝𝜆 and 𝜇𝐿𝑜𝑔𝜆  are beneficial 
to conventional drift adaptation algorithms. Although the 
improvement of FW-ECDD-Trap and FW-ECDD-Log may 
not be considered significant, they have no adverse impact on 
the original algorithms. As for FW-DDM-Trap, it improved 
the overall performance significantly and surpassed HDDM-
A-Test and HDDM-W-Test. Without considering the 
limitation of DDM on this data set, the results of fuzzy 
windowing methods are promising. 

C. Experiment 3: Airline Data Set 

The second real-world data set used is the Airline data set. 
It consists of flight arrival and departure details for all 
commercial flights within the USA, from October 1987 to 
April 2008. This data set was originally proposed for 
regression problems in the Data Expo competition in 2009. 
Then it was modified by the MOA team [10] for prediction 
analysis. Each data instance has 7 features and 2 
classes {𝑑𝑒𝑙𝑎𝑦, 𝑛𝑜𝑡 𝑑𝑒𝑙𝑎𝑦}. It has 539388 records in total.  

As shown in Table III, the FW-based algorithms have a 
similar effect on the original work as in experiment 2. The 
performance of both DDM and ECDD was improved and FW-
DDM algorithms achieved more improvement than FW-
ECDD. FW-DDM-Trap outperformed all other algorithms in 

accuracy while it was only a little lower than HDDM-A-Test 
in f-score. In relation to ECDD-related algorithms, it seems 
that their test statistics are not good enough for this data set. 
Obviously, ECDD has its own limitations in this data set 
which also limited the power of fuzzy windowing. 

TABLE III.  THE PERFORMANCE OF DIFFERENT DRIFT ADAPTATION 

ALGORITHMS ON AIRLINE DATA SET 

Algorithm Acc. Prec. Rec. F1 Time (ms) 

DDM 0.6533 0.6526 0.6362 0.6443 7006 

FW-DDM-Trap 0.6725 0.6715 0.6581 0.6647 16018 

FW-DDM-Log 0.6725 0.6718 0.6579 0.6647 11028 

ECDD 0.6364 0.6309 0.6282 0.6295 7004 

FW- ECDD-Trap 0.6369 0.6314 0.6286 0.6300 10005 

FW- ECDD-Log 0.6376 0.6321 0.6292 0.6306 10005 

HDDM-A-Test 0.6722 0.6688 0.6612 0.6650 6004 

HDDM-W-Test 0.6534 0.6484 0.6442 0.6463 6004 

Weighted Majority 0.6455 0.6532 0.6216 0.6370 6034 

LeveragingBag 0.6654 0.6609 0.6565 0.6587 25009 

D. Experiment 4. Spam Filtering Data 

In this experiment, we compare our methods with other 
algorithms on Spam Filtering Data. Spam Filtering Data is a 
collection of 9324 email messages derived from the Spam 
Assassin collection, which is available at 
http://spamassassin.apache.org/. This data set contains 39916 
features, and 9324 emails (around 20% spam emails and 80% 
legitimate emails). It has been considered a typical gradual 
drift data set since the work in [15]. According to Katakis’s 
work [15], 500 attributes were retrieved using the chi-square 
feature selection approach. Table IV lists the classification 
results of the spam data. 

TABLE IV.  THE PERFORMANCE OF DIFFERENT DRIFT ADAPTATION 

ALGORITHMS ON SPAM FILTERING DATA SET 

Algorithm Acc. Prec. Rec. F1 Time (ms) 

DDM 0.8954 0.8786 0.8378 0.8577 2005 

FW-DDM-Trap 0.8965 0.8860 0.8329 0.8586 3005 

FW-DDM-Log 0.9003 0.8836 0.8465 0.8647 4079 

ECDD 0.8884 0.8709 0.8252 0.8474 2005 

FW- ECDD-Trap 0.9127 0.8978 0.8673 0.8823 3009 

FW- ECDD-Log 0.8964 0.8859 0.8327 0.8585 2004 

HDDM-A-Test 0.9079 0.8814 0.8747 0.8781 2003 

HDDM-W-Test 0.9165 0.9015 0.8742 0.8876 2003 

Weighted Majority 0.9066 0.8748 0.8828 0.8788 2024 

LeveragingBag 0.9173 0.8862 0.9021 0.8941 6009 

The results in Table IV show that the FW-based 
algorithms outperform conventional windowing methods. FW-
ECDD-Trap surpasses HDDM-A-Test, however, HDDM-W-
Test is still the best one. This may be due to the drift 
adaptation algorithm itself which is beyond the scope of this 
study. However, it is no doubt that fuzzy windowing methods 
can contribute to these algorithms in real-world scenarios. 

This analysis clearly shows that fuzzy windowing methods 
improve the corresponding original work. With these 



improvements, the tested drift adaption algorithms can even 
surpass some algorithms that used to have superior 
performance. Fuzzy windowing method not only improved the 
original work but also outperformed one of the state-of-the-art 
drift adaptation algorithms. Although the running time of 
fuzzy windowing methods is slightly higher than the others, 
considering the size of the data sets, it is still acceptable. 

V. CONCLUSION AND FUTURE WORK 

In this study, we first comprehensively reviewed the state-
of-the-art windowing-based concept drift adaptation 
algorithms. Then, we highlighted the deficiencies of the 
current methods. Against the shortage of current methods, we 
introduced fuzzy set theory to describe the concept before and 
after an environmental drift. As per the given definitions, we 
proposed FW-DA to improve the current concept drift 
adaptation algorithms. By carrying out a systematic 
evaluation, we concluded that FW-DA is beneficial to both 
concept drift detection and adaptation and it is evident that 
using fuzzy sets to describe concepts in data streams is more 
in line with real-world scenarios. 

Further work includes introducing the membership 
function for noise windows, and investigating the relationship 
between the test statistics and membership functions. These 
studies would help to further refine the windowing-based 
concept drift adaptation methods. 
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