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A Data-analytics Approach 

for Enterprise Resilience 

Enterprise resilience plays an important role to 

prevent business services from disruptions caused by 

human-induced disasters such as failed change 

implementations and software bugs. Traditional 

expert-centric approach has difficulty to maintain 

continued critical business functions because the 

disasters can often only be handled after their 

occurrence. This paper introduces a data-analytics 

approach, which leverages system monitoring data 

for the enterprise resilience. With the power of data 

mining and machine learning techniques, we build an 

intelligent business analytics system to detect the 

potential disruptions proactively, and to assist the 

operational team for enterprise resilience 

enhancement. We demonstrate the effectiveness of 

our approach on a real enterprise system monitoring dataset in simulation. 
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Organizations (firms and public institutions) seek to attain enterprise resilience so that they can 

have “capabilities to detect, contain, and bounce back from those inevitable errors that are part of 

an indeterminate world”1 to deliver continued business services as required. Enterprise resilience 

is defined as “the ability of a system to absorb, adapt and recover rapidly from a disruption so 

that normal levels of the service delivery can resume.”2 It has a number of properties such as re-

sistance to disruptions, recovery (immediate response to return to stable state) and adaptive 

learning (environmental fit to a new ‘better’ state).3 We especially focus on the unexpected dis-

ruptions that are caused by human-induced disasters such as failed change implementations, soft-

ware bugs and etc.  

Enterprise resilience plays a vital role in the organizations in providing critical business services, 

and many resilience analysis frameworks are proposed.4, 5, 6, 7 Resilient organizations are able to 
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respond effectively to disruptions and positively evolve to keep pace with the environmental 

changes. We live in a rapidly changing world. As the enterprise system environment becomes 

more complex, new disasters and risks will rise, which might result in service disruptions and it 

will further lead to business function failure. For example, a payment system provided by a fi-

nancial institution gets upgraded regularly, and the upgrades might unexpectedly result in user 

account maintenance failure, such as duplicate or missing transactions. If this incident is not de-

tected proactively, it may potentially affect a large number of customers for a period of time. 

Therefore, resilience is crucial to the continued sustainable performance and stability of the ser-

vices provided for the organizations. 

Most organizations adopt expert-centric approach under the resilience framework.8 It requires 

operational team to leverage their expertise and practical experience to conduct a series of resili-

ence processes before, during and after disruptions, such as threats preparation, incident root 

cause identification, recovery and etc. However, expert-centric approach is ineffective to deliver 

enterprise resilience to the organization, because being a reactive process it struggles to prevent 

disruptions. In other words, disruptions are usually reported as incidents by the end-users after 

their happening, and then the operational team start resolving the incidents by invoking the re-

quired resilience processes. Therefore, contemporary organizations are seeking new, innovative 

ways to proactively detect impending incidents in real-time to prevent service disruption and to 

effectively support the operational team to increase their productivity so as to deliver superior 

enterprise resilience. This is a significant and challenging practical problem with unknown solu-

tions that motivates our research that seeks to design and evaluate a viable solution for enterprise 

application. 

System monitoring data (for server, network, file systems and etc.) plays as a key role for the op-

erational experts to handle the incidents. Usually it is processed based on a set of rules and proto-

cols to provide human understanding information. For example, 90% CPU on a device will be 

processed and generate the corresponding alarm as critical CPU, to point the experts to the direc-

tion for root cause identification. However, such generated alarms result in a loss of information, 

such as the actual value of a performance metric that is used to generate the alarms, and other 

performance metrics that imply bad system behavior without the alarm generation. Therefore, 

the system monitoring data contains a rich source of useful information that could be used to en-

able real-time proactive detection and resolution of impending incidents (before they material-

ize) and enhance the enterprise resilience. Yet, there is scarcity of knowledge about such kind of 

data-analytics approaches for enterprise resilience. Hence, in 2017, an Australian financial ser-

vices organization (coded name FSO) approached UTS researchers to cooperatively investigate 

(under a three-year contract research) enterprise resilience within their organization; and, in par-

ticular, to explore innovative ways by which a predictive analytics could be designed and imple-

mented for FSO enterprise resilience. 

Figure 1 illustrates an example of disruption management with a number of procedures of the 

traditional expert-centric approach compared with our proposed data-analytics approach. The left 

hand side of the figure shows the steps of the expert-centric approach. It is user reporting driven. 

We can observe that there is a long period of time between the system showing abnormality (i.e. 

CPU increases incessantly beyond the safe threshold) and the user encountering the function fail-

ure. But expert-centric approach cannot perform any detection during this period. Using the data-

analytics approach that is shown on the right hand side of Figure 1, the model in our analytics 

system learned using system monitoring could detect system abnormality. Warning is then sent 

to the operational team so that a potential disruption of the service can be prevented. In addition, 

our analytics system may even provide possible abnormal performance metrics to help the opera-

tional team to resolve the issue underlying the potential disruption more effectively. Note that in 

reality, the abnormal system behavior could be very complex, i.e. not simply a rapidly increasing 

performance metric. 

In this paper, we present a data analytics approach for enterprise resilience. It differs from the 

expert-centric approach in that it focuses on the use of system monitoring data to build an intelli-

gent business analytics system to facilitate proactive detection of abnormal system behavior de-

tection before disruptions. In the proposed analytics system, we define the severity of incidents 

and formulate the proactive analytics problem to an ordinal classification problem in machine 

learning. In addition, since incidents in the dataset are unusual events, extreme class imbalance 
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needs to be handled in our proposed analytics system. Moreover, incidents are reported based on 

users so it is common to have missing incidents in the incident report and thus in the labeled da-

taset. Therefore, it is also challenging to deal with noisy ordinal labels in the proposed analytics 

system. We demonstrate how our proposed system helps the (FSO) operational team to increase 

their productivity and thus enhance the enterprise resilience. The evaluation results show the ef-

fectiveness of our method in incident detection. To the best of our knowledge, we are the first to 

leverage machine learning and data mining techniques to build a business analytics system for 

enterprise resilience. 

 

Figure 1. Comparison between traditional expert-centric approach and our proposed data-analytics 
approach for an example of disruption management. 

The paper is structured as follows. Section 2 introduces our data-analytics approach with a num-

ber of stages and how these stages map to the processes in the enterprise resilience framework. 

Section 3 presents our intelligent business analytics system in the perspective of data science. 

Section 4 evaluates our system. We conclude our paper and suggest several future works at the 

end. 

DATA-ANALYTICS APPROACH IN RESILIENT 
ORGANIZATIONS 

 

Figure 2. Resilient organization with five processes, anticipation, monitoring, responding, recovery 
and learning across three phases, before, during/preventing and after disruption. 

In resilience engineering and disaster response, the capabilities of enterprise resilience are sup-

ported by a number of processes, such as anticipation, monitoring, responding, recovery and 

learning.9 The anticipation process requires the domain knowledge to take in the idea about a sit-

uation that might potentially occur, in order to cope with the events based on the detection. The 
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monitoring process acts as surveillance to monitor system parameters for potential environmen-

tal disruptions. In the traditional expert-centric approach, the generated system monitoring data 

are usually rule-based to generate predefined alarms. Such generated alarms could be noisy and 

difficult to be analyzed manually by experts, so they might limit their power and utilities to help 

the experts for event discovery.10, 11, 12 The responding process performs damage control to stop 

the disruption spreading and causing wider enterprise impacts. The recovery process tries to re-

store the services from negative events and bring them back to business. The learning process 

helps to improve the enterprise resilience by learning from the experienced events. Figure 2 pre-

sents these five resilience processes before, during/preventing and after disruption. The anticipa-

tion and monitoring processes are conducted before disruption. The responding process is 

conducted during disruption if an unwanted event is detected, or during the prevention of a dis-

ruption if an event with potential negative effect is detected. Our proposed analytics system fo-

cuses on the phase before disruption. 

 

Figure 3. The life cycle of the proposed data-analytics approach for enterprise resilience. 

Figure 3 depicts various stages of the life cycle of our proposed data-analytics approach for en-

terprise resilience on the three phases. The enterprise systems supporting different business ser-

vices keep generating monitoring data, which is to be analyzed in our approach to help prevent 

potential disasters and eventually enhance enterprise resilience. We briefly introduce each stage 

and why it is important to be in the life cycle for enterprise resilience. We focus on the stages A 

to E. 

A. Data Cleaning. System generated monitoring data could be noisy, inconsistent and with 

missing values. Low quality monitoring data will affect the performance of the predictive 

model. We manually filter out the data with poor quality (such as incorrect, inconsistent or 

irrelevant data), and prepare the cleaned data for representation in the stage of feature engi-

neering. 

B. Feature Engineering. The quality of the features affect the performance of the predictive 

model. Feature engineering is the process of the transformation from the cleaned raw data to 

features that represent the problem to the predictive models, using the domain knowledge of 

the data. For example, for the predictive task of server incident detection, features can be 

designed as the performance metrics of the server, such as CPU, memory and so on. Nor-

malization of the feature vector is usually required, to ensure that each feature contributes 

equally to the model training. In addition, different features usually carry different im-

portance weights to the predictive models and the underlying problems, so it is important to 

select a subset of features from the original designed feature set, in order to build a more 
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robust and fast learning model. The transformed and/or selected features can then be used 

for model learning in the stage of predictive modeling. 

C. Predictive Modeling. Predictive modeling is the process of using machine learning or data 

mining for training, testing and validating a model to best make the prediction to the under-

lying problem. The model is trained based on an algorithm using training data, which is 

usually all the historical data. Then the trained model can be saved for reused purpose to be 

applied on the future data for predictions. Multiple models can be trained on different sets 

of features for different underlying problems. For example, a model can be trained on the 

features designed as system performance metrics, to detect an incident in the system. An-

other model can be trained on the features designed for different monitoring data such as 

system logs, to mine the patterns for system logging information.  

D. Anomaly Detection. The learned models from stage C with discovered patterns can be used 

to perform prediction on the future system data to detect abnormal system behavior. How-

ever, the abnormal system behavior does not necessarily lead to a service disruption (which 

makes it to be a false alarm). If an anomaly is detected, a warning will be sent to the opera-

tional team for assessment in stage E. 

E. Incident Evaluation. Given the warning sent from stage D, along with some assistance in-

formation such as the selected features, or the discovered patterns on different monitoring 

data sets, the operational team will evaluate the anomaly, to either start handling the issue if 

it will potentially lead to an incident or ignore the warning if it is a false alarm. The evalua-

tion results can further be used as the feedback to improve the feature selection in Stage B, 

update the models in Stage C, or add constraints in Stage D for fewer false alarms. 

Stages F-I. The assistance information predicted by different models can be used to help the op-

erational team in the Root Cause Analysis, in the way it tells the team what has happened and 

what aspects of the system possibly went wrong. Then the operational team Resolve Issues us-

ing their domain knowledge, followed by Recover and Learning to learn the experience from 

the anomaly caused by the underlying issue of the system. In addition, the results from the learn-

ing stage can further be used as feedback to help the operational team for future incident evalua-

tion in stage E. 

INTELLIGENT BUSINESS ANALYTICS SYSTEM 

We have shown the data-analytics approach on the operation level. Under the protocol of our 

proposed data-analytics approach, we present an intelligent business analytics system for inci-

dent detection on the implementation level for Phase 1 in Figure 3, to show how machine learn-

ing and data mining techniques can be used to help the operational team to enhance the 

enterprise resilience in the phase of before disruption. 

Motivation. To help the experts in handling enterprise resilience, we aim at detecting incidents 

automatically instead of reporting them by users. A natural solution is to formulate our task into 

a binary classification problem. Given the historical data, we first transform it into labeled fea-

ture vectors, and then use them as input to learn a binary classifier. However, this approach is not 

suitable for us to perform proactive analytics, because incidents are usually detected before they 

happen. Proactive analytics requires us to detect potential incidents before they happen. There-

fore, it is crucial to define the level of incident severity, especially to define what level for poten-

tial incidents. After that, our proactive analytics task can be formulated into an ordinal 

classification problem in machine learning. Different from independent outputs in multi-class 

classification, the outputs in ordinal classification have relative ordering. In our case, the outputs 

represent the severities of the incidents. There are many ordinal classification models proposed 

to handle the aforementioned problem.13, 14 However, it is not trivial to adapt them in our setting 

due to two reasons. First, since incidents are unusual events, there is a high ratio of number of 

timestamps with non-incidents over the ones with incidents, where extreme class imbalance is 

required to be handled in the ordinal classification model. Second, the incidents recorded in the 

incident report are fully based on user reporting. If an abnormal system status happens without 

any user encounters, there will be an unnoticed incident which will remain unreported. This will 

lead to noisy labels after the annotation step, where data samples labeled as healthy system status 
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might actually belong to the issue status. Therefore, to perform proactive analytics, we transform 

the task into an ordinal classification problem with levels of incident severity predefined. In the 

proposed analytics system, we adapt the Support Vector Machine (SVM) classifiers15 to tackle 

the challenges of class imbalance and noisy ordinal labels. 

Our proposed analytics system consists of two main modules. First, a data preprocessing module 

that translates system monitoring data to ordinal labeled feature vectors. Second, a machine 

learning module learns the predictive model (an ordinal classifier) and applies the model for po-

tential incidents detection, and selects features to help the operational team identify root cause 

more effectively. 

Module 1: Data Preprocessing 

The data preprocessing module aims at transform the raw data into labeled feature vectors. Sys-

tem behavior can be implied in different monitoring data such as server, network and etc. that are 

generated from different monitoring tools. Apart from the system monitoring data, an incident 

report is also provided, to indicate the details of each incident, such as time, description, root 

cause and etc. A change log contains the information about any changes ever made to the ser-

vice, such as software upgrades. Some incidents happen because of the changes made to the ser-

vice. The data preprocessing module includes a number of procedures such as data cleaning, 

feature extraction, normalization and data labeling. The first three steps are explained in detail in 

the previous section and they are used to obtain the feature vectors. In this section, we demon-

strate the data labeling step specifically tailor made in our proactive analytics task. 

Data Labeling 

To train the machine learning model, we also require the label information for each feature vec-

tor at a point of timestamp to show if an incident is happening at the time. Incident report pro-

vides the information about the details of each incident, such as the report time of the user, and 

the issue close time of the operational team. We can label each vector of a timestamp as “issue” 

if an incident is happening at this time. In addition, we assume that there must be some unusual 

system behavior right before an incident happens. Such unusual system behavior might be simi-

lar to the one during an incident, but it is not severe enough to cause one. Under this assumption, 

we define the concern label “attention” to label 𝑡 timestamps before the starting time of each in-

cident. For the rest of the timestamps, we label them as “healthy”. In this way, we have three dif-

ferent output labels, “healthy”, “attention” and “issue”, and they have relative ordering to 

represent the severity of an incident. 

Module 2: Machine Learning 

The machine learning module consists of three functions, feature selection, model training and 

incident detection. Feature selection selects a subset of features that is the most useful or the 

most relevant to the problem. The selected features can give the operational team a general idea 

on which ones of the performance metrics have the most influence for the incident detection 

problem, so as to assist them to find the root cause of an incident and enhance the enterprise re-

silience. Model training trains the model given the preprocessed input data. In our case, the po-

tential incident detection problem can be formulated as a classification problem with ordinary 

classes as output. We propose a biased ordinal SVM to solve the proactive analytics task, as well 

as handle the issues of class imbalance and noisy ordinal labels. 

Proposed Biased Ordinal SVM 

Support Vector Machine (SVM)15 is one of the best models for classification problem in terms of 

classification accuracy.16 It has many advantages such as scaling well to high-dimensional data 

and having less overfitting risks. It can be applied to similar applications to ours such as intru-
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sion detection17 or anomaly detection18. To perform ordinal classification, we leverage two bi-

nary SVM classifiers. The first one classifies data samples with labels between “healthy” and 

“non-healthy”. Apart from “healthy” samples, we use the second classifier to classify samples 

between “attention” and “issue”. To handle noisy labels and class imbalance issues, biased 

SVM19 is adopted. 

Let 𝐷 = {(𝒙1, 𝑦1), (𝒙2, 𝑦2), … , (𝒙𝑛, 𝑦𝑛)} be the set of training examples, where 𝒙𝑖 is an input 

vector and 𝑦𝑖 is the corresponding ordinal label. 𝑦𝑖 ∈ {0, 1, 2}, where 0 represents “healthy”, 1 

represents “attention” and 2 represents “issue”. Let ||. ||1  ||. ||2 represent the 𝑙1 and the 𝑙2 norm, 

respectively. We denote the transpose of vector by the superscript 𝑇. 𝒘 is the weight vector. 

In the first classifier, due to class imbalance, there are only a small number of samples belonging 

to “non-healthy”. In addition, some of the samples with the “healthy” label might belong to the 

“non-healthy” label due to the unreported incidents. Thus, we are trying to minimize the number 

of “healthy” examples to be misclassified as “non-healthy” and constrain the “non-healthy” sam-

ples to be correctly classified as “non-healthy”. In this case, we allow errors for “healthy” sam-

ples but do not allow them for “non-healthy” samples due to the noisy labels in “healthy” 

samples and considerably small number of samples in the “non-healthy” class. The objective of 

the first classifier is shown in the following SVM formulation.  

min
1

2
||𝒘||

2

2
+ 𝐶 ∑ 𝜉𝑖

𝑛

𝑖=𝑘

 

𝑠. 𝑡.  𝒘𝑇𝒙𝑖 + 𝑏 ≥ 1, 𝑖 = 1,2, … , 𝑘 − 1 

                           −1(𝒘𝑇𝒙𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 𝑖 = 𝑘, 𝑘 + 1, … , 𝑛 

𝜉𝑖 ≥ 0, 𝑖 = 𝑘, 𝑘 + 1, … , 𝑛     

where 𝐶 is a positive constant that controls the trade-off between the loss function and the regu-

larizer, and the first 𝑘 − 1 samples are with the positive label (“non-healthy”). 

In the second classifier, which classifies samples between “attention” and “issue” classes, there 

still exists the issue of class imbalance (from the observation of the given data). In addition, there 

might be smaller difference in system behavior of these two labels comparing to the one of 

“healthy” and “non-healthy”, so we allow error for samples on both classes. The objective of the 

second classifier is shown in the following soft-margin SVM formulation.  

min
1

2
||𝒘||

2

2
+ 𝐶+ ∑ 𝜉𝑖

𝑘−1

𝑖=1

+ 𝐶− ∑ 𝜉𝑖

𝑛

𝑖=𝑘

 

𝑠. 𝑡.  𝑦𝑖(𝒘𝑇𝒙𝑖 + 𝑏)  ≥ 1 − 𝜉𝑖 , 𝑖 = 1,2, … , 𝑛 

𝜉𝑖 ≥ 0, 𝑖 = 1,2, … , 𝑛 

where 𝐶+ and 𝐶− control the trade-off between the regularizer and the loss function of the sam-

ples with the positive label (“issue”) and the one with the negative label (“attention”). 

Feature Selection 

Lasso regularization20 can be used for sparse weighted vector. If we use the SVM formulation of 

the first classifier, we simply replace the first term ||𝒘||
2

2
 to be ||𝒘||

1

2
 , to enforce a number of 

the estimated coefficients in 𝒘 to be zero, in order to achieve the feature selection. The index of 

the non-zero coefficients corresponds to the index of the selected features. 

Prediction (Incident Detection) 

Given a testing sample 𝒙, we first apply the first classifier on 𝒙 to predict whether it belongs to 

“healthy” or “non-healthy” label. If it is predicted as “non-healthy”, it will further input to the 

second classifier to predict whether it is with label “attention” or “issue”. 
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Example of Information Parsing 

This section illustrates how information is parsed from raw data to the detection results and feed-

back through different stages using an example. For a specific service (e.g. payment service), 

given the raw system monitoring data, we first identify the devices running for this service, and 

gather all the performance metrics on all the identified devices. Each performance metric on each 

identified device is designed as a feature, such as CPU, memory and so on. We perform feature 

selection to select a subset of relevant features so as to remove redundant ones. An example of 

removed features could be memory utilization on a backup device, as the memory utilization on 

this backup device is relatively stable with considerably small variance and it has minimum ef-

fect to the service disruption. Given the incident report, we perform data annotation to obtain la-

beled feature vectors. The machine learning module consists of three stages, feature selection, 

model training and incident detection. Feature selection selects a subset of relevant features. 

Model training learns the predictive models and the goal of some models may discover patterns 

such as CPU and memory increase at the same time with similar rate. Incident detection uses the 

learned model to detect potential disruptions.  The selected features, discovered patterns and pre-

dicted potential disruptions as the warning will go to the expert for evaluation. The selected fea-

tures and discovered patterns would help the expert to find the root cause of an incident as it 

provides the information about what performance metrics on what device are relevant to the inci-

dents. The discovered patterns can also help the expert in improving their logging tools such as 

system logs or database logs. The warning of detected potential disruption allows the expert to 

identify the root cause and solve the potential issue before the service gets disrupted. The expert 

can gradually provide feedback to these three stages for improvement, such as designing new 

important features, providing more data sources for learning the predictive model, providing 

feedback on false alarms of the prediction to update the predictive model. 

EVALUATION 

Our design is based on DevOps, to conduct iterative design and seek feedback from the organi-

zational team. In this section, we demonstrate the evaluation results using a real enterprise sys-

tem monitoring data set. 

Data 

We evaluate our model on the system monitoring data provided by FSO. The designed features 

need to be able to represent the characteristic of the system behavior, such as CPU and memory. 

In our work, we focus the task of incident prediction, so we design features to be the perfor-

mance metrics of the systems. Each feature vector represents the performance of the system at a 

point of timestamp. There are a total of 11,000 data points indexed in time order, with different 

consecutive time changes (10 minutes, 1 hour or 1 day). There are a total of 21 devices and each 

device has the monitoring data on 28 performance metrics, on the aspects such as server and net-

working. Thus, there are 588 (21 x 28) features designed in total for each data point, with each 

performance metric on a device as a feature. 

Simulation Plan 

To simulate the predictive model in real-time incident detection, we split the data into training, 

validation and testing sets. Training set is used to learn the predictive model, validation set is 

used to tune the parameters of our model, and we simulate testing set as future real-time data to 

be applied to the learned predictive model for incident prediction. 

During the time of these 11,000 data points, there are only 18 data points labeled as “issue”, 23 

labeled as “attention” (𝑡 is set to be 3) and the rest of them are labeled as “healthy”. To split 

training, validation and testing set with consecutive timestamps in each of them, we use 90% of 

the whole data set for training, 5% of it for validation and 5% of it for testing, with 13, 2, 3 “is-

sue” data points, respectively.  
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Evaluation Metrics 

We adopt several commonly used performance metrics in classification problem, precision, re-

call, F1 and AUC to evaluate our system. We are focusing on evaluating whether true incidents 

are captured. Recall addresses the question of how well our predictive model can detect the inci-

dents, and precision addresses the question of how likely the predicted incidents by our model 

are correct. Recall is defined as 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 and precision is defined as 

𝑇𝑃

𝑇𝑃+𝐹𝑃
,21 where TP represents 

the number of true positives (i.e. the number of data points labeled as “abnormal” correctly pre-

dicted as “abnormal”), FN is the number of false negatives (i.e. the number of data points labeled 

as “abnormal” incorrectly predicted as “normal”), and FP is the number of false positives (i.e. 

the number of data points labeled as “normal” incorrectly predicted as “abnormal”). 

Recall evaluates whether the true incidents can be detected, so higher values of recall represent 

better model for incident detection. Precision, on the other hand, evaluates the correctness of the 

predicted incidents, so lower precision values represent more false alarms. Since it is an ordinal 

classification problem, we report AUC on each of the classes to represent how well the method 

distinguishes between each class and the rest of the classes. 

Evaluation Results and Discussion 

In the testing set, there are 3 data points labeled as “issue” (by incident report). Our predictive 

model predicts a total of 19 data points as “issue”, including the 3 true “issue” data points. Our 

model achieves 100% recall on “issue” label, which represents that our predictive model is able 

to detect all the incidents, but with 15.8% precision, which implies that we have many false 

alarms compared with the incident report. 

 

Figure 4. Normalized confusion matrix of our proposed method comparing with three baseline 
methods in ordinal classification. 
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We compare our proposed method with three baseline methods, LogisticAT13, LogisticIT13 and 

Multi-class SVM22. LogisticAT and LogisticIT are two threshold-based ordinal logistic models. 

Multi-class SVM treats three output labels as three independent classes. There are many anomaly 

detection works which adopt deep neural network23,24 and they can be adapted to solve the ordi-

nal classification problem. However, since they do not consider the concept of “attention” label 

and deep learning models usually require reasonable amount of data in practice, we do not com-

pare with these methods. Figure 4 demonstrates the results of confusion matrix of all the meth-

ods. The values in the confusion matrix are normalized and the values on the diagonal represent 

the recall value for each label. From the figure, we can observe that our proposed model success-

fully detected all the incidents with recall on “issue” as 100%. Specifically, it can be seen that 

LogisticIT and Multi-class SVM classify all the testing data to the dominant class “healthy”, 

which shows that they cannot handle well the class imbalance issue. In addition, LogisticAT in-

correctly classifies one of the “issue” samples as “attention”, which further verifies that our pro-

posed method can deal with noisy ordinal labels and class imbalance by forcing the hard margin 

on the “non-healthy” label and allowing different trade-off parameters on the “attention” and “is-

sue” labels respectively. Furthermore, many of the “attention” samples are classified as 

“healthy” in LogisticAT but they are classified as “issue” in our proposed method. In the follow-

ing, we present partial results of the predicted incidents compared with the reported incidents, to 

further evaluate the effectiveness of our proposed method on potential incident detection. 

Table 1. The results of Precision, Recall, F1, different classes of AUC for all the methods. The best 

ones are in bold. 

Method Precision Recall F1 
AUC 

Health Attention Issue 

Proposed Method 0.7186 0.7016 0.7100 0.9443 0.5625 0.9840 

LogisticAT 0.6633 0.5972 0.6285 0.7727 0.5615 0.8313 

LogisticIT 0.3260 0.3333 0.3296 0.5 0.5 0.5 

Multi-class SVM 0.3260 0.3333 0.3296 0.5 0.5 0.5 

 

Table 1 shows different performance metrics for our method and baseline approaches in respect 

of the FSO data set. The reported metrics include Macro Precision, Recall and F1, and AUC of 

each of the classes. It can be clearly seen that our method outperforms all the baselines in terms 

of all the performance metrics. Specifically, the value of the Attention class of AUC indicates 

that not all the system behavior with Attention tag would lead to an Issue. 

Table 2. Partial results of the predicted incidents compared with the reported incidents (0 

represents “healthy”, 1 represents “attention” and 2 represents “issue”. “Issue” timestamps are 

highlighted in red color). 

Timestamps Labels by Report Prediction Evaluation by 
Experts 

27/3/17 1:54 0 0 N/A 

27/3/17 2:56 0 0 N/A 

27/3/17 3:57 0 0 N/A 

27/3/17 4:56 0 0 N/A 

27/3/17 5:58 1 0 N/A 

27/3/17 6:59 1 1  

27/3/17 7:58 1 2  

27/3/17 8:58 2 2  

27/3/17 9:56 1 2  

27/3/17 10:57 1 2  
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27/3/17 11:57 1 2  

27/3/17 12:59 2 2  

27/3/17 13:50 1 2  

27/3/17 14:52 1 2  

27/3/17 15:52 2 2  
 

Table 2 demonstrates the partial results of the predicted incidents compared with the true inci-

dents that are labeled by incident report. From the first and the second columns, we can observe 

that three incidents (reported by users) happened on the same day. From the third column, it 

shows that our predictive model has detected consecutive incidents starting from 7:58 to 15:52. 

The experts then evaluate our predicted results by checking the alarms information on 27 Mar 

2017 using their domain knowledge and conclude that the detected “issue” data points belong to 

the same incident. But these timestamps are not recorded on the incident report, because the inci-

dent can only be detected by the report of the users in traditional expert-centric approach. We 

show the evaluation results by experts in the fourth column of the table, with a tick representing 

the same incident. It is important to note that, our proposed system is capable of detecting inci-

dents, no matter the types or kinds of the incidents. All the incidents in the incident report are 

distinct. Some of the incidents may be related in some ways, such as with the same root cause 

but appear to be different in terms of the incident happened. The detected incident in the testing 

set is different from all the incidents in the training set. Our results further verify the effective-

ness of our proposed method compared with LogisticAT, in which many of the “attention” sam-

ples are classified as “healthy”, and also verify the effectiveness of our proposed data-analytics 

approach compared with the expert-centric approach. The expert-centric approach has the limita-

tion in that it cannot record all the incidents and their corresponding time periods, and thus the 

labels by expert in the second column of Table 2 misses out some true “issue” timestamps. Inci-

dents that are not triggered or encountered by the users (i.e., not recorded in the report) can also 

be detected using data-analytics approach. Although there are unnoticed and unreported inci-

dents affecting the labelling of the dataset and re-labeling of the dataset would impact the detec-

tion capability of the system, we propose the method to handle noisy ordinal labels in our 

analytics system. It is well verified that our proposed method is able to handle noisy ordinal la-

bels compared with other ordinal classification baselines. In addition, our model detects consecu-

tive incidents around an hour before the first incident-encountered user. Moreover, we have 

successfully detected an “attention” at 6:59 before an incident to indicate a sign for incident fore-

casting. Therefore, our proposed data-analytics approach demonstrates the effectiveness and is 

able to send warning to the operational team earlier than the traditional expert-centric approach, 

and our proposed system achieves 100% recall for incident detection. 

We can further detect whether our predicted consecutive issue timestamps belong to the same 

incident by the thresholding technique. We compute the distance between each consecutive de-

tected abnormal timestamps, if they are apart by a certain threshold, then we detect them as the 

same incident, otherwise they belong to different incidents. The verdict of the FSO operation ex-

perts verifies our prediction of incidents. 

CONCLUSION AND FUTURE WORK 

This paper introduced a data-analytics approach for enterprise resilience and presented an intelli-

gent business analytics system. We conducted evaluations to demonstrate that our proposed data-

analytics approach is more effective in detecting incidents than the traditional expert-centric ap-

proach. Therefore, our proposed method can be used to assist the FSO operational team to im-

prove the enterprise resilience. Our predictive model outperforms baseline methods in terms of 

precision, recall, F1 and AUC for incident detection in a real enterprise system data set, which 

further verifies the effectiveness of our method.  

There are a number of future works that can be extended under our proposed data-analytics pro-

tocol for enterprise resilience. Ouedraogo et al. suggest that feedback can be leveraged to im-

prove the enterprise resilience.25 Therefore, we can incorporate the feedback mechanism in our 
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system in the future work. From Figure 3, we can clearly see that there are several important 

problems that can be further studied to improve the whole resilience life cycle. For example, the 

feedback obtained from Stage E can be used to update the predictive model. This would require 

the paradigm of online machine learning to get the predictive model updated in real-time. In ad-

dition, the feedback can also be used to improve Stage B, to dynamically handle feature selec-

tion, so that we could provide the selected features based on the latest data to the operational 

team to help the team for root cause analysis. Furthermore, time-series features can be studied, to 

consider temporal information for the predictive model to proactively detect incidents. In the 

current work we have a limited amount of real-world resilience data with few reported incidents 

from FSO team, which results in some limitations such that we cannot conduct significance test-

ing or compare with deep learning models in the experiment. We will be able to do so in the fu-

ture, when we gather more data with reasonable amount of incidents. 
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