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A B S T R A C T

Gully erosion is a disruptive phenomenon which extensively affects the Iranian territory, especially in the
Northern provinces. A number of studies have been recently undertaken to study this process and to predict it over
space and ultimately, in a broader national effort, to limit its negative effects on local communities. We focused on
the Bastam watershed where 9.3% of its surface is currently affected by gullying. Machine learning algorithms are
currently under the magnifying glass across the geomorphological community for their high predictive ability.
However, unlike the bivariate statistical models, their structure does not provide intuitive and quantifiable
measures of environmental preconditioning factors. To cope with such weakness, we interpret preconditioning
causes on the basis of a bivariate approach namely, Index of Entropy. And, we performed the susceptibility
mapping procedure by testing three extensions of a decision tree model namely, Alternating Decision Tree
(ADTree), Naïve-Bayes tree (NBTree), and Logistic Model Tree (LMT). We dichotomized the gully information
over space into gully presence/absence conditions, which we further explored in their calibration and validation
stages. Being the presence/absence information and associated factors identical, the resulting differences are only
due to the algorithmic structures of the three models we chose. Such differences are not significant in terms of
performances; in fact, the three models produce outstanding predictive AUC measures (ADTree ¼ 0.922; NBTree
¼ 0.939; LMT ¼ 0.944). However, the associated mapping results depict very different patterns where only the
LMT is associated with reasonable susceptibility patterns. This is a strong indication of what model combines best
performance and mapping for any natural hazard – oriented application.
1. Introduction

Soil erosion is by far one of the primary natural hazard which may
threaten communities at the societal scale (Amundson et al., 2015; Dazzi
et al., 2019; Herrick et al., 2019). Overall, 99.7% of our food originates
from the soil, and the remaining 0.03% is sourced from marine
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ecosystems (Pimentel and Burgess, 2013). And, looking at how soil
erosion is globally distributed, Asia is the most subjected continent with
35 million hectares removed each year, followed by Africa, America and
Europe (Cartagena, 2004; Panagos et al., 2015). Thus, adopting sus-
tainable practices for soil conservation is a mandatory requirement to
sustain lives in the future (Kümmerer et al., 2010). Soil erosion can be
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promoted by several processes: (1) anthropogenic, such as agricultural
practices (Zhao and Hou, 2019) and deforestation (Gholami, 2013); or
(2) natural, such as overland water flows (Xiong et al., 2018) and wind
(Skidmore, 1982).

Iran is a country where soil erosion occurs at a very fast rate making it
a national threat to be addressed. The literature reports a mean yearly
rate of 1500 tons/km2 permanently washed away which translates into 1
mm/yr reduction in soil thickness across the whole Iranian surface
(REFAHI, 2009). These values are due to the specific geographic setting
in Iran, where the climate is arid to semi-arid and 75.8% of the national
territory is exposed to water erosion (REFAHI, 2009). This combination
leads to prolonged dry seasons and short wet periods, during which large
amounts of precipitation are discharged, promoting runoff over infiltra-
tion processes.

Among the natural or primarily natural processes which influence soil
erosion, water represents the main driver; and, among water-driven
erosion types, gully erosion is particularly devastating because it is
able to quickly remove and transport large volumes of soil. Numerous
examples are shown in the literature where several meters of incisions
extend over the vertical direction and hundreds meters may extend over
the horizontal direction (e.g., Daba et al., 2003; Imwangana et al., 2014;
Kropacek et al., 2016). And, Iran has been reported to host some of the
most daunting gully incisions across the globe (Arabameri et al., 2018d,
2019b,c). This is the main reason behind the recent national effort in Iran
to understand erosion patterns (Arabameri et al., 2018a, b) because for
such a large country, prioritizing investments and planning conservation
practices are very complex tasks. Thus, prior to any action, the main
research institutions in Iran have been tasked to map the spatial tendency
or the susceptibility to gully. This information will serve as the base to
recognize gully “hotspots” from current and predicted data of the gul-
lying process.

Contrary to other water-driven natural hazards where physically
based models can produce a reliable representation of the space-time
evolution of a given process such as floods (Roux et al., 2011; Araba-
meri et al., 2019f), debris flows (Bout et al., 2018) and widespread soil
erosion, gully erosion susceptibility models are primarily built via sta-
tistical or machine learning tools (Akgün and Türk, 2011; Conforti
et al., 2011). Among these, a wide range of methods have been tested in
the literature, spanning from simple bivariate models (Rahmati et al.,
2016) to more appropriate multivariate models in their parametric (e.g.
Logistic Regression; Luc�a et al., 2011) and non-parametric equivalents
(e.g. Boosted Regression Tree; Rahmati et al., 2017). Each of these
methods has found its niche for different reasons. Bivariate models are
well integrated within the Geographic Information System (GIS) envi-
ronment, for the equations upon which they rely can be easily solved in
GIS via basic packages, and because of their simple interpretation
(Magliulo, 2012). However, they do not rely on a specific probability
distribution, thus making the susceptibility estimates the result of
ad-hoc procedures (Lombardo and Mai, 2018). This is not the case for
parametric statistical models such as Generalized Linear Models (GLM;
Guti�errez et al., 2010), where gully phenomena are assumed to be
spread over space according to a Bernoulli probability distribution
(Lombardo et al., 2016a; Lombardo and Mai, 2018). As a result, the
derived susceptibility maps are objective and comparable. However,
the calculations cannot be entirely implemented within GIS. In fact,
once the pre-processing phase is complete, then one needs to run these
algorithms in a computing environment (e.g. R, Python or Matlab) and
re-import back the results into GIS. However, in the vast majority of
studies, the geomorphological use of multivariate statistical approaches
results in maps that are quite smooth over space (e.g., Lombardo et al.,
2015, 2019a; Pourghasemi and Rossi, 2017). This is not the case for
non-parametric machine learning models (e.g. Decision Trees and their
variations) (Kheir et al., 2008) where each predictor is repeatedly
dissected as the tree grows resulting in extremely detailed susceptibility
maps and associated high performances (sometimes affected by overfit)
(Dietterich, 1995).
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Considering such differences, the current scientific trend combines
their strengths, keeping the simple interpretability of a bivariate struc-
ture while exploiting the predictive capacity of the machine learning
algorithms. This is the case in the present study, where we aligned our
scientific interest in this current trend. Specifically, we adopted Index of
Entropy (Pourghasemi et al., 2012) to interpret the effect of conditioning
factors on gully occurrences whereas for mapping, we tested three
different methods namely, Alternating Decision Tree (ADTree) (Chen
et al., 2017b), Naïve-Bayes tree (NBTree) (Tien Bui et al., 2012), and
Logistic Model Tree (LMT) (Arabameri et al., 2018a).

The main rationale of our work is to check whether the three machine
learning approaches produce satisfactory performances which could be
implemented in the Iranian context for gully erosion susceptibility
mapping, and more generally in other areas exposed to the same threat.
In this workflow, we also include state-of-the-art GIS and Remote Sensing
applications. We derived the morphometric properties from one of the
ALOSPALSAR DEMwith a spatial resolution of 12.5 m (Niipele and Chen,
2019). And, we also used NDVI as a proxy for the Land Use/Cover within
the study area through LANDSAT 8 images with 30 m spatial resolution.
Notably, the data used in this work is the same collected and reported in
Arabameri et al. (2019h), where the same data was processed via
ensemble models.

The paper is organized as follows: Section 2 summarized the study
area; Section 3 describes the model, thus reporting the information on the
gullies (target variable), environmental factors (explanatory variables)
and model structure; Section 4 reports the model results which are
further interpreted in Section 5; Sections 6 provides concluding remarks,
how the present research fits into the current literature and how it can be
useful for future studies.

2. Study area

The Bastam watershed covers roughly 1329 km2 area (36�2700200 to
36�4701300N, and 54�2402300 to 55�1100800E; Fig. 1). Elevation ranges
from 1357 m. a.s.l. to 3893 m. a.s.l., with a mean of 2783 m. a.s.l.
Because this variation is contained in a relatively small surface, the
associated steepness can locally reach quite significant values, these
being bounded between 0� and 71� with a mean of 14�. However, their
distribution is not uniform for the central and southern sectors of the
watershed exhibit a relatively smooth topography with gentle slopes.
The rest of the study area is mountainous, being part of the Alborz
Mountains. The watershed is subjected to a mean annual rainfall of 262
mm, which follows a heterogeneous pattern between dry and wet sea-
sons. A similar trend affects the local temperatures with a yearly mean
of 13 �C (IRIMO, 2012). More than 25% of the land is poor rangeland.
Another 22.84% is covered by a relatively sparse forest, while 0.01% is
covered in dense forest and 0.01% is land for dryland-farming. The
main lithographic units consist of high elevation piedmont fans and
valley terrace deposits, stream channels, braided channels, floodplain
deposits, and low elevation piedmont fans, and valley terrace deposits
(GSI, 1997). Rock outcrops, entisols, entisols/inceptisols, and mollisols
are the most common geological and pedological materials in the study
area. Approximately 9.3% of the study area is affected by gully erosion
(GSI, 1997). However, the gully distribution is also heterogeneous;
there are more gullies in the southern-central portion of the study area
where slopes are gentle. Conversely, no gullies develop in the northern
sector where slopes are steep and rocky outcrops are abundant. Gullies
range in length from several meters to several hundred meters, and their
vertical incisions are generally several meters deep. Gully width also
varies, ranging from several centimeters to several meters. Such
morphometric variability results in a differentiation in the resulting
landforms. In fact, gullies developed in the northern parts of the study
area have V-shaped cross-sections, whereas in the central and southern
parts of the region, due to more erodible soils, concentrated runoff (due
to a gentler slope) and more resistant sediments, they are primarily
U-shaped.



Fig. 1. Study area. (a) Location of Semnan province and study area in Iran, (b) location of study area in Semnan province, (c) location of training and validation
dataset in study area. Figure modified from Arabameri et al. (2019).
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3. Material and methods

3.1. Gully erosion inventory map

The Gully Erosion Inventory Map (GEIM) reports the locations where
gullies have been mapped and represents the information upon which
any predictive model is trained to explain the spatial distribution of
susceptible conditions to gullying (Arabameri et al., 2018d). We initially
acquired the GEIM from the Agricultural and Natural Resources Research
Center of Semnan Province and subsequently validated the reported lo-
cations through extensive field surveys using Global Position System and
interpretation of high-resolution images collated from Google Earth on
June 11, 2015 (WorldView-2, spatial resolution of 0.5 m) and November
11, 2016 (from Pleiades-1, spatial resolution of 0.5 m). Overall, 303
gullies were identified and mapped in the study area (Fig. 1). Their
maximum and minimum lengths are 346 m and 0.74 m, respectively. As
for the vertical incision, the maximum depth is 7.2 m and the minimum
depth is 0.65 m; this is associated with a maximumwidth of 16.6 m and a
minimum width of 0.74 m. From the mapped gullies we extracted the
head-cuts to represent the location where the process primarily starts and
develops over time (Hosseinalizadeh et al., 2019a). To prepare the
dataset for the modeling phase, we randomly split the head-cut distri-
bution into a calibration (70% or 212 gullies) and validation (30% or 91
gullies) sets. Each set is merged together with an equal number of
random locations expressing the absence of the gulling process over
space (Camilo et al., 2017). We created the absence subsets by using the
random-point tool in ArcGIS and ultimately built a balanced dataset of
gully presences-absences (Lombardo et al., 2014). This is a common
procedure in gully erosion susceptibility as well as for many other natural
hazards (Nefeslioglu et al., 2008; Pourghasemi et al., 2017) which is used
to create two balanced sets which represent the target variable that our
models take on to construct the susceptibility maps (Arabameri et al.,
2018c, 2019a; Zabihi et al., 2018).

3.2. Environmental factors

Choosing informative conditioning factors is crucial to find functional
relationships with gully occurrences that would lead to satisfying
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performance (Rahmati et al., 2016). Gullying occurs globally but local
geographic conditions can promote the role of different conditioning
factors (Arabameri et al., 2019i). Nevertheless, it is quite customary to
adopt geo-environmental factors that would carry the signal of topog-
raphy, hydrology, climatology, soil characteristics, land use/land cover
and human kind activities (Montgomery and Dietrich, 1992; Poesen
et al., 1998; Kheir et al., 2007; Takken et al., 2008; Samani et al., 2009;
Capra et al., 2012; Parras-Alc�antara et al., 2016; Arabameri et al., 2019i).
Here we chose eighteen factors (Fig. 2a–r) in accordance to the literature
suggestion (Montgomery and Dietrich, 1992; Poesen et al., 1998; Kheir
et al., 2007; Takken et al., 2008; Samani et al., 2009; Capra et al., 2012;
Parras-Alc�antara et al., 2016; Arabameri et al., 2019i). Moreover, we
made expert choices on the basis of data availability for Semnan and
Isfahan provinces. By testing for multicollinearity no conclusive estima-
tion pointed out for the exclusion of the factor we originally selected. The
source data used to derive the conditioning factors is listed below: ALOS
DEM at 12.5 m, LANDSAT 8 at 30 m, Meteorology data, as well as
topographic and thematic maps locally available thanks to different
Iranian institutions working on natural resources.

Eleven conditioning factors represent the morphometric settings of
the area, encompassing: (1) Slope angle (Zevenbergen and Thorne, 1987)
(Fig. 2a); (2) Aspect (Zevenbergen and Thorne, 1987) (Fig. 2b); (3)
Elevation (Fig. 2c); (4) Plan curvature (Fig. 2d); (5) Profile curvatures
(Heerdegen and Beran, 1982) (Fig. 2e); (6) Convergence index (Olaya
and Conrad, 2009) (Fig. 2f); (7) LS Factor (Desmet and Govers, 1996)
(Fig. 2g); (8) Terrain ruggedness index-TRI (Fig. 2h); (9) Topographic
position index (Reu et al., 2013) (Fig. 2i); (10) Stream power index
(Moore and Grayson, 1991) (Fig. 2j); and (11) Topographic wetness
index – TWI (Beven and Kirkby, 1979) (Fig. 2k). We complement this
information with three proxies of hydrological properties, these being:
(12) Rainfall (Fig. 2m); (13) Drainage density (Arabameri et al., 2018c)
(Fig. 2n); (14) Distance to streams (Trigila et al., 2015) (Fig. 2o). We also
considered the factors associated with anthropogenic influences on the
environment namely, (15) Distance to road (road network being
extracted from the local topographic map at 1:50,000) (Fig. 2l) and (16)
Land Use/Cover (obtained by classifying the Normalized Difference
Vegetation Index obtained from LANDSAT 8 scenes) (Fig. 2q). To finalize
our selected predictor set, we included the outcropping lithology



Fig. 2. Gully erosion conditioning factors. (a) Slope, (b) aspect, (c) elevation, (d) plan curvature, (e) profile curvature, (f) convergence index (CI), (g) slope length (LS),
(h) terrain ruggedness index (TRI), (i) topography position index (TPI), (j) stream power index (SPI), (k) topography wetness index (TWI), (l) distance to road, (m)
rainfall, (n) drainage density, (o) distance to stream, (p) lithology, (q) land use/land cover (LU/LC), and (r) soil type.
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(obtained from the local geological map at 1:100,000-scale) (GSI, 1997)
(Fig. 2p) and soil types (provided by the Semnan Agricultural and Natural
Resources Research Centre) (Fig. 2r). Description of lithology units in the
study area are shown in Table 1. Details of thematic layer preparation
and extraction are explained in Arabameri et al. (2018c, 2019a, 2019h)
and Rahmati et al. (2019).

More specifically, we opted to include elevation as it influences
vegetation and precipitation as well as gully erosion occurrences, as also
reported by Golestani et al. (2014). We opted to reclassify it in six classes:
<1659 m, 1659–1990 m, 1990–2342 m, 2342–2724 m, 2724–3163 m
and >3163 m (Fig. 2c).

Similarly, slope water runoff and the drainage network and its in-
fluence on gullying has been reported in several studies (e.g., Ghorbani
Nejad et al., 2016). We represented slope into six classes <5, 5–10,
10–15, 15–20, 20–30, and >30 (Fig. 2b).

Aspect controls the solar radiation exposure and therefore soil
moisture and evapotranspiration regimes. Its use as a conditioning factor
is common across gully erosion susceptibility studies (e.g., Jaafari et al.,
2014) and we chose to classify it into nine classes: flat, N, NE, E, SE, S,
SW, W and NW (Fig. 2a).

Planar curvature controls convergence and divergence of downslope
water fluxes and its role in the gully erosion studies has several examples
(Golestani et al., 2014). We chose to reclassify it into three classes to
represent concave, flat and convex conditions (Fig. 2d).

The topographic wetness index indicates the tendency of a given
location to receive overland flows as a function of the upslope contrib-
uting area and therefore could provide information on gully formation
and evolution (Golestani et al., 2014). We represented this factor by
classifying it into four classes<4.86, 4.86–7.27, 7.27–10.85 and> 10.85
(Fig. 2k).

The CI, TRI, SPI and TPI are four factors known to represent the
morphology of the terrain and the influence that this may have on water
flows (Claps et al., 1994) which we represented into five classes for the CI
and four classes for the remaining cases.

To additionally take into consideration hydrology and human in-
fluences we computed distances from rivers and roads according to
Zakerinejad and Maerker (2015) as well as drainage density (Golestani
et al., 2014).

We also brought into the model the lithological control on gullying by
using lithological units (Golestani et al., 2014). Ultimately, we used Land
use/Land cover to carry the overall signal that the contrast between bare
lands and vegetated ones have on gully erosion (Zakerinejad and
Maerker, 2015).
Table 1
Lithology of the study area.

Group Description

1 Limestone with subordinate black shale
2 Yellowish, thin to thick-bedded, fossileferous argillaceous limestone, dark

grey limestone, greenish marl and shale, locally including gypsum
3 Andesitic to basaltic volcanosediment, well bedded green tuff and tuffaceous

shale, andesitic and basaltic volcanics
4 Light grey, thin-bedded to massive limestone, well-bedded to thin-bedded,

greenish-grey argillaceous limestone with intercalations of calcareous shale
5 Upper Cretaceous, undifferentiated rocks marl, shale and detritic limestone
6 Red conglomerate and sandstone, gypsiferous marl, red conglomerate and

sandstone
7 Greenish-grey siltstone and shale with intercalations of flaggy limestone
8 Red sandstone and shale with subordinate sandy limestone, polymictic

conglomerate and sandstone, andesitic basaltic volcanic, undifferentiated
Permian rocks;
Reef-type limestone and gypsiferous marl, fluvial conglomerate, piedmont
conglomerate and sandstone

9 High level piedmont fan and vally terrace deposits, stream channel, braided
channel and flood plain deposite, low level piedment fan and vally terrace
deposits

10 Thick bedded dolomite, dark grey shale and sandstone
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Due to the large predictor hyperspace we have built, potential mul-
ticollinearity issues may arise during the modeling stages. Linear models
tend to suffer from multicollinearity much more than machine learning
ones, although it is always preferable to eliminate redundant informa-
tion. For this reason, we have run the multicollinearity assessment prior
to any analyses, and the results are reported in the following section.

Ultimately, because we decided to interpret the relations between
conditioning factors and gully occurrences using the IoE (a bivariate
model), we had to reclassify each continuous conditioning factor into a
finite set of subclasses to calculate the proportion of gully-no gully data in
each class (Arabameri et al., 2018c, 2019a).

3.3. Multicollinearity assessment

We tested for multicollinearity by using the Variance Inflation Factor
(VIF, see details in Cama et al. (2017) ) and Tolerance (see details in
Arabameri et al. (2018c) ) metrics. The former indicates linear re-
lationships among conditioning factors when VIF �10 whereas the latter
confirms the same hypothesis for Tolerance �0.1. The result of the
collinearity analysis is reported in Table 2 where no cases exceed the
thresholds for multicollinearity. Since no collinear conditioning factors
were found, we proceeded to slice the continuous factors reported in
Table 2. This is a pre-requirement for the subsequent modeling phases. It
should be noted that multicollinearity in the linear domain is routinely
checked in any statistical application although it does not guarantee that
multicollinearity will not appear after binning the continuous condi-
tioning factors into classes. However, detecting multicollinearity for such
cases is still a matter of debate even in the statistical community and thus
we chose to proceed assuming that no linear dependency among condi-
tioning factors would negatively affect our susceptibility models (Kelava
et al., 2008).

3.4. Model structure

3.4.1. Index of entropy
The Index of Entropy (IoE) method finds its theoretical foundation in

Thermodynamics and Information Theory. In natural hazards it has
proven to be useful to determine causal effects of environmental prop-
erties over a certain process distributed over space (Lombardo et al.,
2016b). The equations to be solved to compute the IoE are provided in
(Jaafari et al., 2014) and the descriptive explanation of the model is given
below.

The approach can only take on conditioning factors that are cate-
gorical in nature. Thus, from original continuous properties, the first step
is to reclassify each predictor into a number of classes. For each predictor
(j) and associated classes (i), the proportion (Pr) of gully presence can be
calculated as the ratio between the number of gullies (ni) falling in a
given class and the number of pixels (mi) representing that class. The
relation (Prij ¼ ni/mi) is then converted into a density (Pdij) by dividing
each proportion Prij by the sum of all the proportions associated with a
specific factor. These densities serve as a reference to compute two en-
tropy indices (Hj and Hjmax). Hj is obtained as the opposite of the sum of
Table 2
Multi-collinearity test among gully erosion conditioning factors.

Factors Collinearity Statistics Factors Collinearity Statistics

Tolerance VIF Tolerance VIF

Drainage density 0.322 3.107 Rainfall 0.289 4.179
Distance to road 0.685 1.460 Lithology 0.271 3.688
Slope 0.543 1.498 Soil type 0.471 2.124
Plan curvature 0.494 2.025 TWI 0.374 3.509
Profile curvature 0.508 1.968 SPI 0.584 1.919
Distance to stream 0.604 1.655 TPI 0.392 2.553
LS 0.975 1.025 LU 0.265 3.778
Aspect 0.902 1.109 Elevation 0.643 1.276
CI 0.635 1.574 TRI 0.426 2.265
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all densities for a given factor multiplied by the binary logarithm of each
density. Hjmax is just the binary logarithm of the total number of classes
for each factor.

These are the preparatory steps in order to finalize the Index of En-
tropy model and extract the weights which we will use for the inter-
pretation. In fact, the so-called Information Coefficient (ICj) is calculated
for each class as the normalized ratio between the entropy indices: ICj ¼
(Hjmax –Hj)/Hjmax and, the final weights (Wj) for each class are simply the
product between the Information Coefficients (ICj) and the initial pro-
portions (Prij). A susceptibility map can also be produced by summing the
weights associated with the spatial bins of each conditioning factor.

3.4.2. Alternating decision tree
Alternating decision tree (ADTree) is the combination of decision tree

and boosting algorithm, and proposed by (Freund andMason, 1999). The
ADTree model has higher accuracy than standard model trees in classi-
fication problems (Sok et al., 2016). In generally, ADTree model consists
of two kinds of nodes: splitter node and prediction node. The splitter
node divides the data based on selected attribute values and prediction
node includes the numerical score which used to make the prediction
(Pham et al., 2017). A basic ruler that maps from instances to real
numbers consists of a prediction c1, a base condition c2 and two real
numbers: a and b. The prediction is awhen c1 \ c2 or bwhen c1 \� c2. The
values of a and b is calculated by the following equations.

a¼ 1
2
ln
Wþðc1 \ c2Þ
W�ðc1 \ c2Þ (1)

b¼ 1
2
ln
Wþðc1\�c2Þ
W�ðc1\�c2Þ (2)

where the best c1 and c2 are selected by the minimizing the Zt (c1, c2) and
is defined as:

Ztðc1; c2Þ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wþðc1 \ c2ÞW�ðc1 \ c2Þ

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wþðc1\�c2ÞW�ðc1\�c2Þ

p
þWð��c2Þ (3)

Suppose M is the set base rules, then a new rule can be defined as
Mtþ1¼Mt þ rt. rt(x) shows the two prediction values (a and b) at each
later of the tree and x is a set of instances. The classification can be
regarded as the sign of accumulation of prediction values in Mtþ1.

ClassðxÞ ¼ sign

 XT
t¼1

rtðxÞ
!

(4)

3.4.3. Naïve-Bayes tree
Naive Bayes tree (NBTree) is an ensemble model that consists of

Naive Bayes (NB) and decision tree (Huang et al., 2003; Wang et al.,
2015). Roughly, it can be considered a naive Bayes classifier is applied to
each leaf node when the decision tree is constructed (Chen et al., 2017a).
The NBTree is a commonly used machine learning algorithm which has
been used by many scholars in landslide susceptibility assessment and
achieved satisfactory performance (Chen et al., 2017a; Pham et al.,
2017). The classification rule of NB can be expressed as follows:

c* ¼ arcmaxcj2C Pðcjja1; a2; :::; amÞ ¼ PðcjÞ
Qm

i¼1pðaijcjÞPk
j¼1

½pðcjÞ
Qm

i¼1pðaijcjÞ�

¼ μarcmaxcj2CPðcjÞ
Ym

i¼1
PðaijcjÞ

(5)

where cj is the class attribute of class set C. a1, a2, …, am are the condi-
tionally independent and k is the total number of classes.

3.4.4. Logistic model tree
Logistic model tree (LMT), proposed by Landwehr (2003), is a
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classification algorithm based on decision tree and logical regression.
The model uses LogitBoost algorithm to establish the logistic regression
function on the nodes of the tree and CART algorithm for pruning (Chen
et al., 2019). The model applies cross-validation to find multiple Logi-
tBoost iterations to prevent overfitting of training data (Tien Bui et al.,
2016). The LogitBoost model introduces least squares fitting additive
logistic regression for each Mi class and the posterior probability of leaf
nodes is calculated by linear logistic regression (Wang et al., 2016;
Kadavi et al., 2019).

LMðxÞ¼
Xn
i¼1

βixi þ β0 (6)

PðMjxÞ¼ expðLMðxÞÞPD
M’¼1

expðLM ’ðxÞÞ
(7)

where βi is the coefficient of the ith component of vector x, n is the
number of factors and D is the number of classes.

3.5. Model validation

We base our model validation upon Receiver Operating Characteristic
(ROC) curves and associated integrals namely Area Under the Curve
(Arabameri et al., 2019d, e, f). The ROC is a common cut-off-independent
diagnostic which can be obtained for any two vectors (Mandrekar, 2010;
Rahmati et al., 2019), where the first one expresses the binary condition
of presence-absence of a given process and the second vector reports the
corresponding probability estimates (Chen et al., 2019; Lombardo et al.,
2019b). According to the classification proposed by Hosmer and Leme-
show (2000), the overall model performance can be recognized as a
function of AUC values. Specifically, AUC ¼ 0.5 corresponds to a purely
random guess; then, as the AUC increases towards ideal predictions
(AUC ¼ 1.0), three main performance classes have been proposed: 0.7 <

AUC < 0.8 is considered acceptable, 0.8 < AUC < 0.9 is considered
excellent, and AUC > 0.9 is considered outstanding (Hosmer and
Lemeshow, 2000).

3.6. Summary of methodology

Based on the above theories, this study consists of several main stages
which we describe here and summarize in Fig. 3: (i) Data Preparation,
which includes selection and preparation of gully erosion conditioning
factors (GECFs) and gully erosion inventory map (GEIM); (ii) Multi-
collinearity analysis (MA) using tolerance (TOL) and variance inflation
factor (VIF) according to Cama et al. (2017); (iii) determine the spatial
relationship between GECFs and gully locations using the Index of En-
tropy model; (iv) gully erosion susceptibility mapping using ADTree,
NBTree and LMT; (v) validation through AUC.

4. Results

This section reports the results from an interpretative standpoint of
predictors’ effects and in terms of predictive performance.

4.1. Conditioning factors’ effect using index of entropy model

Table 3 reports the weights coming from the IoE method. Slope,
Rainfall and Drainage Density show the greatest degree of influence with
respect to gully occurrences. This is particularly interesting for the IoE
highlights factors which are linked to hydrological conditions which is
the primary cause of gullies from an expert-based perspective. Specif-
ically, Slope has an overall weight of 0.48, whereas Rainfall and Drainage
Density are associated with weights equal to 0.448 and 0.565. In turn,
this implies that drainage plays the most relevant role and, in conjunction



Fig. 3. Flowchart of research in the study area.
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with rainfall and slope patterns they dictate overland flow propagation
across the landscape. The Soil Type is also associated with a relative high
weight (0.391). This may be linked to the soluble tendency of Aridisols
and Entisols/Inceptisols types of soil. The former tends to show cracks
which expand and contract as a function of soil moisture conditions. The
latter is typically unconsolidated and thus, weak to water flux regimes
which can detach and transport away soil particles. The IoE corresponds
to the baseline information we use to interpret the local association be-
tween factors and gullies.

The overall weight obtained for the Elevation (0.383) suggests rela-
tively stronger effect. And, the weights obtained for each separate class,
indicate a greater estimated presence of gullies in the lowland. However, a
very similar pattern can be seen in the Rainfall factor, where estimated
gully occurrences are associated with lower precipitations. This could be a
confounding effect between Elevation and Rainfall. These two properties
are well known (Goovaerts, 2000) to be associated with one another
(although our collinearity assessment did not detect it). And, a bivariate
model is not suited with any routine that would deal with variable inter-
action. Therefore, it is not possible to understand whether the two factors
convey a similar spatial effect over the final susceptibility map.

In terms of thematic influences to gully occurrences, the Lithology has
a quite distinctive trait where seven out of ten lithotypes are not attrib-
uted with weights that suggest a relevant effect. Conversely, the com-
plementary three classes have very high weights, which indicates a
stronger association with the phenomena we modeled. Specifically,
Group 6 (including Sandstone and Gypsiferous marl) reports a 1.19 wt
which may be interpreted to be due to gully head-cuts established over
soluble rock types. Group 8 still appears to positively contribute to gully
presences, despite the relatively low weight (0.05). This group is highly
variable, primarily featuring limestone alternated with shales, gypsif-
erous marl and conglomerates. The positive effect could be due to some
localized presences of deposits rich in gypsum or because of the high
mobility of conglomerates. Group 9 shows the highest relative weight,
2.24. This group generally includes deposits which are typical of a
floodplain. As a result, the IoE may pick up the spatial signal where the
gullies are actually located.

The NDVI ranges use here as proxies for the Land Use/Cover appear to
contribute to gully erosion only within the moderate (IoE weight ¼ 0.2)
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to poor (IoE weight ¼ 2.58) classes. Such results suggest that prone
conditions to gully can be found where local greenness is low, thus
implying that bare or semi-bare soils may suffer from lack of protection
from the vegetation cover. This is a quite reasonable interpretation and a
patter that often arises in different erosion studies. For instance, Araba-
meri et al. (2018d) used the IoE and found that the highest weight cor-
responded to low-intermediate NDVI classes whereas the high NDVI
showed an IoE weight equal to zero. This is also confirmed by Chaplot
et al. (2005) where the authors clearly state that low greenness has a
positive association with gully occurrence and development.

4.2. Susceptibility mapping using three machine learning models

Resulted maps using machine learning models are shown in Fig. 4a–c.
As regard to the susceptibility mapping component, Table 4 reports how
each of the threemachine learningmethods perform. The reported values
correspond to the integrals of the Receiver Operating Characteristic
curves (ROC) calculated for calibration (Success Rate Curve, SRC) and
prediction (Prediction Rate Curve, PRC) (Lombardo and Mai, 2018).

The LMT appears to be outperforming the other two both in terms of
SRC (0.893 < 0.923 < 0.946) and PRC (0.900 < 0.944 < 0.972) values,
although the three models are producing outstanding results according to
(Hosmer and Lemeshow, 2000). The standard error follows the same
pattern being the minimum across the three models for the LMT, with
SRC error equal to 0.0143 whereas for the PRC is 0.0160.

Looking at the corresponding ROC curves (see Fig. 5a and b), all the
three models show similar pattern especially with respect to the False
Positive Rates (or 100 - Specificity) within the first 20% bin up to True
Positive Rates (Sensitivity) equal to 95% of the gully prone cases. The
interesting finding shown here is that the same situation appears both for
the calibration and validation subset. Even more surprisingly, the actual
validation subset appears to be predicted with performances higher than
the training set. This is quite uncommon, especially for Decision Trees
which are known to produce overfit for within-sample models and lose
much of those predictive abilities when predicting over out-of-sample
cases (Schaffer, 1993).

Despite the uncommon results which may be due to the randomness
of the sampling procedure, this relation suggests the original gully data



Table 3
Spatial relationship of gully locations and gully erosion conditioning factors.

Factor Class Percentage
of gullies

Percentage
of domain

IoE

FR W

Slope (�) <5 39.831 99.526 2.50 0.480
5–10 10.105 0.474 0.05
10–15 8.405 0 0
15–20 9.740 0 0
20–30 19.014 0 0
>30 12.906 0 0

Aspect F 0.424 0.474 1.12 0.117
N 8.957 5.213 0.58
NE 10.325 10.427 1.01
E 16.599 32.227 1.94
SE 23.090 33.175 1.44
S 18.541 16.114 0.87
SW 9.812 1.896 0.19
W 6.074 0 0
NW 6.179 0.474 0.08

Elevation
(m)

<1659 32.482 81.043 2.49 0.383
1659–1990 20.964 18.957 0.90
1990–2342 16.238 0 0
2342–2724 14.156 0 0
2724–3163 9.946 0 0
>3163 6.214 0 0

PC Concave 38.715 49.289 1.27 0.107
Flat 20.891 32.701 1.57
Convex 40.394 18.009 0.45

Profile
curvature

< �1.42 2.679 0 0 0.246
�1.42 to�0.43 10.217 0 0
�0.43–0.28 66.858 95.261 1.42
0.28–1.27 16.924 4.739 0.28
>1.27 3.322 0 0

CI < �39.6 6.223 17.619 2.83 0.132
�39.6 to�11.3 19.717 29.048 1.47
�11.3–9.01 45.125 32.381 0.72
9.01–38.03 23.238 14.762 0.64
>38.03 5.698 6.190 1.09

LS (m) <12.8 23.834 20.853 0.87 0.024
12.8–31.2 14.937 11.374 0.76
31.2–50.6 13.375 9.953 0.74
50.6–69.5 14.316 21.327 1.49
69.5–87.02 18.932 25.118 1.33
>87.02 14.606 11.374 0.78

TRI <3.22 46.865 100 2.13 0.427
3.22–7.43 19.410 0 0
7.43–11.64 19.325 0 0
11.64–17.59 11.838 0 0
>17.59 2.563 0 0

TPI < �10.74 4.679 0 0 0.309
�10.74 to�3.3 15.803 0.474 0.03
�3.3–2.9 61.941 99.526 1.61
2.9 0 11.8 13.617 0 0
>11.8 3.960 0 0

SPI <9.16 21.839 39.336 1.80 0.105
9.16–11.07 29.602 32.227 1.09
11.07–12.85 30.810 12.322 0.40
12.85–15.35 13.778 8.531 0.62
>15.35 3.970 7.583 1.91

TWI <4.86 39.432 0.474 0.01 0.373
4.86–7.27 39.612 47.867 1.21
7.27–10.85 16.074 36.967 2.30
>10.85 4.883 14.692 3.01

Dis to road
(m)

<500 15.201 33.649 2.21 0.136
500–1000 13.118 21.327 1.63
1000–1500 11.303 18.957 1.68
1500–2000 9.981 16.588 1.66
>2000 50.398 9.479 0.19

Rainfall
(mm)

<248.5 19.258 47.393 2.46 0.448
248.5–350.3 36.240 52.133 1.44
350.3–461.02 21.764 0.474 0.02
461.02–582.7 14.082 0 0
>582.7 8.656 0 0

Drainage
density
(km/km2)

<0.85 26.957 0.939 0.03 0.565
0.85–1.49 33.692 1.878 0.06
1.49–2.19 24.979 39.906 1.60
>2.19 14.372 57.277 3.99

Table 3 (continued )

Factor Class Percentage
of gullies

Percentage
of domain

IoE

FR W

Dis to stream
(m)

<100 27.675 45.024 1.63 0.130
100–200 20.239 28.436 1.40
200–300 16.620 18.009 1.08
300–400 10.654 6.635 0.62
>400 24.811 1.896 0.08

Lithology Group 1 5.177 0 0 0.240
Group 2 8.914 0 0
Group 3 7.768 0 0
Group 4 6.374 0 0
Group 5 2.283 0 0
Group 6 7.982 9.479 1.19
Group 7 2.137 0.000 0.00
Group 8 9.076 0.474 0.05
Group 9 40.248 90.047 2.24
Group 10 10.041 0 0

LU/LC Agriculture 19.034 31.754 1.67 0.248
Dense-forest 0.010 0 0
Good-range 0.586 0 0
Agri-
dryfarming

0.016 0 0

Dryfarming 1.099 0 0
Low-forest 22.846 0 0
Woodland 15.816 0 0
Mod-forest 5.655 0 0
Mod-range 7.148 1.422 0.20
Poor-range 25.868 66.825 2.58
Rock 1.567 0 0
Urban 0.353 0 0

Soil type Rock Outcrop/
Entisols

32.920 0.948 0.03 0.391

Alfisols 0.480 0 0
Aridisols 10.935 3.318 0.30
Entisols/
Inceptisols

32.475 95.261 2.93

Inceptisols 1.677 0.474 0.28
Mollisols 21.513 0 0
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itself to exhibit low internal variability, irrespective of the sampling
scheme. In turn, this allows us to consider the resulting susceptibility
maps a reliable tool to predict gully erosion conditions over the study
area. However, despite the high performances produced, the three sus-
ceptibility maps highlight quite significant differences where ADTree and
LMT depict reasonable patterns although the NBTree essentially marks a
binary condition, separating a large high-probability zone in the central
area transitioning to a large low-probability zone with a very abrupt
behavior. This is an important consideration because the dual scenario
shown in the NBTree susceptibility has a poor geomorphological
appearance. At times, many susceptibility studies focus on performance
and disregard the fact that performances can be reached in very different
ways, even non-realistic ways. For instance, Chen et al. (2017a) tested
ADTree, NBTree and compared them to a Kernel Logistic Regression
(KLR) model. Even in this study, they show very high performance but
the fact that the KLR shows no low susceptibility values, even in flat
regions, is not considered in depth. Another example can be found in
Hosseinalizadeh et al. (2019b) where NBTree is shown to produce the
highest performance among the considered tree-based methods although
it essentially produces a near-binary predictive map.

To summarize such patterns in a numerical way, we computed the
percentage of susceptibility classes distributed over the watershed. The
results are shown in Fig. 6 where ADTree and LMT show a reasonable
variation across the five susceptibility bins, however, as also pointed out
above, NBTree almost classifies the watershed into very low (~68%) and
very high (~30%) susceptibility conditions.

5. Discussions

Gully erosion susceptibility represents the first step to evaluate prone
conditions to soil erosion. Therefore, it is also considered a proxy for



Fig. 4. Gully erosion susceptibility mapping.

Table 4
Values of validation results.

Method Variable AUC SE 95% CI

SRC ADTree 0.915 0.0147 0.884–0.940
LMT 0.923 0.0143 0.893–0.946
NBTree 0.903 0.0168 0.871–0.930

PRC ADTree 0.922 0.0202 0.874–0.956
LMT 0.944 0.0160 0.900–0.972
NBTree 0.939 0.0177 0.894–0.969
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hazard and risk assessment. Across the decision-making process, sus-
ceptibility models which offer high predictive performances are regarded
as useful tools for governmental institutions, especially to develop gully
erosion hazard prevention and mitigation strategies (Arabameri et al.,
2019a). However, producing standardized and accurate gully erosion
susceptibility maps at catchment or regional scales is not a straightfor-
ward task. In fact, accuracy can be determined via different metrics
(Rahmati et al., 2019) and the number of algorithms is constantly
increasing (Lombardo et al., 2016b) as technology improves computa-
tional efficiency. The latter represents one of the major challenges.
Numerous modeling techniques have been proposed in the last decade to
generate gully erosion susceptibility. And, finding an optimal method or
workflow in comparative studies has been attempted by several gully
erosion researchers (Conforti et al., 2011; Pourghasemi et al., 2017;
Rahmati et al., 2017; Arabameri et al., 2019). This is the case for machine
learning algorithms (Chen et al., 2017a). Such methods are constantly
improved in other scientific branches and the geomorphological
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community has invested a significant effort to keep up the technological
pace, to test and to improve susceptibility models (Lombardo and Mai,
2018). In light of this broad scientific interest, here we investigated three
methods namely Alternating Decision Tree, Naïve-Bayes tree and Logistic
Model Tree machine learning model. In the current literature, such tests
are rare and have yet to be tested in highly varying environmental con-
ditions such as the arid to semi-arid territory of Iran.

We interpreted conditioning factors’ effects by using Index of Entropy
model. Drainage Density, Slope, and Rainfall appear to be the main
drivers of the gullying process in the area together with soluble materials
and low vegetation cover (Pourghasemi et al., 2012; Golestani et al.,
2014; Arabameri et al., 2018d, 2019h). This combination suggests a
primary hydrodynamic control on gully development which is a
reasonable geomorphological explanation also supported by other
studies in the neighboring catchments (Arabameri et al., 2018c).

A logical interpretation of these coexisting effects would assume that
where gypsiferous marls outcrop without the protection of plants, the
slope and drainage pattern in the area locally focus the impulsive rainfall
discharges during the wet season and scour the landscape leaving the
gully marks or developing those that already exist. This is a general
interpretation that suits most of the watersheds located in the Northern
regions in Iran. Several studies have produced similar conclusions (e.g.,
Arabameri et al., 2019a; Choubin et al., 2019), these being reached by
using very different algorithms. As a result, one can infer that reaching
similar conceptual models using different models neglects the random-
ness associated with single study cases. In turn, similar interpretations
support a more generalized conceptual model for gully erosion prediction
within the whole Semnan province. Therefore, from the territorial
management standpoint, we can suggest conservation practices to better
manage/control overland flows resulting from concentrated rainfall.

With regard to the predictive mapping component of this contribu-
tion, the three algorithms did not converge to a common outcome. In fact,
NBTree essentially classifies the area into two classes (see Fig. 4b)
without providing a more continuous distinction in probabilistic terms.
This is probably due to a model convergence issue where the NBTree gets
a satisfactory differentiation between gully/no-gully conditions via a
very simplified rule. As a consequence, the depth of the tree stops at the
combination of few parameters, and does not draw strength from the
variability associated with other conditioning factors. Conversely,
ADTree and LMT provide a much more spread and realistic distribution
in the probability estimates, although the latter model is able to produce
even better performance. The spatial realization of the two models is
similar at a catchment scale. However, a careful observation of the sus-
ceptibility patterns shows that the ADTree returns probability classes
distributed over very discrete spatial bins. In other words, the suscepti-
bility maps alternates spatial clusters of homogenous probability esti-
mates and the passage between clusters is quite abrupt (see Fig. 4a). This
is clearly not the case for the LMT where a more natural distribution of
susceptibility patterns is reported in Fig. 4c. One could argue that the
discrete transition shown by the ADTree is logically linked to the soluble
outcrops, thus being a reasonable spatial trend. However, similar to the
interpretation mentioned above for the NBTree, we believe it to be an
evidence of a decision tree which did not grow in depth, therefore
exploiting the whole information conveyed by other properties/



Fig. 5. Area under the curve. (a) Training dataset (success rate curve), (b) validation dataset (prediction rate curve).

Fig. 6. Percentage of susceptibility classes in different models.
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conditioning factors. On the contrary, the appearance of the LMT-based
susceptibility maps depicts a much smoother process, where gully
erosion conditions transition from one area to the other in a continuous
form where the signal coming from the main predictors is stacked
together with the signal originated by minor but still relevant condi-
tioning factors. This is certainly the case for the moderate susceptibility
class in the LMTmodel located to the south. The same class is shown to be
associated with low susceptibility conditions for the ADTree and with
very high conditions for the NBTree. This region corresponds to areas
with moderate range vegetation (see class K in Land Use/Cover in Fig. 2)
and it marks a clear lack of the NBTree and ADTree in capturing the
associated effect in the model. This is something that we have found also
in other articles, where methods that appear to be highly skilled in pre-
dicting gully occurrences produce unnatural susceptibility patterns. For
instance, Chen et al. (2017a) show a map produced via KLR where there
is no sign of non-susceptible areas despite other methods the authors
tested clearly show low probability zones. Similarly, Hosseinalizadeh
et al. (2019b) show the same issue we have found with the NBTree. The
resulting gully erosion susceptibility map is almost binary despite other
tested methods producing a much broader distribution of probability
values. We stressed this concept because oftentimes the only metric used
to describe performance in gully erosion susceptibility is the AUC.
However, we believe that a much broader spectrum of metrics should be
evaluated and among them, the geomorphological sense of the suscep-
tibility map.
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We recall that the dataset fed to the three model is identical and
differences are uniquely due to the different algorithmic structure.
Therefore, we consider LMT a much more suitable method to map gully-
prone conditions. Overall, the combination of remote sensing, GIS and
data mining tools offer high accuracy for gully erosion predictions and
lead to gully erosion susceptibility maps which could assist decision-
makers for environmental management. Such maps could also be
accepted as proxies for gully erosion risk management studies, support-
ing territorial management practices as a whole.

6. Conclusion

We modeled gully erosion susceptibility conditions in the Bastam
watershed, which is known to suffer from widespread gullying processes.
In fact, local communities are already affected by soil removal which not
only threatens agricultural practices but also local infrastructure in the
form of road network and electric powerlines. In this work, we built three
separate susceptibility models whose differences are only imputable to
the algorithmic differences among NBTree, ADTree and LMT. These are
three variations of decision trees whose usage extends over different
scientific applications. The results in this paper indicate similar perfor-
mances among the three employed algorithms. However, pure perfor-
mance metrics cannot be the only parameter to interpret the reliability of
a given susceptibility estimation. In fact, although negligible differences
are shown in terms of raw AUC values, a much more interesting variation
affects the actual predictive maps. The NBTree depicts a non-informative
binary situation where very high probability values characterize the
central sector of the Bastam watershed. However, building a suscepti-
bility map is meant to support decision-making processes. For instance,
on the basis of a susceptibility trend in space, local administrations
should prioritize investments or raise awareness in the local commu-
nities. And, by examining the NBTree-based gully erosion susceptibility
map, the resulting pattern is a non-differentiable blur which provide little
to no useful information. A much better situation is shown in the ADTree-
based map, although the growth of the associated tree is still not suffi-
cient, especially when compared to the output coming from the LMT
model. The latter not only outperforms the other methods but produces
much more natural susceptibility patterns in space, making it a credible
tool to understand areas where future gullies may initiate and develop
over time. This information can be easily incorporated in a much larger
scientific effort that Iranian institutions are currently focused on to un-
derstand, isolate and limit soil erosion across the whole country. The
LMT model was trained using freely-accessible information both on
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gullies’ distribution and conditioning factors. In addition, it does not
require powerful computing facilities, which makes it an appealing tool
to assess any environmental hazards. Ultimately, one of the main
weaknesses of machine learning algorithms consists of a limited ability to
produce quantitative estimates of conditioning factors’ effects. In fact, no
interpretable regression coefficients nor weights are provided, which is
otherwise a native output of statistical models, although the latter do not
produce equally satisfying predictive performance. We bypassed this
difference by interpreting environmental predisposing conditions on the
basis of a simple and straightforward bivariate statistical model namely,
Index of Entropy. This tool was able to highlight associations between
conditioning factors and gully occurrences returning quantitative
weights which supported not only our interpretation but also the patterns
arose from the susceptibility estimates. Similar to the considerations
mentioned above, the IoE can be integrated in any susceptibility study for
its simplicity allows computing weights quite rapidly and without sig-
nificant computational requirements.
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