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1 INTRODUCTION

Program verification is traditionally focused on proving properties of a single program execution.
In contrast, relational verification aims to prove properties about two program executions. In
some cases, such as program refinement and program equivalence, the goal is to relate executions
of two different programs on equal or related inputs. However, some properties consider two
executions of the same program (with related inputs); examples include information flow policies
(non-interference: two runs of a program on states that only differ in their secret have equal visible
effects) and robustness (k-Lipschitz continuity: running a program on two initial states at distance d
yields two final states at distance at most k ·d). In the probabilistic setting, relational verification can
also show that a program outputs a uniform distribution, or that two programs yield łapproximately
equalž distributions. By taking suitable instantiations of approximate equality, relational verification
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has found success in cryptography [Barthe et al. 2009], machine learning [Barthe et al. 2018] and
differential privacy [Barthe et al. 2016, 2012].
This paper develops a relational program logic, called rqPD, for a core quantum programming

language. Our logic is based on the interpretation of predicates as physical observables, mathemati-
cally modelled as Hermitian operators [D’Hondt and Panangaden 2006], and is inspired by the qPD
program logic [Ying 2011, 2016] for quantum programs. Concretely, our judgments have the form:

P1 ∼ P2 : A⇒ B

where P1 and P2 are quantum programs, and precondition A and postcondition B are Hermitian
operators over the tensor product Hilbert spaces of P1 and P2. We define an interpretation of these
judgments, develop a rich set of sound proof rules, and show how these rules can be used to verify
relational properties for quantum programs.

Technical challenges and solutions. The central challenge for building a useful relational logic
is to find an interpretation of judgments that captures properties of interest, while guaranteeing
soundness of a convenient set of proof rules. This challenge is not unique to quantum programs.
In the probabilistic setting [Barthe et al. 2015, 2009], one solution is to interpret judgments in
terms of probabilistic couplings, a standard abstraction from probability theory [Lindvall 2002;
Thorisson 2000; Villani 2008]. The connection with probabilistic couplings has many advantages:
(i) it builds the logic on an abstraction that has proven to be useful for probabilistic reasoning; (ii)
it identifies natural extensions of the logic; and (iii) it suggests other applications and properties
that can be handled by similar techniques. Unfortunately, the quantum setting raises additional
challenges. Notably, we may need to reason about entangled quantum states. There are some
existing proposals of analogue of probabilistic couplings in the quantum setting (see [Kümmerer
and Schwieger 2016; Winter 2016]). In particular, Zhou et al. [2019a] addressed this issue by
developing a notion of quantum coupling, and validated their definition by showing an analogue
of Strassen’s theorem [Strassen 1965].1 In this work, we base our notion of valid judgment on this
definition of quantum coupling.

Once the interpretation of the logic is fixed, the next challenge is to define a useful set of proof
rules. As in other relational logics, we need structural rules and three kinds of construct-specific
rules. Synchronous rules apply when P1 and P2 have the same top-level construct and operates on
both programs, whereas the left and right rules only operate on one of the two programs. In the
quantum setting, the main difficulties are:

• Structural rules: many useful rules are not sound in the quantum setting or require further
hypotheses; in particular, in the presence of entanglement Ð an indispensable resource in
quantum computation and communication. We generalise the core judgment to track and
enforce the hypotheses required to preserve soundness.

• Construct-specific rules: all proof rules of quantum Hoare logic qPD can be directly generalised
into quantum relational logic rqPD (see Subsection 5.2). Although these directly generalised
rules are useful, they do not fully capture the essence of quantum relational reasoning (see
Subsection 5.3). Synchronous proof rules for classical control-flow constructs, i.e. conditionals
and loops, generally require that the two programs follow the same control flow path, so
that they execute in lockstep. In order to retain soundness in our setting, we introduce a
measurement condition ensuring that corresponding branches in the control flow are taken
with equal probabilities.

1Informally, Strassen’s theorem states that there exists a B-coupling between two distributions µ and µ′ over sets X and X ′

respectively iff for every subset Y in the support of µ , µ(Y ) ≤ µ(B(Y )), where B(Y ) is the set-theoretic image of Y under B .
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Simplifying side conditions. Checking measurement conditions is often challenging. To make
this step easier, we introduce a simplified version of rqPD where assertions are modelled as
projective predicates, or equivalently, (closed) subspaces of the state Hilbert space Ð a special case
of Hermitian operators. The restriction to projective predicates leads to simpler inference rules and
easier program verification, at the cost of expressiveness [Zhou et al. 2019b]. In particular, checking
measurement conditions reduces to showing that a program condition lies in a subspace (with
probability 1), a task that is often simpler. We provide a formal comparison between the original
logic system rqPD and its simplified version, and leverage this comparison to relate our work with
a recent proposal for a quantum relational Hoare logic with projective predicates [Unruh 2019b].

Applications. To test its effectiveness, we apply rqPD to verify non-trivial relational properties of
several quantum programs, including uniformity for samples generated by the quantum Bernoulli
factory, reliability of quantum teleportation against noise (bit and phase flip), equivalence of
quantum walks and security of quantum one-time pad. Using our simplified rqPD, we are able
to verify the relational properties of some more sophisticated quantum programs, for example,
equivalence of quantum walks with different coin tossing operators.

Working Example. We will use the following pair of simple quantum programs as our working
example to illustrate our basic ideas along the way:

Example 1.1. Let q be a qubit (quantum bit). Consider two programs:

P1 ≡ q := |0⟩;q := H [q];Q1, P2 ≡ q := |0⟩;Q2;q := H [q].

In both, q is initialised in a basis state |0⟩. P1 applies the Hadamard gate H to q and executesQ1, while
P2 first executes Q2 and then applies H to q. The subprograms Q1,Q2 are as follows:

Q1 ≡ if (M[q] = 0 → q := X [q] □ 1 → q := H [q]) fi
Q2 ≡ if (M ′[q] = 0 → q := Z [q] □ 1 → q := H [q]) fi

where M,M ′ are the measurement in the computational basis |0⟩, |1⟩ and the measurement in basis
|±⟩ = 1√

2
(|0⟩ ± |1⟩) respectively. Intuitively, Q1 first performs M on q, then applies either the Pauli

gate X or Hadamard gate H , depending on whether the measurement outcome is 0 or 1. But Q2 uses
the outcomes of a different measurementM to choose between the Pauli gate Z and Hadamard gate H .

Obviously, programs P1, P2 have similar structures. The logic rqPD developed in this paper will
enable us to specify and prove some interesting symmetry between them.

2 MATHEMATICAL PRELIMINARIES

We assume basic familiarity with Hilbert spaces, see Nielsen and Chuang [2002] for an introduction.

Quantum states. The state space of a quantum system is a Hilbert space H . In this paper, we
only consider finite-dimensional H . A pure state of the quantum system is modelled by a (column)
vector in H of length 1; we use the Dirac notation (|φ⟩, |ψ ⟩) to denote pure states. For example,
qubit q in Example 1.1 has the 2-dimensional Hilbert space as its state space; it can be in basis states
|0⟩, |1⟩ as well as in their superpositions |+⟩, |−⟩ = 1√

2
(|0⟩ ± |1⟩). An operatorA in an d-dimensional

Hilbert spaceH is represented as an d × d matrix. Its trace is defined as tr(A) = ∑
i ⟨i |A|i⟩, where

{|i⟩} is an orthonormal basis ofH . A positive operator ρ inH is called a partial density operator
if its trace satisfies tr(ρ) ≤ 1; if tr (ρ) = 1, then ρ is called a density operator. A mixed state of a
quantum system is a distribution over pure states. If state |ψi ⟩ has probability pi , the mixed state
can be represented by a density operator ρ =

∑
i pi |ψi ⟩⟨ψi |, where row vector ⟨ψi | stands for the
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conjugate transpose of |ψi ⟩. For example, if qubit q is in state |0⟩ with probability 2
3 and in |+⟩ with

probability 1
3 , then its state can be described by density operator

ρ =
2

3
|0⟩⟨0| + 1

3
|+⟩⟨+| = 1

6

(
5 1
1 1

)
. (1)

We writeD≤(H) andD(H) for the set of partial density operators and the set of density operators
in H , respectively. For any ρ ∈ D≤(H), the support supp(ρ) of ρ is defined as the span of the
eigenvectors of ρ with nonzero eigenvalues.

Operations on states. A basic operation on a (closed) quantum system is modelled as a unitary
operator U such thatU †U = IH , where † stands for conjugate and transpose. For example, the Pauli
and Hadamard gates used in Example 1.1 are:

X =

(
0 1
1 0

)
, Z =

(
1 0
0 −1

)
, H =

1
√
2

(
1 1
1 −1

)
,

and X ,Z ,H transform states |0⟩, |1⟩ to X |0⟩ = |1⟩, X |1⟩ = |0⟩; Z |0⟩ = |0⟩, Z |1⟩ = −|1⟩; H |0⟩ =
|+⟩, H |1⟩ = |−⟩, respectively.
Another basic operation is measurement. A physical observable is modelled by an operator A

in H that is Hermitian, i.e., A†
= A. An operator P is a projection onto a (closed) subspace of H

if and only if it is Hermitian (i.e. P† = P ) and idempotent (i.e. P2 = P ). Quantum measurements
are constructed from observables A. An eigenvector of A is a non-zero vector |ψ ⟩ ∈ H such that
A|ψ ⟩ = λ |ψ ⟩ for some complex number λ (indeed, λ must be real when A is Hermitian). In this case,
λ is called an eigenvalue of A. For each eigenvalue λ, the set {|ψ ⟩ : A|ψ ⟩ = λ |ψ ⟩} of eigenvectors
corresponding to λ and zero vector is a (closed) subspace ofH . We write Pλ for the projection onto
this subspace. By the spectral decomposition [Nielsen and Chuang 2002, Theorem 2.1], A can be
decomposed as a sum A =

∑
λ λPλ where λ ranges over all eigenvalues of A. Moreover,M = {Pλ}λ

is a (projective) measurement.
If we perform M on the quantum system in state ρ, then outcome λ is obtained with probability

pλ = tr(P†
λ
Pλρ) = tr(Pλρ), and after that, the system will be in state (PλρPλ)/pλ . Therefore,

the expectation of A in state ρ is JAKρ =
∑

λ pλ · λ = ∑
λ λtr(Pλρ) = tr(Aρ). For instance, the

measurements in Example 1.1 are defined as M = {M0,M1},M ′
= {M ′

0,M
′
1} with

M0 = |0⟩⟨0| =
(
1 0
0 0

)
, M1 = |1⟩⟨1| =

(
0 0
0 1

)
,

M ′
0 = |+⟩⟨+| = 1

2

(
1 1
1 1

)
, M ′

1 = |−⟩⟨−| = 1

2

(
1 −1
−1 1

)
.

If we perform M ′ on a qubit in (mixed) state ρ given in equation (1), then the probability that we
get outcome ł1ž is

p(1) = tr(M ′
1ρ) = tr

[
1

2

(
1 −1
−1 1

)
· 1
6

(
5 1
1 1

)]
=

1

12
· tr

(
4 0
−4 0

)
=

1

3

and after that, the qubit’s state will change to

M ′
1ρM

′
1/p(1) =

1

2

(
1 −1
−1 1

)
· 1
6

(
5 1
1 1

)
· 1
2

(
1 −1
−1 1

)
÷ 1

3
=

1

2

(
1 −1
−1 1

)
.

Similarly, the probability of outcome ł0ž is p(0) = 2
3 , and then the state changes to |+⟩⟨+|.

We will use observables as predicates in our logic. To compare two operatorsA and B in a Hilbert
space H , we will use the Löwner order between operators defined as follows: A ⊑ B if and only if
B −A is positive. A quantum predicate [D’Hondt and Panangaden 2006] (or an effect) in a Hilbert
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spaceH is an observable (a Hermitian operator) A inH with 0 ⊑ A ⊑ I , where 0 and I are the zero
operator and the identity operator in H , respectively.

Tensor Products of quantum states. LetH1,H2 be the state Hilbert spaces of two quantum systems
considered in isolation. Then the composite system has state space modeled by the tensor product
H1 ⊗ H2. The notion of partial trace is needed to extract the state of a subsystem. Formally, the
partial trace over H1 is a mapping tr1(·) from operators on H1 ⊗ H2 to operators in H2 defined
by the following equation: tr1(|φ1⟩⟨ψ1 | ⊗ |φ2⟩⟨ψ2 |) = ⟨ψ1 |φ1⟩ · |φ2⟩⟨ψ2 | for all |φ1⟩, |ψ1⟩ ∈ H1 and
|φ2⟩, |ψ2⟩ ∈ H2 together with linearity. The partial trace tr2(·) overH2 can be defined symmetrically.
Suppose that we have a composite system of two subsystems with state spacesH1,H2, respectively,
and it is in (mixed) state ρ. Then the states of the first and second subsystems can be described by
tr2(ρ), tr1(ρ), respectively. For example, if the subsystems are both qubits, and they are maximally
entangled; i.e. in state |Φ⟩ = 1√

2
(|00⟩ + |11⟩) or equivalently

|Φ⟩⟨Φ| = 1

2
(|0⟩⟨0| ⊗ |0⟩⟨0| + |0⟩⟨1| ⊗ |0⟩⟨1| + |1⟩⟨0| ⊗ |1⟩⟨0| + |1⟩⟨1| ⊗ |1⟩⟨1|) (2)

then the partial traces tr1(|Φ⟩⟨Φ|) = 1
2 (|0⟩⟨0| + |1⟩⟨1|) and tr2(|Φ⟩⟨Φ|) = 1

2 (|0⟩⟨0| + |1⟩⟨1|) describe
states of the second and first subsystems, respectively.

3 QUANTUM COUPLINGS AND LIFTINGS

3.1 Quantum Couplings

To relate pairs of quantum programs, our program logic will rely on a quantum version of proba-
bilistic coupling. In the probabilistic world, a coupling for two discrete distributions µ1 and µ2 over
sets A1 and A2 is a discrete distribution µ over A1 ×A2 such that the first and second marginals of
µ are equal to µ1 and µ2 respectively. A coupling µ is an R-lifting for µ1 and µ2 if additionally its
support is included in R, i.e. every element outside R has probability zero.

In order to define the quantum analogue of couplings, we apply a correspondence between the
probabilistic and quantum worlds [Nielsen and Chuang 2002]:

probability distributions ⇔ density operators marginal distributions ⇔ partial traces

This leads to the following definition of quantum coupling.

Definition 3.1 (Coupling). Let ρ1 ∈ D≤(H1) and ρ2 ∈ D≤(H2). Then ρ ∈ D≤(H1 ⊗ H2) is
called a coupling for ⟨ρ1, ρ2⟩ if tr1(ρ) = ρ2 and tr2(ρ) = ρ1.
Proposition 3.1 (Trace eqivalence). If ρ is a coupling for ⟨ρ1, ρ2⟩, then they have the same

trace: tr(ρ) = tr(ρ1) = tr(ρ2).
The following are examples of quantum couplings. They are quantum generalisations of several

typical examples of (discrete) probabilistic couplings (see [Barthe et al. 2019]). From these simple
examples, we can see a close and natural correspondence as well as some essential differences
between probabilistic coupling and their quantum counterparts. Our first example shows that
couplings always exist.

Example 3.1. Let ρ1 ∈ D(H1) and ρ2 ∈ D(H2) be density operators. The tensor product ρ⊗ =
ρ1 ⊗ ρ2 is a coupling for ⟨ρ1, ρ2⟩.
Just like the case for probabilistic couplings, there can be more than one quantum coupling

between two operators.

Example 3.2. LetH be a d-dimensional Hilbert space. Let B = {|i⟩} be an orthonormal basis ofH .
Then the uniform density operator over H is UnifH =

1
d

∑
i |i⟩⟨i |. For each unitary operatorU in H ,
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we writeU (B) = {U |i⟩}, which is also an orthonormal basis ofH . Then ρU =
1
d

∑
i (|i⟩U |i⟩)(⟨i |⟨i |U †)

is a coupling for ⟨UnifH,UnifH⟩. Indeed, the arbitrariness ofU shows that there are (uncountably)
infinitely many couplings for ⟨UnifH,UnifH⟩. For instance, the maximally entangled state |Φ⟩⟨Φ| in
equation (2) is such a coupling for〈

UnifH1
=

1

2
(|0⟩⟨0| + |1⟩⟨1|),UnifH2

=

1

2
(|0⟩⟨0| + |1⟩⟨1|)

〉
.

Example 3.3. Let ρ be a partial density operator inH . Then by the spectral decomposition theorem
[Nielsen and Chuang 2002, Theorem 2.1], ρ can be written as ρ =

∑
i pi |i⟩⟨i | for some orthonormal

basis B = {|i⟩} and pi ≥ 0 with
∑

i pi ≤ 1. We define ρid(B) =
∑

i pi |ii⟩⟨ii |. Then it is easy to see that
ρid(B) is a coupling for ⟨ρ, ρ⟩. An essential difference between this example and its classical counterpart
(see [Hsu 2017] Example 2.1.5) is that ρ might be decomposed with other orthonormal bases, say
D = {|j⟩}: ρ = ∑

j qj |j⟩⟨j |. In general, ρid(B) , ρid(D), and we can define a different coupling for
⟨ρ, ρ⟩: ρid(D) =

∑
j qj |jj⟩⟨jj |.

3.2 Quantum Lifting

Although there can be many couplings for two operators, it is usually not simple to find one suited
to our application. As said at the beginning of this section, lifting can help for this purpose. The
definition of liftings smoothly generalises to the quantum case.

Definition 3.2. Let ρ1 ∈ D≤(H1) and ρ2 ∈ D≤(H2), and let X be (the projection onto) a (closed)
subspace ofH1 ⊗ H2. Then ρ ∈ D≤(H1 ⊗ H2) is called a witness of the lifting ρ1X#ρ2 if:

(1) ρ is a coupling for ⟨ρ1, ρ2⟩;
(2) supp(ρ) ⊆ X.

Example 3.4. The following are examples of quantum liftings.

(1) The coupling ρU for the uniform density operator and itself in Example 3.2 is a witness for the
lifting UnifH X(B,U )# UnifH , where X(B,U ) = span{|i⟩U |i⟩} is a subspace ofH ⊗ H .

(2) The coupling ρid(B) in Example 3.3 is a witness of the lifting ρ(=B)#ρ, where (=B) ≡ span{|ii⟩}
defined by the orthonormal basis B = {|i⟩} is a subspace ofH ⊗H . It is interesting to note that
the maximally entangled state |Ψ⟩ = 1√

d

∑
i |ii⟩ is in =B .

(3) The coupling ρid(B) in Example 3.3 is a witness of the lifting ρ(=sym)#ρ, defining =sym to be the

symmetrisation operator, i.e. (=sym) ≡ 1
2 (I ⊗ I + S), where S is the SWAP operator defined by

S |φ,ψ ⟩ = |ψ ,φ⟩ for any |φ⟩, |ψ ⟩ ∈ H together with linearity. Operator S is independent of the
basis, and given any orthonormal basis {|i⟩} ofH , S has the following form: S =

∑
i j |i⟩⟨j |⊗|j⟩⟨i |.

(4) The coupling ρ1 ⊗ ρ2 in Example 3.1 is a witness of the lifting ρ1 (H1 ⊗ H2)# ρ2.
The two operators =B and =sym in the above example represents two different kind of symmetry

between two quantum systems with the same state Hilbert space H . They will be used to describe
relational properties of the two quantum programs P1, P2 in Example 1.1. Liftings of equality are
especially interesting for verification, since they can be interpreted as relating equivalent quantum
systems. The following proposition characterizes these liftings.

Proposition 3.2. Let ρ1, ρ2 ∈ D≤(H). The following statements are equivalent:

1. ρ1 = ρ2;
2. there exists an orthonormal basis B s.t. ρ1(=B)#ρ2;
3. ρ1(=sym)#ρ2.
We see from Example 3.4 and Proposition 3.2 that in the quantum world, equality has different

generalisations =B and =sym. Our logic will establish the existence of a lifting of equality, which
then implies equality of density operators, i.e., equivalence of quantum states.
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The notion of quantum lifting can be further generalised to a quantitative version, which will be
more convenient in defining the semantics of our logic. We first recall a notation introduced in
D’Hondt and Panangaden [2006]: ρ |=λ Ameans tr(Aρ) ≥ λ. It can be understood as a quantitative
satisfaction relation between a state ρ and an observable A with a real number λ > 0 as a threshold.

Definition 3.3. Let ρ1 ∈ D≤(H1) and ρ2 ∈ D≤(H2), let A be an observable in H1 ⊗ H2, and let
λ > 0. Then ρ ∈ D≤(H1 ⊗ H2) is called a witness of the λ-lifting ρ1A#ρ2 if:

(1) ρ is a coupling for ⟨ρ1, ρ2⟩;
(2) ρ |=λ A.
It is obvious that whenever A is the projection onto subspace X and λ = tr(ρ), then the above

definition degenerates to Definition 3.2.

3.3 Separable versus Entangled Liftings

Entanglement presents a major difference between classical and quantum systems and is respon-
sible for most of the advantages of quantum computing and communication over their classical
counterparts. A partial density operator ρ ∈ D≤(H1 ⊗ H2) is said to be separable if there exist
ρmi ∈ D≤(Hi ) (i = 1, 2) such that ρ =

∑
m (ρm1 ⊗ ρm2) . A (mixed) state ρ inH1 ⊗H2 is said to be

entangled if it is not separable. Indeed, the notions of separability and entanglement can be defined
for a general positive operator (rather than density operator).
The following proposition shows that entanglement can provide a stronger witness of lifting

even with respect to a separable observable A; that is, sometimes an entangled witness is possible
but separable witness does not exist (the proof is given in [Barthe et al. 2019]).

Proposition 3.3. There are states ρi in Hi (i = 1, 2), separable observable A over H1 ⊗ H2,
entangled state ρ in H1 ⊗ H2, and λ > 0 such that:

(1) ρ is a witness of λ-lifting ρ1A
#ρ2; and

(2) any separable state σ in H1 ⊗ H2 is not a witness of λ-lifting ρ1A
#ρ2.

4 QUANTUM PROGRAMMING LANGUAGE

We recall the syntax and semantics for a quantum programming language given in [Ying 2011,
2016]. Let Var be a set of quantum variables. For each q ∈ Var , we write Hq for its state Hilbert
space.

Definition 4.1 (Syntax). Quantum programs are defined by the following syntax:

P ::= skip | P1; P2 | q := |0⟩ | q := U [q] | if (□m · M[q] =m → Pm) fi | while M[q] = 1 do P od

The initialisation q := |0⟩ sets quantum variable q to a basis state |0⟩. The statement q := U [q]
means that unitary transformation U is applied to register q. The if-statement is a quantum
generalisation of a classical case statement. In executing it, measurement M = {Mm} is performed
on q, and then a subprogram Pm is selected to be executed next according to the outcomem of
measurement. The while-statement is a quantum generalisation of the classical while loop. The
measurement in it has only two possible outcomes 0, 1; if the outcome 0 is observed then the
program terminates, otherwise the program executes the subprogram P and continues.

We write var(P) for the set of quantum variables occurring in a quantum program P . Then tensor
product HP =

⊗
q∈var(P ) Hq is the state Hilbert space of P . A configuration is a pair C = ⟨P, ρ⟩,

where P is a program or the termination symbol ↓, and ρ ∈ D≤(HP ) is a partial density operator
modeling the state of quantum variables.

Definition 4.2 (Operational Semantics). The operational semantics of quantum programs is
defined as a transition relation → by the transition rules in Fig. 1.
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(Sk) ⟨skip, ρ⟩ → ⟨↓, ρ⟩ (In) ⟨q := |0⟩, ρ⟩ → ⟨↓, ρq0 ⟩

(UT) ⟨q := U [q], ρ⟩ → ⟨↓,UρU †⟩ (SC)
⟨P1, ρ⟩ → ⟨P ′

1, ρ
′⟩

⟨P1; P2, ρ⟩ → ⟨P ′
1; P2, ρ

′⟩
(IF) ⟨if (□m · M[q] =m → Pm) fi, ρ⟩ → ⟨Pm,MmρM

†
m⟩

(L0) ⟨while M[q] = 1 do P od, ρ⟩ → ⟨↓,M0ρM
†
0 ⟩

(L1) ⟨while M[q] = 1 do P od, ρ⟩ → ⟨P ;whileM[q] = 1 do P od,M1ρM
†
1 ⟩

Fig. 1. Transition Rules. Symbol ↓ stands for termination. In rule (In), ρ
q
0 =

∑
i |0⟩q ⟨i |ρ |i⟩q ⟨0| for a given

orthonormal basis {|i⟩} ofHq . In (IF),m ranges over all possible outcomes of measurementM .

The transitions in rules (IF), (L0) and (L1) are essentially probabilistic. In both if and while

statements, a measurement is performed at the beginning, and then the program enters different
branches based on the measurement outcome. For each outcomem, the transition in (IF) happens

with probability pm = tr(M†
mMmρ), and the program state ρ is changed to ρm = MmρM

†
m/pm . In

rule (L0) and (L1) the outcome ł0ž occurs with the probability p0 = tr(M0ρM
†
0 ), and the program

terminates in state M0ρM
†
0/p0; otherwise, with the probability p1 = tr(M1ρM

†
1 ), the outcome ł1ž

occurs, the program state is changed toM1ρM
†
1/p1, and then the program executes the loop body P

and goes back to the beginning of the loop. We follow a convention suggested by Selinger [2004a] to

combine probability pm and density operator ρm into a partial density operatorMmρM
†
m = pmρm .

This convention is useful for presenting the operational semantics as a non-probabilistic transition
system, simplifying the presentation.

Definition 4.3 (Denotational Semantics). For any quantum program P , its semantic function
is the mapping JPK : D≤(HP ) → D≤(HP ) defined as follows: for every ρ ∈ D≤(HP ),

JPK(ρ) =
∑

{|ρ ′ : ⟨P, ρ⟩ →∗ ⟨↓, ρ ′⟩|} , (3)

where →∗ is the reflexive and transitive closure of →, and {| · |} denotes a multi-set.

For instance, let us consider program Q2 in our working example 1.1 with input ρ given in
equation (1). According to Definition 4.2, it has two transitions:

⟨Q2, ρ⟩ → ⟨q := Z [q], ρ0⟩ → ⟨↓, ρ ′0⟩, ⟨Q2, ρ⟩ → ⟨q := H [q], ρ1⟩ → ⟨↓, ρ ′1⟩,
where:

ρ0 = M
′
0ρM

′
0 =

1

3

(
1 1
1 1

)
, ρ ′0 = Zρ0Z =

1

3

(
1 −1
−1 1

)
,

ρ1 = M
′
1ρM

′
1 =

1

6

(
1 −1
−1 1

)
, ρ ′1 = Hρ1H =

1

3

(
0 0
0 1

)
.

According to Definition 4.3, the output is JQ2K(ρ) = ρ ′0 + ρ ′1 = 1
3

(
1 −1
−1 2

)
. Furthermore, one

can show that for any possible input ρ with trace one, programs P1, P2 in Example 1.1 have the

same output: JP1K(ρ) = JP2K(ρ) = 1
4

(
1 −1
−1 3

)
.

The soundness of some of the proof rules in probabilistic relational Hoare logic requires programs
to terminate [Barthe et al. 2009]. The same is true in the quantum setting.
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Definition 4.4. A quantum program P is called lossless, written |= P lossless, if its semantics
function JPK is trace-preserving; that is, tr(JPK(ρ)) = tr(ρ) for all ρ ∈ D≤(HP ).

For example, programs P1 and P2 in Example 1.1 are both lossless.

Remark 4.1. The lossless property of quantum loopwhileM[q] = 1 do P odwas previously studied
[Ying et al. 2013]. Let the semantic function of loop body P be given in Kraus operator-sum form:

JPK(ρ) = ∑
i EiρE

†
i .We define (super-)operator E by E(ρ) = ∑

i (M†
1E

†
i )ρ(EiM1) for every ρ. A square

matrix X is called an eigenvector of E corresponding to an eigenvalue λ if E(X ) = λX . It was shown
that the loop is lossless if and only if any eigenvector of E corresponding to an eigenvalue with modulus
1 is traceless.

5 RELATIONAL PROGRAM LOGIC

We adopt standard conventions and notations for relational program logics. For each quantum
variable q ∈ Var , we assume two tagged copies q⟨1⟩ and q⟨2⟩, and their state Hilbert spaces are
the same as that of q: Hq ⟨1⟩ = Hq ⟨2⟩ = Hq . For i = 1, 2, if X ⊆ Var , then we write X ⟨i⟩ = {q⟨i⟩ |
q ∈ X }. Furthermore, for every quantum program P with var(P) ⊆ Var , we write P ⟨i⟩ for the
program obtained by replacing each quantum variable q in P with q⟨i⟩. Also, for each operator A in
HX =

⊗
q∈X Hq , we write A⟨i⟩ for the corresponding operator of A in HX ⟨i ⟩ =

⊗
q∈X Hq ⟨i ⟩ . For

simplicity, we will drop the tags whenever they can be understood from the context; for example,
we often simply write A ⊗ B instead of A⟨1⟩ ⊗ B⟨2⟩.

5.1 Judgments and Satisfaction

Judgments in our logic are of the form

Γ ⊢ P1 ∼ P2 : A⇒ B (4)

where P1 and P2 are quantum programs, A and B are quantum predicates in HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩ ,
and Γ is a set of measurement or separability conditions. If Γ = {Σ1, ..., Σn}, then for any ρ ∈
D≤ (

HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩
)
, ρ |= Γ means ρ |= Σi for all i = 1, ...,n. We defer the definition of measure-

ment or separability condition Σi for now, simply assuming a given notion of satisfaction ρ |= Σi .
In particular, if Γ = ∅, then we simply write ⊢ P1 ∼ P2 : A⇒ B for Γ ⊢ P1 ∼ P2 : A⇒ B.

Definition 5.1. The judgment Γ ⊢ P1 ∼ P2 : A⇒ B is valid, written:

Γ |= P1 ∼ P2 : A⇒ B

if for every ρ ∈ D≤ (
HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩

)
such that ρ |= Γ, there exists a quantum coupling σ for〈

JP1K(tr ⟨2⟩(ρ)), JP2K(tr ⟨1⟩(ρ))
〉
such that

tr(Aρ) ≤ tr(Bσ ) + tr(ρ) − tr(σ ). (5)

We will often use ρ |= P1 ∼ P2 : A⇒ B as shorthand.

The above definition differs from validity in probabilistic relational Hoare logic in several ways.
Except the set Γ of measurability and separability conditions (explained below), lifting does not
appear explicitly. However, the existence of a lifting can be established from inequality (5) under
mild conditions, as we now explain. First, we note that tr(ρ) − tr(σ ) captures the non-termination
probability of the programs, as in the (non-relational) quantum program logic qPD. To see a clearer
probabilistic-quantum correspondence, let us consider the simple case where both P1 and P2 are
lossless. Then tr(ρ) − tr(σ ) = 0 and inequality (5) is simplified to tr(Aρ) ≤ tr(Bσ ), or equivalently:
for any λ > 0, ρ |=λ A ⇒ σ |=λ B. This is a real number-valued analogue of boolean-valued
proposition łρ ∈ A⇒ σ ∈ Bž. Therefore, for any λ > 0, if ρ |=λ A, then σ |=λ B and combined with
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{=B}{I ⊗ I } (Conseq) Derivation of Q1 ∼ Q2 (IF1)
q := |0⟩;∼ q := |0⟩; (Init) M ≈ M ′ |= I ⊗ I ⇒ {A00,A11}

{I ⊗ I } {SC :M ′ ≈ M ′}
{
A00 =

1

2
[I ⊗ I + (X ⊗ ZH )S(X ⊗ HZ )]

}
q := H [q];∼ skip; (UT-L) q := X [q];∼ q := Z [q]; (UT)

{I ⊗ I } {SC :M ≈ M ′}
{
B =

1

2
[I ⊗ I + (I ⊗ H )S(I ⊗ H )]

}

Q1;∼ Q2; (IF1)
{
A11 =

1

2
[I ⊗ I + (H ⊗ HH )S(H ⊗ HH )]

}
{
B =

1

2
[I ⊗ I + (I ⊗ H )S(I ⊗ H )]

}
q := H [q];∼ q := H [q]; (UT)

skip;∼ q := H [q]; (UT-R)
{
B =

1

2
[I ⊗ I + (I ⊗ H )S(I ⊗ H )]

}
{
(=sym ) = 1

2
[I ⊗ I + S]

}

Fig. 2. Verification of working example 1.1 in rqPD: P1 ∼ P2. The proof outline is shown in the left column

with side-condition labeled by SC, and the derivation of Q1 ∼ Q2 is displayed in the right column with

measurement condition.

the assumption that σ is a coupling for
〈
JP1K(tr ⟨2⟩(ρ)), JP2K(tr ⟨1⟩(ρ))

〉
, we see that σ is a witness

for λ-lifting JP1K(tr ⟨2⟩(ρ))B#JP2K(tr ⟨1⟩(ρ)).
An interesting symmetry between programs P1, P2 in our working example 1.1 can be expressed

as the following judgment:

⊢ P1 ∼ P2 : (=B) ⇒ (=sym). (6)

where precondition =B is the equality defined by the computational basis B = {|0⟩, |1⟩} of a qubit;
i.e. (=B) = span{|00⟩, |11⟩} = |00⟩⟨00| + |11⟩⟨11| [see Example 3.4 2)], and postcondition =sym is
the projector onto the symmetric space [see Example 3.4 3)]. The validity of this judgment can be
checked by the denotational semantics of P1, P2. We first observe that for any ρ ∈ D≤ (

HP1 ⊗ HP2

)
,

tr(=B ρ) ≤ tr(ρ). Moreover, we have:

JP1K(tr ⟨2⟩(ρ)) = JP2K(tr ⟨1⟩(ρ)) =
1

4

(
1 −1
−1 3

)
× tr(ρ)

by noting that tr(tr ⟨2⟩(ρ)) = tr(tr ⟨1⟩(ρ)) = tr(ρ). As shown in Example 3.4 (3), lifting JP1K(tr ⟨2⟩(ρ))
(=sym)#JP2K(tr ⟨1⟩(ρ)) holds and, suppose σ is a witness, then we have tr(=sym σ ) = tr(σ ) and
therefore, tr(=B ρ) ≤ tr(=sym σ ) as tr(ρ) = tr(σ ) according to Proposition 3.1, which actually
implies the validity of judgment (6).

In the remainder of this section, we gradually develop the proof system for our logic rqPD. At the
same time, we will see how the proof rules in rqPD can be used to verify judgment (6). For readability,
we first give a proof outline of judgment (6) in Fig. 2, where a judgment Γ ⊢ P1 ∼ P2 : A ⇒ B

derived by an inference rule R in rqPD is displayed as

{A} {SC : Γ}
P1 ∼ P2 (R)

{B}
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5.2 Basic Construct-Specific Rules

As usual, the proof system consists of two categories of rules: construct-specific rules and structural
rules. Let us start from a set of construct-specific rules that can be directly adapted from quantum
Hoare logic qPD [Ying 2011, 2016]. They include two-side rules and one-side rules given in Figs. 3
and 4, respectively. It is worth noting that all of these rules do not introduce any measurement
or separability condition. These rules are easy to understand if compared with the corresponding
rules of qPD, which are displayed in [Barthe et al. 2019], and those of probabilistic logic pRHL. For
the working example 1.1, these rules are used to prove the following judgments in Fig. 2:

(1) ⊢ q := |0⟩ ∼ q := |0⟩ : (=B) ⇒ I ⊗ I by rule (Conseq) and (Init);
(2) ⊢ q := H [q] ∼ skip : I ⊗ I ⇒ I ⊗ I by rule (UT-L);
(3) ⊢ skip ∼ q := H [q] : B ⇒ (=sym) by rule (UT-R); and
(4) ⊢ q := X [q] ∼ q := Z [q] : A00 ⇒ B and ⊢ q := H [q] ∼ q := H [q] : A11 ⇒ B by rule (UT).

As we will see in Section 6, these basic rules are already enough to verify interesting relational
properties of quantum programs, including security of quantum one-time pad.

(Skip) ⊢ Skip ∼ Skip : A⇒ A

(Init) ⊢ q1 := |0⟩ ∼ q2 := |0⟩ :
∑
i , j

(|i⟩q1 ⟨1⟩ ⟨0| ⊗ |j⟩q2 ⟨2⟩ ⟨0|)A(|0⟩q1 ⟨1⟩ ⟨i | ⊗ |0⟩q2 ⟨2⟩ ⟨j |) ⇒ A

(UT) ⊢ q1 := U1 [q1] ∼ q2 := U2 [q2] :
(
U †
1 ⊗ U †

2

)
A (U1 ⊗ U2) ⇒ A

(SC)
⊢ P1 ∼ P2 : A⇒ B ⊢ P ′

1 ∼ P ′
2 : B ⇒ C

⊢ P1; P ′
1 ∼ P2; P

′
2 : A⇒ C

(IF) ⊢ P1m ∼ P2n : Bmn ⇒ C for every (m,n) ∈ S ∀m,n : |= P1m, P2n lossless

⊢ if (□m · M1[q] =m → P1m) fi ∼ if (□n · M2[q] = n → P2n) fi :∑
(m,n)∈S

(
M†

1m ⊗ M†
2n

)
Bmn (M1m ⊗ M2n) ⇒ C

(LP)

|= while Mi [q] = 1 do Pi od lossless (i = 1, 2)
⊢ P1 ∼ P2 : B ⇒ (M10 ⊗ M20)†A(M10 ⊗ M20) + (M11 ⊗ M21)†B(M11 ⊗ M21)

⊢ whileM1[q] = 1 do P1 od ∼ whileM2[q] = 1 do P2 od :

(M10 ⊗ M20)†A(M10 ⊗ M20) + (M11 ⊗ M21)†B(M11 ⊗ M21) ⇒ A

Fig. 3. Two-sided rqPD rules. The set S in rule (IF) is a subset of the Cartesian product of the possible outcomes

of measurementsM1 and M2.

Remark 5.1. Note that in rule (IF) the branches of two case statements are not required to match
exactly. Whenever there is an one-to-one correspondence between the outcomes of measurementM1

andM2, then (IF) can be simplified to (IF-w) in Fig. 5.

5.3 Measurement Conditions

The straightforward generalisations of the proof rules for case statements and loops in qPD given in
the above subsection are not strong enough for more complicated applications of rqPD. In particular,
they do not reveal the subtle differences between the relational and non-relational properties of
quantum programs. To understand this point, let us take a closer look at derivation of the judgment
about two if statements Q1 and Q2 in Fig. 2. Let us first list all derivable judgments of possible
combinations of branches as follows:

Proc. ACM Program. Lang., Vol. 4, No. POPL, Article 21. Publication date: January 2020.



21:12 Gilles Barthe, Justin Hsu, Mingsheng Ying, Nengkun Yu, and Li Zhou

(Init-L) ⊢ q1 := |0⟩ ∼ skip :
∑
i

(
|i⟩q1 ⟨1⟩ ⟨0|

)
A
(
|0⟩q1 ⟨1⟩ ⟨i |

)
⇒ A

(UT-L) ⊢ q1 := U1 [q1] ∼ skip : U †
1AU1 ⇒ A

(IF-L) ⊢ P1m ∼ P : Bm ⇒ C for everym

⊢ if (□m ·M1[q] =m → P1m) fi ∼ P :
∑
m M†

1mBmM1m ⇒ C

(LP-L)
|= whileM1[q] = 1 do P1 od lossless ⊢ P1 ∼ skip : B ⇒ M†

10AM10 +M
†
11BM11

⊢ whileM1[q] = 1 do P1od ∼ skip : M†
10AM10 +M

†
11BM11 ⇒ A

Fig. 4. One-sided rqPD rules. We omitted the right-sides rules, which are symmetric to the ones here.

(IF-w) ⊢ P1m ∼ P2m : Bm ⇒ C for everym ∀m : |= P1m, P2m lossless

⊢ if (□m ·M1[q] =m → P1m) fi ∼ if (□m ·M2[q] =m → P2m) fi :∑
m

(
M†

1m ⊗ M†
2m

)
Bm (M1m ⊗ M2m) ⇒ C

Fig. 5. A weak rule for case statements.

(1) ⊢ q := X [q] ∼ q := Z [q] : A00 ⇒ B and ⊢ q := H [q] ∼ q := H [q] : A11 ⇒ B;
(2) ⊢ q := X [q] ∼ q := H [q] : A01 ⇒ B and ⊢ q := H [q] ∼ q := Z [q] : A10 ⇒ B

where A00,A11 and B are given as in Fig. 2 and

A01 =
1

2
[I ⊗ I + (X ⊗ HH )S(X ⊗ HH )], A10 =

1

2
[I ⊗ I + (H ⊗ ZH )S(H ⊗ HZ )].

Applying rule (IF) directly we obtain: ⊢ Q1 ∼ Q2 : A⇒ B, where

A =

1∑
i , j=0

(Mi ⊗ M ′
j )†Ai j (Mi ⊗ M ′

j ) =
©­­­«

7/8 1/8 0 0
1/8 7/8 0 0
0 0 7/8 −1/8
0 0 −1/8 7/8

ª®®®¬
.

Then, using rule (UT-L), (UT-R) and (Init) for the rest parts of the programs, we are only able to
derive ⊢ P1 ∼ P2 :

7
8 I ⊗ I ⇒ =sym . However, =B @ 7

8 I ⊗ I , so the rule (IF) is too weak to derive
judgment (6) as we desire. A similar argument shows that rules (IF-L) and (IF-R) are also too weak.
We have more examples (e.g., Example 6.1) showing that some important relational properties

cannot be verified simply using rules (IF) and (LP). The reason can be seen from the soundness
proof of (IF) and (LP) [Barthe et al. 2019], where we only use a part of the output states to construct
the coupling, so for a given postcondition, the derivable preconditions are sometimes too weak. To
resolve this issue, we need to capture more relational information between two programs. A crucial
issue in developing inference rules for relational reasoning is to guarantee that two programs P1 and
P2 under comparison execute in lockstep. In probabilistic relational Hoare logic, a side-condition
Θ ⇒ e1 = e2 is introduced for this purpose, where Θ is the precondition, e1 and e2 are the guards
in P1 and P2, respectively. In the quantum case, branching (control flow) is determined by the
measurement outcomes. So, more sophisticated rules for case analysis, loops, and conditionals in
rqPD involve measurement conditions.

Definition 5.2. LetM1 = {M1m} andM2 = {M2m} be two measurements with the same set {m}
of possible outcomes inHP1 andHP2 , respectively, and let ρ ∈ D≤ (

HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩
)
. Then we say that
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ρ satisfies M1 ≈ M2, written ρ |=M1 ≈ M2, if M1 and M2 produce equal probability distributions

when applied to ρ. That is, for allm, we have: tr(M1mtr ⟨2⟩(ρ)M†
1m) = tr(M2mtr ⟨1⟩(ρ)M†

2m).

Intuitively, the above measurement conditions mean that P1 and P2 enter the corresponding
branches with the same probability (and thus execute in lockstep).

The above definition is enough for relating measurements in case statements. But when dealing
with loops, we have to consider the measurements in the loop guards together with the loop bodies.
To address this issue, we further introduce the following definition:

Definition 5.3. Let P1 and P2 be two programs, and letM1 = {M10,M11},M2 = {M20,M21} be
boolean-valued measurements in HP1,HP2 , respectively. Then for any ρ ∈ D≤ (

HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩
)
, we

say that ρ satisfies (M1, P1) ≈ (M2, P2), written

ρ |= (M1, P1) ≈ (M2, P2),

if M1 and M2 produce equal probability distributions in iterations of P1 and P2, respectively; that is,
for all n ≥ 0:

tr[E10 ◦ (JP1K ◦ E11)n(tr ⟨2⟩(ρ))] = tr[E20 ◦ (JP2K ◦ E21)n(tr ⟨1⟩(ρ))] (7)

where Ei j (·) = Mi j (·)M†
i j for i = 1, 2 and j = 0, 1.

In the above definition, equation (7) is required to hold for all n ≥ 0 (and thus, for infinitely
many n). But the next lemma shows that it can be actually checked within a finite number of steps
when the state Hilbert spaces are finite-dimensional, as in our setting. Therefore, an algorithm for
checking the measurement condition (M1, P1) ≈ (M2, P2) can be designed and incorporated into
the tools (e.g. theorem prover) implementing our logic in the future.

Lemma 5.1. Let di = dimHPi (i = 1, 2). If (7) holds for any 0 ≤ n ≤ d21 + d
2
2 − 1, then it holds for

all n ≥ 0.

Note that a branching structure appears after a measurement is performed. To describe it, we
introduce the following:

Definition 5.4. Let M1 = {M1m} and M2 = {M2m} be as in Definition 5.2, and let A and Bm be
quantum predicates inHP1 ⟨1⟩ ⊗ HP2 ⟨2⟩ .We define:

M1 ≈ M2 |= A⇒ {Bm}

if for any ρ |= M1 ≈ M2, and for each m, there exists a coupling σm for
〈
M1mtr ⟨2⟩(ρ)M†

1m,

M2mtr ⟨1⟩(ρ)M†
2m

〉
such that

tr(Aρ) ≤ tr
(∑

m

Bmσm

)
. (8)

For the working example 1.1, one may checkM ≈ M ′ |= I ⊗I ⇒ {A00,A11} as shown in Fig. 2. To
see this, suppose ρ |=M ≈ M ′. Form = 0,M0tr ⟨2⟩(ρ)M0 = p0 |0⟩⟨0| andM ′

0tr ⟨1⟩(ρ)M ′
0 = p0 |+⟩⟨+|

with parameter p0 = tr(M0tr ⟨2⟩(ρ)M0), and it is straightforward to check σ0 = p0 |0⟩⟨0| ⊗ |+⟩⟨+|
is a witness of lifting (M0tr ⟨2⟩(ρ)M0)A00

#(M ′
0tr ⟨1⟩(ρ)M ′

0), which leads to tr(A00σ0) = p0. Similar
arguments hold for m = 1, with p1 = tr(M1tr ⟨2⟩(ρ)M1), witness σ1 = p1 |1⟩⟨1| ⊗ |−⟩⟨−| and
tr(A11σ1) = p1. Observe that tr(I ⊗ I ρ) = tr(ρ) and tr(ρ) = p0 + p1. Thus, we conclude that
tr(I ⊗ I ρ) = tr(A00σ0) + tr(A11σ1).
A one-side variant of the above definition will also be useful.
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(IF1) M1 ≈ M2 |= A⇒ {Bm} ⊢ P1m ∼ P2m : Bm ⇒ C for everym

M1 ≈ M2 ⊢ if (□m · M1[q] =m → P1m) fi ∼ if (□m · M2[q] =m → P2m) fi : A⇒ C

(LP1) M1 ≈ M2 |= A⇒ {B0,B1} ⊢ P1 ∼ P2 : B1 ⇒ A

(M1, P1) ≈ (M2, P2) ⊢ whileM1[q] = 1 do P1od ∼ whileM2[q] = 1 do P2 od : A⇒ B0

(IF1-L) M1 ≈ I2 |= A⇒ {Bm} ⊢ P1m ∼ P : Bm ⇒ C for everym

⊢ if (□m · M1[q] =m → P1m) fi ∼ P : A⇒ C

(LP1-L)

|= whileM1[q] = 1 do P1 od lossless
M1 ≈ I2 |= A⇒ {B0,B1} ⊢ P1 ∼ skip : B1 ⇒ A

⊢ whileM1[q] = 1 do P1 od ∼ skip : A⇒ B0

Fig. 6. More rules for case statements and loops. We omitted the right-sides rules, which are symmetric to

the ones displayed here. In (LP1-L),M10 andM11 only apply on the Hilbert space of the left program, that is,

e.g.,M10 is an abbreviation ofM10 ⊗ I2.

Definition 5.5. Let M1 = {M1m}, A and Bm be as in Definition 5.4. We define

M1 ≈ I2 |= A⇒ {Bm},
where I2 stands for the identity operator in HP2 , if for any ρ ∈ D≤ (

HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩
)
, and for

each m, there exist ρ2m ∈ D≤ (
HP2 ⟨2⟩

)
and a coupling σm for

〈
M1mtr ⟨2⟩(ρ)M†

1m, ρ2m

〉
such that∑

m ρ2m = tr ⟨1⟩(ρ) and
tr(Aρ) ≤ tr

(∑
m

Bmσm

)
. (9)

Similarly, we can define I1 ≈ M2 |= A⇒ {Bm}, where I1 is the identity operator in HP1 .
Now we are ready to present our new rules for case statements and loops in Fig. 6. As pointed

out in the Introduction, synchronous rules in non-probabilistic relational Hoare logic RHL and
probabilistic logic pRHL for control-flow constructs (conditionals and loops) require that the two
programs under comparison execute in lockstep. The control flows of quantum programs studied
in this paper are determined by the outcome of measurements. Thus, measurement conditions
M1 ≈ M2 and (M1, P1) ≈ (M2, P2) in our rules (IF1) and (LP1) and their one-side variants are
introduced to warrant that the two programs execute in lockstep; more precisely, they enter the
same branch in their control flows with equal probabilities.

Using rule (IF1), we are able to derive M ≈ M ′ ⊢ Q1 ∼ Q2 : I ⊗ I ⇒ B for our working example,
shown in Fig. 2. Also in Example 6.1, correctness of Quantum Bernoulli Factory is verified using
(LP1) while (LP) is too weak to derive the desired judgment.

Comparison between Rules (IF), (LP) and (IF1), (LP1): A careful comparison between the
rules without and with measurement conditions is helpful for us to determine where the rules with
measurement conditions are needed.

(1) First, we notice that the appearance of the special case (IF-w) of (IF) is similar to (IF1). Indeed,
whenever the measurement conditions are true and each branch is terminating, then (IF1)

degenerates to (IF-w) provided we set: A =
∑
m

(
M†

1m ⊗ M†
2m

)
Bm (M1m ⊗ M2m) . However,

this choice of A is much weaker than the best possible choice. To see this, suppose ρ is

a coupling of inputs that satisfy the premises, and let ρ1m = M1mtr2(ρ)M†
1m and ρ2m =

M2mtr1(ρ)M†
2m for allm. Actually, (IF-w) uses

∑
m ρ1m ⊗ ρ2m as part of the coupling of the

output states to derive the precondition. However, this state represents only 1/d of the output
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in general, where d is the dimension of the quantum register being measured. More precisely,
the set {(M1m ⊗ M2m)}m is a part of quantum measurementM1 ⊗M2 = {(M1m ⊗ M2n)}m,n

and only contains about 1/d measurement operators ofM1 ⊗ M2. Consequently, the trace
of the coupling state (probability of occurrence) is smaller than possible, which leads to a
weaker precondition.

(2) The above defect was remedied in the general rule (IF) by allowing all possible combinations
(m,n) rather than only diagonal (m,m). But there is another issue that sometimes prevents
(IF) to derive relational properties as strong as those by (IF1). As can be seen in its soundness
proof, (IF) simply relates two programs in a manner of tensor product, which does not
captures the possible correlation between these programs. Recall that in probabilistic logic
pRHL, coupling was introduced to warrant that two programs be executed in a lockstep
manner so that sharing randomness can be achieved. The rule (IF1) is proposed for the same
purpose and can be used to reason about stronger relational properties of quantum programs,
as shown in Example 1.1 as well as Example 6.1. On the other hand, whenever a strong
correlation between two programs does not exist or is unnecessary for our purpose (see for
instance, Example 6.5 - quantum one-time pad), we prefer to use (IF) because it is simpler.

(3) The same argument applies to the rules (LP) and (LP1) for loops.

5.4 Separability Conditions

We now turn to the structural rules for our logic rqPD. The rules (Conseq), (Weaken) and (Case)
of probabilistic relation Hoare logic (pRHL) can be straightforwardly generalised to the quantum
setting and are shown in Fig. 7. In (Conseq), we use the Löwner order between quantum predicates
(Hermitian operators) in place of boolean implication. The meanings of rules (Weaken) and (Case)
are obvious. However, the (Frame) rule requires special care.

(Conseq) Γ ⊢ P1 ∼ P2 : A
′ ⇒ B′ A ⊑ A′ B′ ⊑ B

Γ ⊢ P1 ∼ P2 : A⇒ B

(Weaken) Γ ⊆ Γ
′

Γ ⊢ P1 ∼ P2 : A⇒ B

Γ′ ⊢ P1 ∼ P2 : A⇒ B

(Case) Γ ⊢ P1 ∼ P2 : Ai ⇒ B (i = 1, ...,n) {pi } is a probability distribution

Γ ⊢ P1 ∼ P2 :
∑n

i=1 piAi ⇒ B

(Frame) Γ ⊢ P1 ∼ P2 : A⇒ B

Γ ∪ {[V , var(P1, P2)]} ⊢ P1 ∼ P2 : A ⊗ C ⇒ B ⊗ C

Fig. 7. Structural rqPD rules. In (Conseq), ⊑ stands for the Löwner order between operators. In (Frame),

V
⋂

var(P1, P2) = ∅ and C is a quantum predicate in HV .

A typical difficulty in reasoning about a quantum system is entanglement between its subsys-
tems. The notions of bipartite separability and entanglement considered in Subsection 3.3 can be
generalised to the case of more than two subsystems. A partial density operator ρ in

⊗n
i=1 Hi

is separable between Hi (i = 1, ...,n) if there exist partial density operators ρmi ∈ D≤(Hi ) such
that ρ =

∑
m

(⊗n
i=1 ρmi

)
. The following separability condition can be introduced to specify that

certain entanglement is not provided (as a resource) or not allowed (e.g. between an adversary and
a storage containing sensitive information).

Definition 5.6. Let P1, P2 be two programs and Σ = [X1, ...,Xn] a partition of var(P1⟨1⟩) ∪
var(P2⟨2⟩). Then we say that a state ρ ∈ D≤ (

HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩
)
satisfies separability condition Σ,

written ρ |= Σ, if ρ is separable between HXi
(i = 1, ...,n).
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(SC+)
Γ ⊢ P1 ∼ P2 : A⇒ B ∆ ⊢ P ′

1 ∼ P ′
2 : B ⇒ C Γ

(P1,P2)
|= ∆

Γ ⊢ P1; P ′
1 ∼ P2; P

′
2 : A⇒ C

Fig. 8. Strong sequential rule

With the above definition, we can define the (Frame) rule for quantum programs in Fig. 7 where
a separability condition between the programs P1, P2 and the new predicate C . Recall that in
probabilistic logic pRHL, the frame rule allows an assertion C to be carried from the precondition
through to the postcondition. The validity of the frame rule is based on the assumption that the
two programs P1 and P2 cannot modify the (free) variables in C; or mathematically speaking,
var(P1, P2) ∩ var(C) = ∅. In the quantum setting, however, the syntactic disjointness between
var(P1, P2) and var(C) is not enough. Indeed, an entanglement can occur between them even if they
are disjoint, and some properties of the subsystem denoted by the variables inC can be changed by
certain actions, say measurements of P1 or P2. So, the separability condition Γ = [V , var(P1, P2)]
is introduced in the conclusion part of the frame rule to exclude such an entanglement between
P1, P2 and C , where V is the set of quantum variables appearing in C .

5.5 Entailment between Side-Conditions

In the above two subsections, measurement and separability conditions are introduced into our
logic rqPD. But the (SC) rule for sequential composition in Fig. 3 does not contain these conditions.
So, it must be accordingly strengthened to accommodate the propagation of measurement and
separability conditions. To this end, we need the following:

Definition 5.7. Let Γ,∆ be two sets of measurement or separability conditions, and P1, P2 two
programs. We say that ∆ is couple-entailed by Γ through (P1, P2), written

Γ

(P1,P2)
|= ∆, (10)

if for any ρ |= Γ, whenever σ is a coupling for
〈
JP1K

(
tr ⟨2⟩(ρ)

)
, JP2K

(
tr ⟨1⟩(ρ)

)〉
, then σ |= ∆.

Using the above definition, a strengthened version of (SC) is presented as rule (SC+) in Fig. 8.
Let us go back to the working example 1.1. After a direct calculation, we are able to show

∅
(q:= |0⟩,q:= |0⟩)

|= M ′ ≈ M ′ and M ′ ≈ M ′
(q:=H [q],skip)

|= M ≈ M ′
.

Now, using rule (SC+) we can combine all the segment judgments shown in last few sections
together to reason about judgment (6), as shown in Fig. 2.
In general, it is not easy to use this rule because it is hard to check a side condition of the

form (10). However, in most of the applications, we do not need the full power of (SC+) because
most of conditionals and loops can be dealt with by using (IF) and (LP) where no measurement
conditions are introduced and thus Γ = ∆ = ∅, and (IF1) and (LP1) are only employed for a few
times. In particular, if we only need (IF1) or (LP1) to reason about a single conditional or loop,
then ∆ = ∅ and side condition (10) is trivially valid; for instance, Example 6.1 is actually this case.
The difficulty of applying (SC+) will arise only when (IF1) and (LP1) are needed to reason about
many conditionals and loops. In the case of finite-dimensional state Hilbert spaces, for a large
class of quantum programs, this difficulty can be significantly eased by a back-tracking strategy
for collecting a set of measurement or separability conditions at the beginning of a sequence of
consecutive judgments in order to warrant that all side-conditions of the form (10) are valid. An
elaboration of this strategy is given in [Barthe et al. 2019].
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5.6 Auxiliary Rules for GeneralQuantum Operations

Our programming language only contains two simple kinds of quantum operations: unitary trans-
formations and quantum measurements. Also, the post-measurement states are recorded in the
semantics so that the dimension of the state Hilbert space is fixed. In applications, however, it is often
convenient to apply general quantum operations; for example, quantum noises and communication
channels. Principally, a general quantum operation can be implemented by unitary transforma-
tions and measurements through introducing ancilla systems and discarding post-measurement
states (see [Nielsen and Chuang 2002], Section 8.2.2 for the system-environment model). But the
implementations are usually quite complicated. So, for convenience, we choose to expand the
programming language by explicitly adding program constructs of the form:

P ::= q := E[q] (11)

where E is a general quantum operation. Mathematically, E is modelled as trace-preserving super-
operator with Hilbert space Hq as its domain, but its codomain can be a different Hilbert space,
even with a different dimension, e.g. Hq\q′ or Hq∪q′ . It is well-known that a super-operator E can

be represented by a set of operators {Ei } (Kraus operator-sum representation): E(ρ) = ∑
i EiρE

†
i

for every state ρ inHq .
The operational semantics of program q := E[q] is defined by the following transition rule:

⟨q := E[q], ρ⟩ → ⟨↓, E(ρ)⟩.
Based on this, the denotational semantics of quantum programs containing super-operators can be
defined in the same way as Definition 4.3, provided allowing that the domain and codomain of the
semantic function of a quantum program can be different.
We present three inference rules for general quantum operations in Fig. 9, generalising rules

(UT), (UT-L) and (UT-R), respectively.

(SO) ⊢ q1 := E1 [q1] ∼ q2 := E2 [q2] :
(
E∗
1 ⊗ E∗

2

)
(A) ⇒ A

(SO-L) ⊢ q1 := E1 [q1] ∼ skip : E∗
1(A) ⇒ A

Fig. 9. Rules for trace-preserving super-operators (quantum operations). We use E∗ to denote the dual of
super-operator E; that is, E∗(A) = ∑

i E
†
i AEi if E(ρ) =

∑
i EiρE

†
i . Rule (SO-R) is symmetric to (SO-L).

Remark 5.2. It is worth mentioning that allowing different dimensions of the domain and codomain
of E in (11) has a benefit; that is, it enables us to introduce auxiliary quantum variables or discard
a quantum variable. The construct of introducing auxiliary variables can be defined as cylinder
extension, i.e. tensor product with the identity operator of the state Hilbert space of the auxiliary
variables (divided by its dimension for normalisation), and the construct of discarding a quantum
variable q ∈ q is indeed included in Selinger’s quantum programming language QPL [Selinger 2004b].
It can be defined as a partial trace Tr[q], with its semantics described as a special super-operator:
E(ρ) = ∑

i ⟨i |ρ |i⟩ ∈ D(Hq\{q }) for any ρ ∈ D(Hq), where {|i⟩} is an orthonormal basis of Hq . Then
rules (SO) and its one-side variants (SO-L), (SO-R) warrant that introducing auxiliary variables and
discarding a variable can be safely done in relational reasoning.

5.7 Soundness Theorem

We can prove that our proof system is sound with respect to validity of judgments. The proof of
soundness is given in the complete version of this paper [Barthe et al. 2019].
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Theorem 5.1 (Soundness). Derivable judgments are valid:

Γ ⊢ P1 ∼ P2 : A⇒ B =⇒ Γ |= P1 ∼ P2 : A⇒ B

Completeness of relational logics is a challenging problem. In the deterministic setting, relational
Hoare logic can be shown to be relatively complete for terminating programs provided it includes
sufficiently many one-sided rules. Relative completeness fails for probabilistic relational Hoare
logic; a further potential complication is that the coupling method Ð upon which probabilistic
relational Hoare logic builds Ð is itself not complete for proving convergence Markov chains
[Anil Kumar and Ramesh 2001].

6 EXAMPLES

In this section, we give several examples to illustrate the power of rqPD. We mainly show how
their relational properties can be formally specified as rqPD judgments. Due to the limited space,
only a proof outline of the first example is given, and the formal derivations of other judgments are
deferred to [Barthe et al. 2019].

6.1 Symmetry between Simple Programs

Let us start from our working example 1.1. In last section, we already proved judgment (6) in our
logic rqPD. A symmetry between programs P1 and P2 modelled by judgment (6) is more interesting
than their similarity we can observe at the first glance. It worth noting that two different kinds of
łquantum equalityž are used in the precondition and postcondition. To understand this judgment
better, let recall Proposition 3.2, which give us an intuition of what=B and=sym mean. The judgment
tell us that, if the inputs of P1 and P2 are the same, then the outputs are also same, or in other words,
program P1 and P2 are actually equal.

Remark 6.1. As discussed before, rule (IF1) is necessary to derive judgment (6) while using rule
(IF-w) or more general (IF) is impossible to prove it. A strong correlation between two programs can be
detected only if we run them in a lockstep manner. This is why rule (IF1) works. However, (IF) only
requires that two programs run simultaneously while lockstep is not guaranteed. Therefore, it is not
surprising to see (IF) fails here.

6.2 Uniformity

An elegant characterisation of uniform probability distribution with coupling was given in [Barthe
et al. 2017]. Unfortunately, the characterisation does not directly carry over to the quantum setting.
In this subsection, we show how an alternative approach based on quantum coupling can be
used to describe uniformity in quantum systems. Let H be a Hilbert space and B = {|i⟩} be an
orthonormal basis of H . For each i , we write Mi = |i⟩⟨i |. Then the measurement in basis B is
defined as MB = {Mi }.

Definition 6.1. A density operator ρ in H with d = dimH is called uniform in basis B if the
outcome of measurementMB on ρ is uniformly distributed; i.e. for every i ,

pi = tr(Miρ) = ⟨i |ρ |i⟩ = 1

d
.

The following proposition gives a characterization of uniformity of a program’s outputs in terms
of quantum coupling.

Proposition 6.1 (Uniformity by coupling). Let P be a quantum program, B = {|i⟩} be an
orthonormal basis ofHP and d = dimHP . Then the following three statements are equivalent:

(1) for any input density operator ρ in HP , output JPK(ρ) is uniform in basis B;
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(2) for any basis state |i⟩ in B,

|= P ∼ P :
I ⊗ I

d
⇒ |i⟩⟨i | ⊗ I (12)

where I is the identity operator inHP ;
(3) for any basis state |i⟩ in B,

[var(P ⟨1⟩), var(P ⟨2⟩)] |= P ∼ P :=eC ⇒ |i⟩⟨i | ⊗ I (13)

where C = {|j⟩} is an arbitrary orthonormal basis ofHP , and the equality operator =
e
C is defined

to be |Φ⟩⟨Φ|, where Φ is the maximally entangled state |Φ⟩ = 1√
d

∑
j |jj⟩. More precisely, =eC is

(the projection onto) the one-dimensional subspace spanned by the maximally entangle state
|Φ⟩. It is interesting to see that in judgment (13), a separability condition is enforced on inputs,
but entanglement appears in the precondition =eC . This suggests that entanglement cannot be
avoid in such a characterisation of uniformity.

Now, we consider uniformity for a concrete quantum protocol. The Bernoulli factory (BF) [Keane
and O’Brien 1994] is a protocol for random number generation. It uses a coin with an unknown
probability p of heads to simulate a new coin that has probability f (p) of heads for a given function
f : [0, 1] → [0, 1]. The Quantum Bernoulli factory (QBF) [Dale et al. 2015] also generates classical
randomness (e.g., a biased coin with probability f (p)), but it uses quantum coins instead of classical
coins. Interestingly, QBF can simulate a strictly larger class of functions f than those simulated by
BF. As a direct application of the above proposition, we can verify a simplified version of quantum
Bernoulli factory in our logic.

Example 6.1 (SimplifiedQuantum Bernoulli Factory). Suppose we have a two-qubit system
with state Hilbert spaceHqx ⊗Hqy and an initial state |0⟩qx |0⟩qy . We are allowed to perform projective
measurement M = {M0,M1}:
M0 = |0⟩qx ⟨0| ⊗ |1⟩qy ⟨1| + |1⟩qx ⟨1| ⊗ |0⟩qy ⟨0|, M1 = |0⟩qx ⟨0| ⊗ |0⟩qy ⟨0| + |1⟩qx ⟨1| ⊗ |1⟩qy ⟨1|

and apply a givenÐbut unknownÐone-qubit unitary transformation U such that 0 < |⟨0|U |0⟩| < 1
on system x or y.2 How can we produce the uniform state 1

2 Iqx ? The following quantum program
accomplishes this task:

QBF ≡ qx := |0⟩; qy := |0⟩; whileM[qx ,qy ] = 1 do qx := U [qx ]; qy := U [qy ] od; Tr[qy ]
where Tr stands for the partial trace over system qy .

Note that state 1
2 Iqx is the only density operators being uniform in any orthonormal basis B.

With Proposition 6.1, QBF can be verified by proving that for any |ψ ⟩ ∈ Hqx :

|= QBF ∼ QBF :
1

2
Iqx ⊗ Iqy ⊗ Iq′x ⊗ Iq′y ⇒ |ψ ⟩qx ⟨ψ | ⊗ Iq′x . (14)

Since this judgment is valid for all |ψ ⟩, the output is uniform in all basis so the output state must
be 1

2 Iqx .
It is worth pointing out that rule (LP1) plays an essential role in the proof. All registers are

initialised before the loop and therefore, we are able to run two of the same QBF in a lockstepmanner.
Thus, rule (LP) is too weak to derive judgment (14). Rule (SO) is also needed in the verification of
(14) because Tr[qy ] appears at the end of QBF. Indeed, if we do not trace out system qy at the end,

then QBF outputs the Bell state 1√
2
(|0⟩qx |1⟩qy + |1⟩qx |0⟩qy ). This fact can also be realized in our

logic. Moreover, it implies that our program QBF is not a trivial generalisation of classical Bernoulli
factory because it is capable of producing the maximally entangled state.

2In the classical BF, this condition means that the coin must be non-trivialÐit cannot always return 0 or always return 1.
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6.3 Quantum Teleportation

Now we consider a more sophisticated example. Quantum teleportation [Bennett et al. 1993] is
arguably the most famous quantum communication protocol. With it, quantum information (e.g.
the exact state of an atom or a photon) can be transmitted from one location to another, only
through classical communication, but with the help of previously shared entanglement between
the sender and the receiver. The correctness of quantum teleportation has been formally verified by
several different methods in the literature, e.g. using categorical formalism of quantum mechanics
[Abramsky and Coecke 2004]. Our logic provides a new way for verifying the correctness of
quantum teleportation; more importantly, it can be used to verify the reliability of quantum
teleportation against various kinds of quantum noise. To the best of our knowledge, this is the first
formal verification of its reliability.

Example 6.2. Suppose that Alice possesses two qubits p,q and Bob possesses qubit r , and there is
entanglement, i.e. the EPR (Einstein-Podolsky-Rosen) pair: |β00⟩ = 1√

2
(|00⟩ + |11⟩) between q and r .

Then Alice can send an arbitrary qubit state |ψ ⟩ = α |0⟩ + β |1⟩ to Bob, i.e. from p to r , by two-bit
classical communication (for detailed description, see [Nielsen and Chuang 2002], Section 1.3.7). If we
regard p as the input state and r the output state, then this protocol can be modeled by a quantum
program:

QTEL ≡ q := |0⟩; r := |0⟩; q := H [q]; q, r := CNOT[q, r ]; p,q := CNOT[p,q]; p := H [p];
if (M[q] = 0 → skip □ 1 → r := X [r ]) fi;
if (M[p] = 0 → skip □ 1 → r := Z [r ]) fi

where H is the Hadamard gate, X and Z are the Pauli gates, CNOT is the controlled-NOT:

CNOT =

(
I 0
0 X

)
,

I , 0 are the 2 × 2 unit and zero matrices, respectively, andM is the measurement in the computational
basis, i.e.M = {M0,M1}, whereM0 = |0⟩⟨0|,M1 = |1⟩⟨1|.

6.3.1 Correctness of Quantum Teleportation. In this subsection, we show how our logic can be
used to verify the correctness of quantum teleportation. The correctness of QTEL can be described
as the judgment:

|= QTEL ∼ skip : (=B) ⇒ (=B), (15)

where B = {|ψ ⟩, |ϕ⟩} is an arbitrary othornormal basis of the state Hilbert space of a qubit, and
(=B) = |ψ ⟩|ψ ⟩⟨ψ |⟨ψ | + |ϕ⟩|ϕ⟩⟨ϕ |⟨ϕ | is the projector onto the subspace span{|ψ ⟩|ψ ⟩, |ϕ⟩|ϕ⟩} [see
Example 3.4 (2)]. Indeed, for any input states ρ, there always exists an orthonormal basis B such
that ρ(=B)#ρ, and we assume that a witness for this lifting is σ . From judgment (15), we know
that there exists a coupling σ ′ for

〈
JQTELK(ρ), JskipK(ρ)

〉
such that tr(=B σ ′) ≥ tr(=B σ ) = 1. So,

σ ′ is a witness of lifting: JQTELK(ρ)(=B)#JskipK(ρ), which, together with Proposition 3.2, implies
JQTELK(ρ) = JskipK(ρ) = ρ.
Interestingly, the correctness of QTEL can also be described as the following judgment:

|= QTEL ∼ skip : (=sym) ⇒ (=sym) (16)

using a different equality =sym, that is, the projector onto the symmetric subspace [see Example 3.4
(3)]. A similar argument shows that for any input ρ, we have JQTELK(ρ) = JskipK(ρ) = ρ.

The proof of these two judgments are somewhat easy. Unlike the previous two examples, the
basic construct-specific rule (IF-L) is enough to derive the results.
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6.3.2 Reliability of Quantum Teleportation. In this subsection, we further show that our logic can
be used to deduce not only correctness but also reliability of quantum teleportation when its actual
implementation suffers certain physical noise.
Quantum noise are usually modelled by super-operators, a more general class of quantum

operations than unitary transformations.

Example 6.3 (Noise of Qubits, [Nielsen and Chuang 2002], Section 8.3).

(1) The bit flip noise flips the state of a qubit from |0⟩ to |1⟩ and vice versa with probability 1 − p,
and can be modelled by super-operator:

EBF (ρ) = E0ρE0 + E1ρE1 (17)

for all ρ, where

E0 =
√
pI =

√
p

(
1 0
0 1

)
E1 =

√
1 − pX =

√
1 − p

(
0 1
1 0

)
.

(2) The phase flip noise can be modelled by the super-operator EPF with

E0 =
√
pI =

√
p

(
1 0
0 1

)
E1 =

√
1 − pZ =

√
1 − p

(
1 0
0 −1

)
.

(3) The bit-phase flip noise is modelled by the super-operator EBPF with

E0 =
√
pI =

√
p

(
1 0
0 1

)
E1 =

√
1 − pY =

√
1 − p

(
0 −i
i 0

)
.

where X ,Y ,Z are Pauli matrices.

We sometimes write the bit flip super-operators as EBF (p) in order to explicitly specify the flip
probability p. The same convention is applied to the phase flip EPF and bit-phase flip EBPF .

Example 6.4. If the bit flip noise occurs after the Hadamard gates on both qubit p and q, then the
teleportation programs becomes:

QTELBF ≡ q := |0⟩; r := |0⟩; q := H [q];q := EBF [q]; q, r := CNOT[q, r ];
p,q := CNOT[p,q]; p := H [p];p := EBF [p];
if (M[q] = 0 → skip □ 1 → r := X [r ]) fi;
if (M[p] = 0 → skip □ 1 → r := Z [r ]) fi

where EBF is the bit flip super-operator. Moreover, we write QTELPF and QTELBPF for the phase flip
and bit-phase flip occurring at the same positions.

Now the reliability of QTEL with the different noisesÐbit flip, phase flip and bit-phase flipÐis
modelled by the judgments:

|= QTELBF ∼ QTEL : EPF (p)(|ψ ⟩p ⟨ψ |) ⊗ |ψ ⟩p′ ⟨ψ | ⇒ |ψ ⟩r ⟨ψ | ⊗ |ψ ⟩r ′ ⟨ψ |, (18)

|= QTELPF ∼ QTEL : EPF (p)(|ψ ⟩p ⟨ψ |) ⊗ |ψ ⟩p′ ⟨ψ | ⇒ |ψ ⟩r ⟨ψ | ⊗ |ψ ⟩r ′ ⟨ψ |, (19)

|= QTELBPF ∼ QTEL : EPF (p2 + (1 − p)2)(|ψ ⟩p ⟨ψ |) ⊗ |ψ ⟩p′ ⟨ψ | ⇒ |ψ ⟩r ⟨ψ | ⊗ |ψ ⟩r ′ ⟨ψ |. (20)

To understand these judgments better, let us choose pure state |ψ ⟩ as the input of both QTELBF
andQTEL as an example. The correctness of QTEL has been verified and therefore, JQTELK(|ψ ⟩⟨ψ |) =
|ψ ⟩⟨ψ |.We assume that JQTELBFK(|ψ ⟩⟨ψ |) = ρ. There exists a unique coupling ρ ⊗ |ψ ⟩⟨ψ | for the
outputs ⟨ρ, |ψ ⟩⟨ψ |⟩, and according to the judgment (18), we know that:

tr(EPF (p)(|ψ ⟩p ⟨ψ |) ⊗ |ψ ⟩p′ ⟨ψ | · |ψ ⟩p ⟨ψ | ⊗ |ψ ⟩p′ ⟨ψ |) ≤ tr(|ψ ⟩r ⟨ψ | ⊗ |ψ ⟩r ′ ⟨ψ | · ρ ⊗ |ψ ⟩r ′ ⟨ψ |);
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that is, ⟨ψ |ρ |ψ ⟩ ≥ p + (1 − p)|⟨ψ |Z |ψ ⟩|2.Whenever p is close to 1, then ρ is also close to |ψ ⟩⟨ψ |,
and this is what reliability actually means.
Judgemens (18), (19) and (20) can be verified in our logic rqPD using rule (SO-L) for general

quantum operations and rule (IF) for all pairwise comparisons.

6.4 Quantum One-Time Pad

In this subsection, we show that our logic can be used to specify and verify correctness and security
of a basic quantum encryption scheme, namely the quantum one-time pad (QOTP) [Boykin and
Roychowdhury 2003; Mosca et al. 2000]. Similar to the classical one-time pad, it uses a one-time
pre-shared secret key to encrypt and decrypt the quantum data, providing the information-theoretic
security. We first consider the simplest case, for protecting one-qubit data.

Example 6.5. The QOTP scheme includes three parts: key generation KeyGen, encryption Enc and
decryption Dec, which can be written as programs:

KeyGen ≡ a := |0⟩;b := |0⟩; a := H [a];b := H [b];
if M[a,b] = 00 → skip □ 01 → skip

□ 10 → skip □ 11 → skip

fi

Enc ≡ Dec ≡ if M[a,b] = 00 → skip □ 01 → p = Z [p]
□ 10 → p = X [p] □ 11 → p = Z [p];p = X [p]

fi

DisKey ≡ Tr[a];Tr[b]

Here, registers a and b are used as the secret key, and measurement

M = {M00 = |00⟩ab ⟨00|,M01 = |01⟩ab ⟨01|,M10 = |10⟩ab ⟨10|,M11 = |11⟩ab ⟨11|}

is introduced to detect the value of secret key, which has two-bit classical outcome. Register p is the
input quantum data which we want to protect. H is the Hadamard gate and X ,Z are Pauli gates as
usual. As the secret key is not considered when analysing the correctness and security of the protocol,
we further introduce DisKey to discard the key.

6.4.1 Correctness of Quantum One-Time Pad. The correctness of QOTP can be formulated as the
following judgment:

⊢ KeyGen;Enc;Dec;DisKey ∼ skip : (=sym) ⇒ (=sym). (21)

where =sym represents the projector onto the symmetric space. By an argument similar to that
for the correctness of quantum teleportation in Section 6.3.1, we can show that if judgment (21) is
valid, then for any possible input ρ of register p,

JKeyGen;Enc;Dec;DisKeyK(ρ) = JskipK(ρ) = ρ;

that is, the input state is the same as the output after QOTP.
Judgment (21) can be verified mainly with rule (IF-L). But note that the initialisations of registers

a and b are regarded as the creation of new local qubits. So, rules (SO-L) and (SO-R) are needed
here instead of (Init-L).
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6.4.2 Security ofQuantum One-Time Pad. Using the characterisation of uniformity given in Section
6.2, we may verify the security of QOTP by proving that for any |ψ ⟩ ∈ Hp :

⊢ KeyGen;Enc;DisKey ∼ KeyGen;Enc;DisKey :
Ip ⊗ Ip′

2
⇒ |ψ ⟩p ⟨ψ | ⊗ Ip′ . (22)

In fact, if judgment (22) is valid for all |ψ ⟩, then the output is uniform in all bases; that is, the output
of register p is 1

2 Ip , which is actually the maximally mixed state and nothing can be inferred from
it. To derive this judgment, we need rule (SO) and (IF-w).

6.4.3 General Quantum One-Time Pad. Now let us generalise Example 6.5 to the general case for
protecting n-qubit data. In this case, QOTP can be written as the following quantum program:

KeyGen(n) ≡ a1 := |0⟩; · · · ;an := |0⟩;b1 := |0⟩; · · · ;bn := |0⟩;
a1 := H [a1]; · · · ;an := H [an];b1 := H [b1]; · · · ;bn := H [bn];
if (□x1z1 · M[a1,b1] = x1z1 → skip) fi;
.
.
.

if (□xnzn · M[an,bn] = xnzn → skip) fi
Enc(n) ≡ Dec(n) ≡ if (□x1z1 · M[a1,b1] = x1z1 → p1 = Z

z1 [p1]; p1 = X x1 [p1]) fi;
.
.
.

if (□xnzn · M[an,bn] = xnzn → pn = Z
zn [pn]; pn = X xn [pn]) fi

DisKey(n) ≡ Tr[a1]; · · · ;Tr[an];Tr[b1] · · · ;Tr[bn]

Again, if we regard register p̄ = p1, · · · ,pn as the input and output of QOTP and consider the trivial
program skip with the duplicated register p̄ ′ = p ′1, · · · ,p ′n , then the judgment

⊢ KeyGen(n);Enc(n);Dec(n);DisKey(n) ∼ skip : (=sym) ⇒ (=sym). (23)

is derivable using the basic rules of logic rqPD, where =sym is the projector onto the symmetric
space between p̄ and p̄ ′. Indeed, this judgment implies the correctness of QOTP; that is, the input
and output quantum data on register p̄ = p1, · · · ,pn (might be entangled) are conserved. Similarly,
we can also prove that for any |ψ ⟩ ∈ Hp̄ :

|= KeyGen(n);Enc(n);DisKey(n) ∼ KeyGen(n);Enc(n);DisKey(n) :
Ip̄ ⊗ Ip̄′

2n
⇒ |ψ ⟩p̄ ⟨ψ | ⊗ Ip̄′ .

(24)

The above judgment actually implies the output after the encryption is the maximally mixed state
and it is impossible for the eavesdropper to obtain any information about the quantum data.

7 REASONING ABOUT PROJECTIVE PREDICATES

The logic rqPD was developed for reasoning about the equivalence between quantum programs
with respect to general preconditions and postconditions represented by Hermitian operators. But
in some applications, it is more convenient to use a simplified version of rqPD with preconditions
and postconditions being projective predicates (equivalently, subspaces of the state Hilbert spaces).
In this section, we present such a simplified version of rqPD and give an example to show its utility.
As one may expect, a price for this simplification is a weaker expressive power of the logic. The
coefficients 1

d
and 1

2
in the preconditions of judgments (12) and (14) are not expressible in rqPD

with projective predicates, indicating that the expressive power of rqPD with projective predicates
is strictly weaker than that of full rqPD.
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7.1 Inference Rules

In this subsection, we develop inference rules for judgments with projective preconditions and
postconditions. We consider judgments of the form:

P1 ∼ P2 : A⇒ B (25)

where A,B are two projections in (or equivalently, subspaces of) HP1 ⟨1⟩ ⊗ HP2 ⟨2⟩ .

Definition 7.1. Judgment (25) is projectively valid, written:

|=P P1 ∼ P2 : A⇒ B,

if for any ρ1 ∈ D≤ (
HP1 ⟨1⟩

)
and ρ2 ∈ D≤ (

HP2 ⟨2⟩
)
such that ρ1 A

# ρ2, there exists a lifting of B
relating the output quantum states: JP1K(ρ1) B# JP2K(ρ2).

The following proposition clarifies the relationship between projective validity and the notion of
validity introduced in Definition 5.1.

Proposition 7.1. For any two program P1 and P2, and projective predicates A and B:

(1) |= P1 ∼ P2 : A⇒ B ⇛ |=P P1 ∼ P2 : A⇒ B;
(2) |= P1 ∼ P2 : A⇒ B ̸⇚ |=P P1 ∼ P2 : A⇒ B.

To present rules for proving projectively valid judgments, we need the following modifications
of Definitions 5.4 and 5.5.

Definition 7.2. LetM1 = {M1m} andM2 = {M2m} be two measurements with the same set {m}
of possible outcomes inHP1 andHP2 , and let A and Bm be projective predicates inHP1 ⟨1⟩ ⊗ HP2 ⟨2⟩ .
Then the assertion

|=P M1 ≈ M2 : A⇒ {Bm} (26)

holds if for any ρ1 ∈ D≤ (
HP1 ⟨1⟩

)
and ρ2 ∈ D≤ (

HP2 ⟨2⟩
)
such that ρ1 A

# ρ2, there exists a sequence
of lifting of Bm relating the post-measurement states with the same outcomes: for allm,

(M1mρ1M
†
1m) B

#
m (M2mρ2M

†
2m).

Definition 7.3. Let M1 = {M1m} be a measurements in HP1 , and let A and Bm be projective
predicates inHP1 ⟨1⟩ ⊗ HP2 ⟨2⟩ . Then the assertion

|=P M1 ≈ I2 : A⇒ {Bm} (27)

holds if for any ρ1 ∈ D≤ (
HP1 ⟨1⟩

)
and ρ2 ∈ D≤ (

HP2 ⟨2⟩
)
such that ρ1 A

# ρ2, there exist ρ2m such
that

∑
m ρ2m = ρ2 and for allm,

(M1mρ1M
†
1m) B

#
m ρ2m .

Now the proof system for judgments with projective preconditions and postconditions consists
of rules (Skip), (UT), (SC), (UT-L/R), (Conseq), (Equiv) and (Frame) in Figs. 4, 6 and 7 with ⊢, |=
being replaced by ⊢P and |=P , respectively, together with the rules given in Fig. 10.

Let us carefully compare this simplified proof system for projective predicates with the original
rqPD for general predicates of Hermitian operators:

• In rules (Init-P), (Init-P-L), (Init-P-R), (SO-P), (SO-P-L) and (SO-P-R), we have to use the
operation proj(·) because the operators in its operand there are not necessarily projective.

• Rule (Case) has no counterpart for projective predicates because probabilistic combination∑
i piAi of a family of projective predicates Ai is usually not projective.
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(Init-P) ⊢P q1 := |0⟩ ∼ q2 := |0⟩ : A⇒ |0⟩q1 ⟨1⟩ ⟨0| ⊗ |0⟩q2 ⟨2⟩ ⟨0| ⊗ proj(trHq1 ⟨1⟩⊗Hq2 ⟨2⟩
(A))

(Init-P-L) ⊢P q1 := |0⟩ ∼ skip : A⇒ |0⟩q1 ⟨1⟩ ⟨0| ⊗ proj(trHq1 ⟨1⟩
(A))

(IF-P) |=P M1 ≈ M2 : A⇒ {Bm} ⊢P P1m ∼ P2m : Bm ⇒ C for everym

⊢P if (□m · M1[q] =m → P1m) fi ∼ if (□m · M2[q] =m → P2m) fi : A⇒ C

(IF-P-L) |=P M1 ≈ I2 : A⇒ {Bm} ⊢P P1m ∼ P : Bm ⇒ C for everym

⊢P if (□m · M1[q] =m → P1m) fi ∼ P : A⇒ C

(LP-P) |=P M1 ≈ M2 : A⇒ {B0,B1} ⊢P P1 ∼ P2 : B1 ⇒ A

⊢P whileM1[q] = 1 do P1 od ∼ while M2[q] = 1 do P2 od : A⇒ B0

(LP-P-L)

|= while M1[q] = 1 do P1 od lossless
|=P M1 ≈ I2 : A⇒ {B0,B1} ⊢P P1 ∼ skip : B1 ⇒ A

⊢P whileM1[q] = 1 do P1 od ∼ skip : A⇒ B0

(SO-P) ⊢P q1 := E1 [q1] ∼ q2 := E2 [q2] : A⇒ proj((E1 ⊗ E2) (A))
(SO-P-L) ⊢P q1 := E1 [q1] ∼ skip : A⇒ proj(E1(A))

Fig. 10. Rules for Projective Predicates. For any positive operator A on Hilbert space H , we write proj(A)
for the projection onto supp(A), the subspace spanned by the eigenvectors of A with nonzero eigenvalues.

The quantum operations appeared in (SO-P) and (SO-P-L) are all trace-preserving. We omit the right-side

counterparts of (Init-P-L), (IF-P-L), (LP-P-L) and (SO-P-L).

• The main simplification occurs in the rules for control-flow constructs (i.e. conditionals
and loops). We only consider rule (IF-P); the same explanation applies to other control-flow
rules. First, the measurement condition |=P M1 ≈ M2 : A⇒ {Bm} in the premise of (IF-P)
is weaker than the measurement condition M1 ≈ M2 |= A ⇒ {Bm} in the premise of
(IF). Second, the measurement condition M1 ≈ M2 is the conclusion of (IF) is removed in
(IF-P). As already pointed out in the Introduction, this is biggest reward of the projective
simplification of our logic.

Proposition 7.2. The proof system for judgments with projective preconditions and postconditions
are sound.

As will be seen in the next subsection, this simplified proof system, in particular, the simplified
rules for control-flow constructs, whenever they are applicable, can significantly ease the verification
of relational properties of quantum programs. On the other hand, some relational properties of
quantum programs, e.g. judgments (12), (14) and (18-20), can be verified by the original rqPD but
not by this simplified system. Even for the same quantum programs, the original rqPD usually
can prove stronger relational properties in the case where the weakest preconditions or strongest
postconditions are not projective.

7.2 Example: Quantum Walks

In this subsection, we present an example to show the effectiveness of the inference rules given in the
previous subsection. Quantum (random) walks [Kempe 2003; Venegas-Andraca 2012] are quantum
analogues of random walks, and have been widely used in the design of quantum algorithms,
including quantum search and quantum simulation. There are two key ideas in defining a quantum
walk that are fundamentally different from that of a classical random walk: (1) a łquantum coinž
is introduced to govern the movement of the walker, which allows the walker to move to two
different directions, say left and right, simultaneously; (2) an absorbing boundary is realised by a
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quantum measurement. Here, we show how our logic can be applied to verify a certain equivalence
of two one-dimensional quantum walks with absorbing boundaries: the quantum coins used in
these two quantum walks are different, but they terminate at the same position.

Example 7.1. Let Hc be the coin space, the 2-dimensional Hilbert space with orthonormal basis
state |L⟩ (or |0⟩c ) and |R⟩ (or |1⟩c ), indicating directions Left and Right, respectively. Let Hp be the
(n + 1)-dimensional Hilbert space with orthonormal basis states |0⟩, |1⟩, ..., |n − 1⟩, |n⟩, where vector
|i⟩ denotes position i for each 0 ≤ i ≤ n; in particular, positions 0 and n are the absorbing boundaries.
The state space of the walk is then H = Hc ⊗ Hp . Each step of the walk consists of:

(1) Measure the position of the system to see whether it is 0 or n. If the outcome is łyesž, then the walk
terminates; otherwise, it continues. The measurement can be described as M = {Myes,Mno},
where the measurement operators are: Myes = |0⟩⟨0| + |n⟩⟨n |,Mno = Ip −Myes =

∑n−1
i=1 |i⟩⟨i | ,

and Ip is the identity in position space Hp ;
(2) Apply a łcoin-tossingž operator C is in the coin spaceHc .

(3) Apply a shift operator S =
∑n−1

i=1 |L⟩⟨L| ⊗ |i − 1⟩⟨i | +∑n−1
i=1 |R⟩⟨R | ⊗ |i + 1⟩⟨i | in the space H .

Intuitively, operator S moves the position one step to the left or to the right according to the
direction state.

A major difference between a quantum walk and a classical random walk is that a superposition of
movement to the left and a movement to the right can happen in the quantum case. The quantum walk
can be written as a quantum program with the initial state in Hc ⊗ Hp as the input:

whileM[p] = no do c := C[c]; c,p := S[c,p] od (28)

We consider two frequently used łcoin-tossingž operators here: the Hadamard operator H and

the balanced operator: Y = 1√
2

(
1 i

i 1

)
.We use while(H ) and while(Y ) to denote program (28)

with C = H or Y , respectively. What interests us is: with what kind of initial states do the quantum
walks with different łcoin-tossingž operators H and Y produce the same output position? To this
end, we add a measurement to determine the exact position of the walks after their termination,
and discard the coin. So, programs while(H ) and while(Y ) are modified to:

QW (H ) ≡ while(H ); if (□i · M ′[p] = i → skip) fi; Tr[c],
QW (Y ) ≡ while(Y ); if (□i · M ′[p] = i → skip) fi; Tr[c]

where measurementM ′
= {M ′

i } withM ′
i = |i⟩⟨i | for i = 0, 1, · · · ,n.

Before formulating our result in our logic, let us fix the notations. Whenever comparing programs
QW (H ) and QW (Y ) and using, say x , to denote a variable in the former, then we shall use x ′ for
the same variable in the latter. For simplicity, we use |d, i⟩c ,p as an abbreviation of |d⟩c |i⟩p , Ic ,p
is the identity over the whole space Hc ⊗ Hp , and Sc ,p ;c ′,p′ is the SWAP operator between two
systemsHc ⊗ Hp andHc ′ ⊗ Hp′ . Furthermore, we introduce the following unitary operatorU and

projective predicates (=sym) and (=psym):

U : |d, i⟩c ,p 7→ (−1) i+d+32 |d, i⟩c ,p (=sym) =
1

2
(Ic ,p ⊗ Ic ′,p′ + Sc ,p ;c ′,p′)

(=psym) =
1

2

( ∑
i ,i′=0,n

|i⟩p ⟨i | ⊗ |i ′⟩p′ ⟨i ′ | +
∑

i ,i′=0,n

|i⟩p ⟨i ′ | ⊗ |i⟩p′ ⟨i ′ |
)
,

In [Barthe et al. 2019], we show how to derive the following judgment in the projective version of
rqPD:

|=P QW (H ) ∼ QW (Y ) : Uc ′,p′(=sym)U †
c ′,p′ ⇒ (=psym). (29)
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This judgment means that if walks QW (H ) and QW (Y ) start from states ρ1 and ρ2 = Uρ1U
†,

respectively, then they terminate at exactly the same position.

8 RELATED WORK

The formal verification of quantum programs is an active area of research, and many expressive
formalisms have been proposed in the literature [Chadha et al. 2006; D’Hondt and Panangaden
2006; Feng et al. 2007; Kakutani 2009; Ying 2011, 2016]. However, previous work largely considers
single program executions. Security of quantum one-time pad (our Example 6.5) was verified in
[Unruh 2019a] using a variant of quantumHoare logic rather than relational logic. Other formalisms
explicitly target equivalence of quantum programs [Ardeshir-Larijani et al. 2013; Feng and Ying
2015; Kubota et al. 2013]. However, these works are based on bisimulations and symbolic methods,
which have a more limited scope and are less powerful than general relational program logics.
Finally, some works develop specialized methods for proving concrete properties of quantum
programs; for instance, Hung et al [Hung et al. 2018] reason about quantitative robustness of
quantum programs. It would be interesting to cast the latter into our more general framework. This
seems possible although may not be straightforward; indeed, in Subsection 6.3.2, we showed that
our logic can be used to reason about the reliability of quantum teleportation against several kinds
of quantum noise.
Our work is most closely related to the quantum relational Hoare logic recently proposed by

Li and Unruh [2019]; Unruh [2019b]. Both works are inspired by probabilistic relational Hoare
logic [Barthe et al. 2009] and share the long-term objective of providing a convenient framework
for formal verification of quantum cryptography. However, the two works explore different points
in the design space of relational logics for quantum programs. There are several fundamental
differences between our logic and Unruh’s one, including expressiveness, entanglement in defining
the validity of judgments and inference rules. A careful comparison of them is given in [Barthe
et al. 2019].

9 CONCLUSION

We have introduced a relational program logic for a core quantum programming language; our logic
is based on a quantum analogue of probabilistic couplings, and is able to verify several non-trivial
examples of relational properties for quantum programs.
There are several promising directions for future work. First, we would like to further develop

the theory of quantum couplings, and in particular to define a quantum version of approximate
couplings. An extension apRHL of probabilistic relational Hoare logic pRHL was defined in [Barthe
et al. 2013] for verification of differential privacy. A surprising connection between quantum
differential privacy and gentle measurements recently observed by Aaronson and Rothblum [2019]
presents a further possible application of a quantum counterpart of apRHL in quantum physics.
Second, we would like to explore variants and applications of our logic to other areas, including
the convergence of quantum Markov chains, quantum cryptography, and translation validation
of quantum programs; in particular, the correctness of optimising quantum compilers for NISQ
(Noisy Intermediate Quantum) devices.
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