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Abstract 

Due to the power and impact of social media, unsolved practical issues such as human trafficking, kinship 

recognition, and clustering family photos from large collections have recently received special attention 

from researchers. In this paper, we present a new idea for family and non-family photo classification. Unlike 

existing methods that explore face recognition and biometric features, the proposed method explores the 

strengths of facial geometric features and texture given by a new fractional-entropy approach for 

classification. The geometric features include spatial and angle information of facial key points, which give 

spatial and directional coherence. The texture features extract regular patterns in images. The proposed 

method then combines the above properties in a new way for classifying family and non-family photos with 

the help of Convolutional Neural Networks (CNNs). Experimental results on our own as well as benchmark 

datasets show that the proposed approach outperforms the state-of-the-art methods in terms of classification 

rate.   

Keywords: Face recognition, Facial points, Facial geometric features, Fractional entropy, Convolutional 

neural networks, Family photo classification.  

1. Introduction  

The evolution of communication technologies, such as Facebook, Google+, Twitter, Instagram, Flicker and 

WhatsApp, help people to interconnect quickly (Zhen et al., 2018). One such example is photo-sharing 

services for social networking. By taking advantage of the advancements in mobile digital camera 



technologies, people can easily take photos when they find something interesting and upload them to a 

social media platform to share exciting moments with their friends, families and colleagues (Cai et al., 

2014). As a result, one can expect large collections, which is evident, as the uploaded photo count was 

“about 4.5 million daily” according to the report in (Cai et al., 2014). In addition, the development of 

multimedia technologies and cost effective CCTV cameras for surveillance applications produce diversified 

images or videos at a larger scale. This leads to a huge collection with a high degree of diversity and 

unstructured data (Shen et al., 2009).  For instance, some sample images of family and non-family photos 

chosen from our dataset are shown in Fig. 1(a) and Fig. 1(b), respectively, where we can see each image 

has its own variety of foreground (face regions) and background information. In this context, face 

recognition alone may be insufficient to identify family or non-family photos. This is because the 

recognition methods developed might not work well for images which contain faces with multiple emotions, 

postures and actions. This makes the problem of finding photos that belong to the same family complex 

and challenging. As a result, family photo classification/identification can play a vital role in finding a 

solution to unsolved issues such as human trafficking, kinship recognition, and the problem of 

identifying/locating refugees (Robinson et al., 2018). Hence, there is an urgent need for developing an 

intelligent expert system for tackling the above-mentioned challenges.  

 

(a) Examples of family photos 

(b) Examples of non-family photos.  

Fig. 1. Samples images of family and non-family photos chosen from our dataset 



There are methods for identifying humans, facial expressions and emotions based on biometric features, 

which can be used for family and non-family image identification (Mehta et al., 2018; Haghighat et al., 

2015). However, one major challenge of biometric systems is the variability in characteristics of the 

biometric of each individual. For example, the human face is complex, with features that change over time. 

In addition, facial features change due to variations in illumination, head pose, facial expression, cosmetics, 

aging, and occlusion because of beards or glasses (Haghighat et al., 2015). In addition, most of the methods 

require cropped face images for achieving better results (Mehta et al., 2018; Haghighat et al., 2015). 

Therefore, recognition-based systems may not be suitable for family and non-family photo classification 

because the images can have unconstrained backgrounds and multiple faces with numerous emotions or 

expressions (Wang et al., 2017). Hence, we can conclude that we need an expert and robust system that can 

cope with background complexities and issues of multiple faces with different emotions and expressions.  

In this work, we propose to find a solution for family and non-family photo classification based on the 

characteristics defined below for family and non-family images in (Wang et al., 2015, 2017).  

In the case of family photos, it is expected that  

 Photos will have parents and their children either sitting or standing in a cascaded order. It should 

not contain persons of different families, namely, more than one family.  

 The number of persons in an image should be more than 3, including parents and one child.  

 Photos can be captured at both indoor and outdoor areas, such as houses, scenery, parks and tourist 

places with persons present. In other words, an image can have persons with any background.   

In the case of non-family photos, it is expected that  

 Photos must have persons with almost the same age, and it is expected persons of different families, 

for example, friends and colleagues might be present.  

 The number of persons in an image should be 3 at a minimum.   

 Images must have persons with different poses and any order with any background, which may 

include indoor and outdoor scenes.   

 

2. Related Work 

To overcome the limitations of recognition-based systems, methods which use unsupervised features such 

as clustering, grouping, and similarity between the parents and children’s faces, as well as personal traits 

such as age, race and gender (Dandekar et al., 2014) have been developed.  



Ng et al. (2011) proposed social relationship discovery and face annotations for personal photo collections. 

This method explores the combination of ensemble RBFNN with pairwise social relationships as context 

for recognizing people. However, the method requires face annotations and parameter tuning for social 

relationship identification. In addition, the focus of the method does not relate to family and non-family 

image classification; rather it explores general social relationships.  

Dandekar et al. (2014) proposed verification of family relationships from parents’ and children’s’ facial 

images. The method uses local binary pattern features and degree of similarity between the faces of children 

and parents. The method follows conventional feature extraction and classifiers for achieving results. 

However, the method is good for cropped face images but not those with multiple faces, emotions, 

expressions and complex backgrounds. In addition, the main target of the method is to match children’s’ 

faces with parents’ faces but not finding group images.  

Xia et al. (2014) proposed face clustering in a photo album, where the method explores spectral features, 

similarity features, minimum cost flow and clustering. The proposed features are extracted from cropped 

face images. The main objective of the method is to find images which share the same faces. This idea is 

good for grouping personal collections but not family and non-family image classification.  

Qin et al. (2015) proposed tri-subject kinship verification for understanding the core of a family. The 

method proposes a degree of similarity between children and parents, resulting in a triangular relationship. 

To achieve this, the method uses a relative symmetric bilinear model for estimating similarity. To improve 

the results, the method takes spatial information into account. This method is good as long as the recognition 

approach provides successful results; however, recognition-based methods may not be robust for the images 

affected by severe illumination, postures and actions.  

Dai et al. (2015) proposed family member identification from photo collections. The method explores an 

unsupervised EM joint inference algorithm with a probabilistic CRF. The proposed model identifies role 

assignments for all detected faces along with associated pairwise relationships between them. The 

performance of the proposed model depends on the success of face detection and recognition; however, the 

extracted biometric features used to find relationships may not be sufficiently robust when images are 

exposed to an open environment. In addition, the main target is to identify relationships between members 

of a family but the approach does not focus on family and non-family classification.  

Robinson et al. (2018) proposed visual kinship recognition of families in the wild. This method explores 

deep learning for face verification, clustering and boosted baseline scores. The method involves multimodal 

labeling to optimize the annotation process. This includes information of faces and metadata collected from 



family photos. It is noted that although the method explores recent powerful deep learning approaches for 

kinship identification, it is still limited to family photos but not non-family photos.  

Wang et al. (2017, 2015) proposed leveraging geometry and appearance cues for recognizing family photos. 

The methods identify facial points for each face in an image. Based on facial points, the method constructs 

polygons to study geometric features of faces in the image. Due to the height difference of persons and the 

arrangement of faces in family and non-family images, the method gets different polygons to study 

geometric features. It estimates pairwise relationships like kinship recognition, and generates a codebook 

using k-means clustering. Furthermore, the degree of similarity of each group is extracted for classifying 

family and non-family photos with the help of an SVM classifier. However, classification may not be 

accurate when the heights of persons in an image do not follow a hierarchical arrangement. In addition, one 

might expect that non-family members could have the same arrangements and heights.  

In light of the above discussions, we can assert that a few methods have addressed family and non-family 

photo classification or identification, but most of the methods focus on kinship recognition based on face 

detection and recognition. These methods may not work well for images where we can see faces with 

multiple emotions, postures and actions. The methods which addressed family and non-family classification 

explore only foreground information (facial information) for achieving their results. This is good for images 

with simple backgrounds but not images that have complex backgrounds, where we can expect open scenes 

and outdoor environments in the case of non-family photos. Therefore, we can conclude that there is a 

critical need for an accurate method to classify family and non-family photos.  

Hence, we propose a novel method which explores the advantages of spatial and angle information of facial 

key points and fractional entropy features for classification of family and non-family images. As noted from 

related work, facial points and geometric features for faces play a vital role in identifying members of a 

family, including kinship/relationships (Wang et al., 2017; Wang et al., 2015). Motivated by this argument, 

we propose spatial and angle features in a new way to study geometric structures of faces, which captures 

the spatial and directional coherence of the face regions. Furthermore, to improve the discriminative power 

of the features, the propose method explores regular patterns in images. It is observed that in general, 

persons’ standing or sitting arrangements in family photos follow regular patterns such as particular orders, 

while non-family photos may not follow these. To extract such observations, we propose a novel fractional 

entropy feature to study the texture of facial regions as well as the background (other than facial region) of 

images. The combination of spatial information, angles that extract the geometric structure of faces, and 

fractional entropy that extracts the texture of facial and background regions, produces a feature vector. 

Furthermore, the feature vector is passed to a Convolutional Neural Network (CNN) to overcome the above-

mentioned challenges.  



The contributions of this work are two-fold. (1) Exploring spatial and angle features for extracting the 

spatial and directional coherence through the geometric structure of face regions.  (2) Introducing fractional 

entropy for extracting the texture of facial and background regions, which extracts regular patterns in the 

images.   

3. Proposed Method  

We noted from the Introduction and Related Work sections that facial features are important for 

discriminating between family and non-family persons. As a result, we propose to explore the same for 

finding facial key points (mouth, nose, left and right eyes and eyebrows) for the input of family and non-

family images (Ren et al., 2014). The spatial relationship and angles between facial points provide unique 

cues for identifying a member of the same family or to distinguish between non-family members. Motivated 

by this observation, we propose to extract spatial and angle features for facial key points in a new way 

based on major and minor axes.  It is stated in (Wang et al, 2017) that facial appearance in family images 

has a high degree of similarity with the unique pattern of spatial arrangement of persons (regular patterns), 

while in the case of non-family, one cannot expect such a high degree of similarity between faces and 

regular patterns in arranging persons (irregular patterns due to randomness in the ordering of persons). To 

extract such an observation, we propose to estimate the distance between facial key points with respect to 

major and minor axes of the respective face images, which gives spatial coherence. In the same way, we 

also estimate the angle between facial key points of the respective face images, which gives directional 

coherence. Spatial and directional coherence together extracts geometric properties of face images. 

However, the geometric features are limited to facial regions. In order to extract regular patterns from both 

the foreground and background (other than face regions), we further explore fractional entropy which 

extracts texture properties in the regions. In this way, the proposed method combines the strengths of 

geometric features and fractional entropy for classifying family and non-family images successfully.    

The proposed method extracts 8 distances and 24 angle features using facial key points and two features 

from fractional entropy for face regions and background information (other than face regions). Therefore, 

for each input image, it gives a feature vector containing 26 features (8 + 16 + 2). Furthermore, the feature 

vector is fed to a Convolutional Neural Network (CNN) for classification (McAllister et al., 2016). The 

overall steps of the proposed method are shown in Fig. 2. In Fig. 2, P1 to P68 are the points given by the face 

detection method (Ren et al., 2014), and based on those points, the same method detects five facial key 

points, namely, left Eyebrow (B1), right Eyebrow (B2), left Eye (E1), right Eye (E2), Nose (N), Mouth (M) 

and the centroid, using all the 68 points. The distances are estimated between facial key points (d) for each 

face and finally the proposed method computes the mean of all the 8 features of all the faces (f) in the image 

(D), which gives a vector of 8 features. Similarly, angles (𝜃) are estimated between the facial points, and 



we compute the mean of all the angles of all the faces in image (𝛾), which gives a vector of 16 features. For 

faces and background regions, which are other than face regions, the proposed method extracts fractional 

entropy for each non-overlapping block (B). The mean (MT) and variance (VT) of the fractional entropy of 

all the blocks are considered as a feature vector containing features.  

         

The above observations are illustrated in Fig. 3, where we draw line graphs for distance/angle features vs 

variances of distance/angle values for family and non-family images shown in Fig. 3(a). It is noticed from 

Fig. 3(b) and Fig. 3(c) that the line behavior which represents families is smoother than that representing 

non-family for both spatial and angle features. This confirms that the appearance of faces in a family image 

does not have many variations, while non-family have high variations. The same conclusion can be drawn 

from the illustration of the angle feature shown in Fig. 3(c). This motivates us to use spatial and angle 

features for family and non-family image classification. Detailed explanations for each step of the spatial 

and angle feature extraction process is discussed in subsequent sections.  

                                                           

(a) Example of Family and Non-family images 

Input Family and non-Family images 

Fig. 2. Flow of the proposed method 
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(b) Variance of 8 distance features (spatial features) for family and non-family images in (a) 

                

 

(c) Variance of 16 angle features (Angle information) for family and non-family images in (a) 

Fig. 3. Cues for extracting geometrical features (Spatial + Angle) for family and non-family photo classification.  

 

3.1. Geometric Features for Facial Key Points  

For a given input image, the proposed method uses face alignment via regression of local binary features 

for detecting facial key points, namely, mouth, noise, left and right eyes, and eyebrows (Ren et al., 2014). 

The method basically proposes a better learning-based approach. It works based on learning with a 

“locality” principle. The principle is defined as: for locating a certain landmark at a given stage, the most 

discriminative texture information lies in a local region around the estimated landmark from the previous 

stage. Shape context, which gives locations of other landmarks and local textures of this landmark, provides 

sufficient information. With these observations, the method first learns intrinsic features to encode local 

textures for each landmark independently; it then performs joint regression to incorporate shape context. 

The method first learns a local feature mapping function to generate local binary features for each landmark. 

Here, it uses a standard regression random forest to learn each local mapping function. Then it concatenates 

all the local features to obtain the mapping functions. It learns linear projections by linear regression. This 
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learning process is repeated stage by stage in a cascaded fashion. After that, a global feature mapping 

function, and a global linear projection and objective function are used to incorporate shape context. This 

process can effectively enforce the global shape constraint to reduce local errors. In the case of the testing 

phase, shape increment is directly predicted and applied to update the current estimated shape. More details 

regarding implementation can be found in (Ren et al., 2014). The reason to choose this method is that it is 

said to be generic, efficient and accurate for finding facial key points. In addition, it can cope with issues 

of partial occlusion and distortion. This is justifiable because the proposed work considers family and non-

family images with complex backgrounds and diversified content. The sample results of the above method 

are illustrated in Fig. 4, where (a) gives the results of candidate point detection for the input image, while 

Fig. 4(b) shows samples of facial key points for family and non-family images. It is noted from Fig. 4(b) 

that although the images are affected by distortion and poor quality, the method finds key points 

successfully.  

 

       

 

Let B1, B2, E1, E2, N and M be center points given by the method (Ren et al., 2014), which denote left and 

right eyebrows, eyes, nose and mouth, respectively. These points are marked manually in Fig. 5 for the 

family and non-family faces chosen from the images shown in Fig. 4. To extract spatial features to study 

geometric characteristics, the proposed method finds the centroid using candidate points of the face region 

    (a)  Candidate point detection                     (b) Facial key points of family and non-family images  

Fig. 4. Facial key point detection for family and non-family images (Ren et al, 2014).  

Fig. 5. Labelling six facial key points of the family and non-family images marked in Fig. 4. 



as defined in Equation (1), where m is the number of candidate points given by the method (Ren et al., 

2014).  

ሺ𝑋஼, 𝑌஼ሻ =൬
∑ ௑೔
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೔సభ

௠
,

∑ ௒೘
೔సభ ೔

௠
൰                                                               (1)  

With the help of the centroid ሺ𝑋஼, 𝑌஼ሻ, the proposed method draws an ellipse to find the major and minor 

axis as shown in Fig. 6(a) and Fig. 6(b) for family and non-family faces, respectively. The proposed method 

moves in a perpendicular direction to each key facial point (B1, B2, E1, E2) of family and non-family images 

until it reaches pixels of the major axis as shown in the second illustration in Fig. 6(a) and Fig. 6(b), 

respectively. Similarly, the proposed method moves in a perpendicular direction to each key point of family 

and non-family images until it reaches pixels of the minor axis as shown in the third illustration in Fig. 6(a) 

and Fig. 6(b), respectively. Then the method finds the distance between facial key points r={B1, B2, E1, E2} 

and respective pixels of the major and minor axes in 𝑟ᇱ={major, minor} defined in Equation (2), which 

outputs 8 distances 𝑑௞ , k={1,2,..,8}for each face i:  

𝑑௞
௜ =ඥሺ𝑋௥ െ 𝑋௥ᇲሻଶ ൅ ሺ𝑌௥ െ 𝑌௥ᇲሻଶ                                                      (2) 

The distance features are extracted with respect to the major and minor axes to make the features robust to 

different rotations. In other words, if the input image is rotated in different directions, the feature still works 

well. For this step, we consider only four facial key points (that is, B1, B2, E1 and E2) for distance calculation 

because Mouth (M) and Nose (N) do not contribute much to classification because the M and N points lie 

on the minor axis. Note that the perpendicular distance is calculated by finding the smallest distance 

between facial key points and the pixels of major/minor axes. The step finds many distances by considering 

a few left and right pixels of major and minor axes to the key points. Then it chooses the pixel which 

produces the smallest distance between the pixels of the major/minor axis and key points. We believe that 

the smallest distance is the same as the perpendicular distance. Since the input image contains many faces 

and the number of faces is not predictable, the proposed method computes the mean of the 8 respective 

distances 𝑑 of all faces in the input image as defined in Equation (3), resulting in an average distance vector  

𝐷ഥ for each input image, where f  is the number of faces:    

𝐷ഥ ൌ
∑ 𝑑௞

௜௙
௜ୀଵ

𝑓
                                                                                             ሺ3ሻ 

To make the geometric features robust, we also propose to calculate the angles between facial key points 

to study the structure of the face region. This is because, as the face shape changes, the angle between facial 

key points also changes. To extract such observations, we construct a rectangle using B1-B2-E1-E2 as shown 

in the first image in Fig. 6(c), which gives four angles. In the same way, the proposed method forms 

triangles using B1-B2-N, B1-B2-M, E1-E2-N, E1-E2-M as shown respectively in Fig. 6(c), which gives twelve 



angles. In total, the proposed method obtains 8 spatial + 16 angles = 24 geometric features for family and 

non-family image classification.  

 

Let 𝐴ሺ𝑥஺, 𝑦஺ሻ, 𝐵ሺ𝑥஻, 𝑦஻ሻ, 𝐶ሺ𝑥஼, 𝑦஼ሻ be the coordinates of the ABC triangle. The inner angles 𝐵෠  for the 

ABC triangle can be calculated as defined in Equation (4) and (5). Equation (4) computes a vector between 

B and A called 𝐴𝐵ሬሬሬሬሬ⃗  and the vector between C and B similarly called 𝐶𝐵ሬሬሬሬሬ⃗ . Angle 𝜃஻ is driven by Equation (5) 

by computing the four-quadrant inverse tangent, where ቚ
𝑥஺஻ 𝑦஺஻
𝑥஺஻ 𝑦஺஻

ቚ is determinant, while 𝐴𝐵ሬሬሬሬሬ⃗ . 𝐶𝐵ሬሬሬሬሬ⃗  is the 

scalar dot product of the two vectors. Similarly, the proposed method estimates angles for the rectangle and 

the other triangles in this work. 

Fig. 6. Geometric features using facial points for family and non-family image discrimination. 

Major and minor axis          Distance to major axis                Distances to minor axis             Feature extraction    
(a) Spatial feature extraction for sample family face.  

Major and minor axis          Distance to major axis                Distances to minor axis            Feature extraction
(b) Spatial features for sample non-family face.  

4-angles for E1, E2, B2, B1          3-angles B1, B2, N           3-angles for B1, B2, M         3-angles for E1, E2, N       3-angles for E1, E2, M 

(c) Angle-based features for sample family face.

4-angles for E1, E2, B2, B1          3-angles B1, B2, N           3-angles for B1, B2, M         3-angles for E1, E2, N       3-angles for E1, E2, M

(d) Angle-based features for sample non-family face. 



𝐴𝐵ሬሬሬሬሬ⃗ ൌ 𝐵 െ 𝐴    , 𝐶𝐵ሬሬሬሬሬ⃗ ൌ 𝐶 െ 𝐵                                                               (4) 

𝜃஻ ൌ 𝐴𝑟𝑐𝑡𝑎𝑛2 ቀቚ
𝑥஺஻ 𝑦஺஻
𝑥஺஻ 𝑦஺஻

ቚ , 𝐴𝐵ሬሬሬሬሬ⃗ . 𝐶𝐵ሬሬሬሬሬ⃗ ቁ                                                 (5) 

Since we can expect many faces in a single input image, we propose to consider the average of the angles 

of the respective 16 angles. In order to average the respective angles of f faces, the circular mean is 

computed. First, since the angles {𝜃ଵ, 𝜃ଶ, … , 𝜃௝}, j=16 are defined on a circular coordinate system, the 

coordinate system should be changed to a rectangular one according to Equation (6), where 𝜃௝
௜ is the jth 

angle 𝜃 of the ith face in the image. Afterwards, 𝑣௝ the resultant vector and its direction are calculated as 

defined in Equation (7) and Equation (8), respectively. Finally, 𝛾ఫഥ  mean of the jth angle for all the  f faces is 

computed as defined in Equation (9).  
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cos 𝛾ఫഥ ൌ
௫಻തതത

௩಻
  ,   sin 𝛾ఫഥ ൌ

௬ണതതത

௩಻
                                                                    (8) 
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The proposed method computes the mean of distances to extract spatial features and the mean of angles for 

extracting angle features for each image. The reason for computing the average is to widen the difference 

between family and non-family images. As discussed in the Introduction Section, family images have 

persons with almost the same facial appearance, while non-family images have persons with different facial 

appearances. This is valid because one can expect a high degree of similarity between the appearances of 

faces from the same family. It may not be true for non-family images. In addition, family and non-family 

images can have any number of faces, which should be more than 3 persons in the images. In this situation, 

the average features for a family does not make much difference, while for non-family, the average makes 

a vast difference. Since the appearance of faces in a family have a high degree of similarity compared to 

those in non-family images, it is expected that the average gives almost the same values for family images 

while for non-family, we cannot predict the same values always. Besides, to make the spatial and angle 

features invariant to the number of faces, the proposed method considers the average for achieving better 

results.  

3.2. Fractional Entropy Feature Extraction  

As mentioned in the Introduction Section, it is found that the other than face region also provides cues for 

discriminating family and non-family images. However, the previous step does not explore other than face 



region. Therefore, inspired by the method in (Ibrahim et al., 2015) where fractional calculus has been used 

for studying texture in splicing images, this section explores a new Tsallis fractional entropy-based texture 

(Tsallis et al., 2009) for studying variations in background as well as facial regions in family and non-family 

images. An overview of the Tsallis fractional entropy is presented in the following.  

The Tsallis fractional entropy (Tsallis et al., 2009) measures the amount of uncertainty acting in the 

valuation of a random variable or the consequence of a random process. The general discrete form of this 

entropy is given in Equation (10).  

𝑇ఉ  ሺ𝜌ሻሺ𝑥ሻ ൌ  
ଵ

ఉିଵ
ቀ1 െ ∑ 𝜌௜

ఉ
௜ ሺ𝑥ሻቁ,                                                            (10) 

where ρ is the q-Gaussian  probability of pixel  x, q ≠1 and β≠1 are the fractional powers of the entropy, 

and the quantity 1/(β-1) is the capacity of the image. The q-Gaussian is a probability distribution ascending 

from the growth of the Tsallis entropy under suitable restrictions. It has the formal function as defined in 

Equation (11) to (13), where ∁௤ is a normalization factor. 
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Since the variable is the pixel which has a positive value in the maximum entropy procedure, the q-

exponential distribution is derived. Applying Equation (11-13) in (10), we have the following generalized 

formula of the fractional entropy:  

𝑇ఉ,௤  ሺ𝑥ሻ ൌ  
ඥఉ
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ଶሻሿ
ഁ

భష೜௓
௜ୀଵ ൰                     (14) 

In our discussion, let β=q, then we conclude  
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where Z is the total number of pixels in the image. The proposed method calculates the above Tsallis 

fractional entropy based on frequency details of the input image, which gives a texture property to study 

the structure of it. The advantage of Tsallis fractional entropy is that it is sensitive to non-textured regions 

(low frequency). In addition, it sharpens any changes in texture details in the regions, where pixel values 

are changing sharply (high frequency). The sample illustration for Tsallis fractional entropy for family and 

non-family images is shown in Fig. 7, where we can see all the dominant information represented by edges 

in the background and the facial regions are highlighted. Fig. 8 shows the clear discriminating power of 

Tsallis fractional entropy texture features for family and non-family images. Therefore, for the feature 



matrix given by the Tsallis fractional entropy texture, we first split the input image into blocks with a size 

of a×a pixels, then the Tsallis fractional entropy for each block is computed. For all the blocks of the input 

image, the “mean” and the “variance” are computed and saved as the output texture features MT and VT, 

respectively. The pseudo-code for the proposed Tsallis fractional entropy algorithm is described as follows: 

Algorithm: Fractional Entropy Feature Extraction 
1: Initialization: I=Input image , a=3; β = 0.5 
2: For each Input image I do  
3:          {B1, B2, …, Bn}←split I into n blocks size of a×a pixels 
4:                For i=1 to n do  
5:  𝑇ఉ,ఉሺ𝐵ଷൈଷ

௜ ሻ  ← I // Fractional entropy is calculated as defined in Equation (15), where i denotes 
the ith block of 3×3 dimension.   

6: End For 
7:                 𝑀𝑇 ← mean (𝑇ఉ,ఉ

஻೔ ) , i={1,2,…n}// Mean of Fractional entropy of all (n) blocks  

8:                 𝑉𝑇 ←variance (𝑇ఉ,ఉ
஻೔ ), i={1,2,…n}) //Variance of Fractional entropy of all (n) blocks  

9: End For 
 

Feature distributions of the spatial, angle and texture features for family and non-family images are shown 

in Fig. 9(a)-Fig. 9(c), respectively, where one can see that the feature distributions of geometric and Tsallis 

fraction entropy provides a clear distinction between family and non-family images in terms of histogram 

behavior.   

                           
Fig.  7. Fractional entropy features for family and non-family images  



 

Fig. 8. Histogram of Fractional entropy features for family and non-family images.  

   

(a) Mean of spatial, angle and fractional entropy feature distribution for family images.  

     

(b) Mean of spatial, angle and fractional entropy feature distribution for non-family images. 

Fig. 9. The proposed feature distribution for family and non-family images classification.   

The concatenated features are then passed to a fully connected Convolutional Neural Network (CNN) for 

classifying family and non-family images (McAllister et al., 2016). Inspired by the method (Nanni et al. 

2018), where it is mentioned that the combination of handcrafted features and the ensemble of CNNs give 

better results than deep learning tools such as GoogleNet, ResNet50 that use raw pixels of the input images 

for bioimage classification, we explore the same idea of combining the proposed features with the CNN for 
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family and non-family image classification in this work. Since the proposed work does not provide a large 

number of samples for training and labeling samples, we prefer to use the combination of the proposed 

features and the CNNs rather than raw pixels with the recent deep learning models. The main objective of 

the proposed work is to propose features that can classify the family and non-family photos.  Thus, the 

proposed features are fed to a pre-defined CNN classifier which is available online (Arora & Suman, 2012) 

for classification in this work. For learning parameters of the classifier, we follow a 10-fold cross-validation 

procedure, which splits the dataset into training and testing components. The training samples are used for 

learning and adjusting the parameters of the classifier and the testing samples are used for evaluation. The 

complete algorithmic steps of the proposed method for classifying family and non-family images are 

presented below.  

Algorithm: Feature Extraction for the Proposed Method  
10: Initialization: I=Input image , m ={1,…,68}, set of points given by (Ren et al., 2014) 
11: f ← Number of faces 
12: For i=1 to f do  
13:         (X௉೘, Y௉೘)← facial points 
14:          ሼ𝐵ଵ, 𝐵ଶ, 𝐸ଵ, 𝐸ଶ, 𝑁, 𝑀, 𝐶ሽ ← Key facial points, which includes eyebrows, eyes, nose, mouth and 

center of the all the key points, respectively.    
15:          (𝐴௠௔௝௢௥  ,  𝐴௠௜௡௢௥) ← (𝑥௖, 𝑦௖)  as defined in Equation (1) 

16:           𝑑௞
௜  ← ሼ𝐵ଵ, 𝐵ଶ, 𝐸ଵ, 𝐸ଶሽ &{𝐴௠௔௝௢௥  ,  𝐴௠௜௡௢௥}:𝑑ሺଵൈ଼ሻ

௜  as defined in Equation (2) 

17:           �⃗�௝
௜ ← ሼ𝐵ଵ, 𝐵ଶ, 𝐸ଵ, 𝐸ଶ, 𝑁, 𝑀ሽ:�⃗�ሺଵൈଵ଺ሻ

௜  as defined in Equation (4) and Equation (5) 
18: End For 
19: 𝐷ഥ௞ ←mean (𝑑௞ሻ : 𝑫ሬሬ⃗ ሺ𝟏ൈ𝟖ሻ as defined in Equation (3) 

20: �̅�௝ ← circular meanሺ�⃗�௝ሻ : 𝜸ሬሬ⃗ ሺ𝟏ൈ𝟏𝟔ሻ as defined is Equation (6)-Equation (9) 
21: 𝑀𝑇,  𝑉𝑇  ←Fractional Entropy feature extraction as defined in the above algorithm  
22: 𝑓𝑒𝑎𝑡𝑢𝑟𝑒ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬ⃗

ሺଵൈଶ଺ሻ ← 𝐷ഥ|| �̅� || 𝑀𝑇 || 𝑉𝑇// Final feature vector having dimension, 1×26.   
23: CNN classification //Classification of Family and Non-family photos. 

4. Experimental Results 

For experimentation, we created our own dataset by collecting images from social media, such as Facebook, 

Flickr, Instagram and from our own camera. This dataset includes indoor/outdoor scenes and images with 

3-25 people. In addition, the dataset involves family and non-family photos of different cultures, such as 

Hindu and Chinese, and modern styles of family/non-family photos. This makes the dataset challenging for 

experimentation. For labeling the data as either family or non-family, we followed the instructions 

suggested in (Wang et al., 2017; Wang et al., 2015; Gallagher et al., 2009). Furthermore, the dataset includes 

one photo for one family. In other words, the dataset does not have multiple photos of the same family. In 

total, our dataset consists of 388 family images and 382 non-family images, which gives a total of 770 

images.     

To demonstrate that the proposed method is effective, we also considered the benchmark dataset collected 

from publicly available data in (Wang et al., 2017; Wang et al., 2015; Gallagher et al., 2009). This public 



data provides a large number of images, which include many groups of photos and images containing both 

family and non-family categories. As a result, we chose the relevant family and non-family images and 

labelled these manually according to the instructions in (Wang et al., 2017; Wang et al., 2015; Gallagher et 

al., 2009). We consider this dataset as the benchmark dataset, which consists of 1790 family and 2753 non-

family images. In total, there are 4543 images, which is larger than the dataset considered in (Mehta et al., 

2018; Haghighat et al., 2015). Overall, we considered 5263 (770 from our dataset and 4543 from benchmark 

dataset) images for experimentation in this work. Sample images of family and non-family photos for ours 

and the benchmark dataset are shown in Fig. 10(a) and Fig. 10(b), respectively, where we can see intra- and 

inter-class variations. It is also observed from Fig. 10 that family and non-family images have both indoor 

and outdoor scenes as backgrounds. It is also true that height distribution of persons in a hierarchical order 

for family and a non-hierarchical order for non-family is not necessarily true as shown in Fig. 10. The 

detailed statistics of ours and the benchmark dataset are listed in Table 1, where we calculate the ratios (E1 

and E2) as respectively defined in Equation (16) and Equation (17) using the count images with indoor and 

outdoor scenes, and hierarchical or non-hierarchical persons’ height orders. The ratio in Table 1 indicates 

that our dataset is much more complex than the benchmark dataset because the ratio with respect to indoor 

backgrounds and the hierarchical order of our dataset are greater than those of the benchmark dataset. Note 

that in Equation (16) and Equation (17), total denotes the size of the dataset as given in Table 1 in the 

bracket.  

𝐸ଵ ൌ
ை௨௧ௗ௢௢௥ሺ௙௔௠௜௟௬ሻାூ௡ௗ௢௢௥ሺ௡௢௡ି௙௔௠௜௟௬ሻ

௧௢௧௔௟
                               (16) 

𝐸ଶ ൌ
ே௢௡ିு௜௘௥௔௥௖௛௜௖௔௟ሺ௙௔௠௜௟௬ሻାு௜௘௥௔௥௖௛௜௖௔௟ሺ௡௢௡ି௙௔௠௜௟௬ሻ

௧௢௧௔௟
                    (17) 

Table 1. Statistics for ours and the benchmark dataset for family and non-family image classification 

Dataset 
(Total) 

Family  Non-Family  
𝐸ଵ 𝐸ଶ 

Indoor Outdoor Hierarchical 
Non-

Hierarchical 
Indoor Outdoor Hierarchical 

Non-
Hierarchical  

Our (770) 255 133 273 115 201 182 110 272 43.37 29.22 

Benchmark 
(4543) 

1172 618 1378 412 924 1829 513 2240 33.94 20.36 



 

To show that the proposed method is superior in comparison to existing methods, we implemented two 

state-of-the-art methods, namely, (Wang et al., 2015), which explores facial geometric features and facial 

appearance model-based features. The features are passed to an SVM classifier for family and non-family 

image classification.  Please note, the same idea is extended and the results are improved in (Wang et al., 

2017) for the purpose of family and non-family image classification. However, both the ideas focused only 

on facial regions for achieving results; these also ignored background clues.  

To measure the performance of the proposed and existing methods, we generate confusion matrices for 

family and non-family classification and the classification rate. The Classification Rate (CR) is defined as 

the number of images classified correctly by the proposed method (R) divided by the total number of images 

in the class (MG) as defined in Equation (18). The Average Classification Rate (ACR) is calculated for 

diagonal elements of the confusion matrices to evaluate the overall performance of the proposed and 

existing methods.  

In this work, we undertake 10-fold cross-validation for choosing the number of training and testing samples. 

The criteria divides the whole dataset into 10 equal-sized sub-folds. For each iteration, images from each 

sub-fold are considered as testing samples, while images from the other sub-folds are considered as training 

samples for classification, which results in a confusion matrix for one sub-testing fold out of 10 sub-folds. 

This process indicates that the chosen training samples are used for training the classifier and the testing 

samples are used for evaluation. In this way, the process considers every sub-fold as testing samples at each 

iteration, which results in 10 confusion matrices i.e. 10-fold. The average of all the 10 confusion matrices 

are considered as the final confusion matrix for evaluation in this work.   

(a) Sample images for family and non-family photos from our dataset 

(b) Sample images for family and non-family photos from the benchmark dataset  
Fig. 10. Sample images of our dataset and the benchmark dataset (Gallagher et al, 2009) 
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4.1. Evaluating the Proposed Classification  

The proposed method consists of three key steps, namely, extracting spatial/angle-based geometric features 

and fractional entropy-based texture features for classifying family and non-family images. In order to 

assess the contribution of each key step, we conducted experiments on both our dataset and the benchmark 

dataset individually to calculate average classification rates. The results reported in Table 2 show that the 

combined Spatial + Angle achieves the best results compared to the individual features for both our dataset 

and the benchmark dataset. It is also noted from Table 2 that the ACR of angle-based features is better than 

Spatial, but lower than Spatial + Angle for both the two datasets. This shows that angle-based features are 

better than spatial-based features, and the combination is better than both individual features. This is 

understandable because the spatial structure alone is not sufficient for handling the problem of complex 

backgrounds as it only extracts 8 features.  However, the improvement is marginally different. Therefore, 

we can conclude that spatial and angle-based features contribute equally for achieving the best results.  

Table 2. Confusion matrices of spatial, angle and spatial + angle on ours and the benchmark dataset in (%) 

Classes 

Spatial Angle Spatial + Angle 

Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family
Non-

family 
Family

Non-
Family 

Family
Non-

Family 
Family

Non-
Family 

Family 66.5 33.50 32.62 67.37 74.22 25.77 39.40 60.59 76.80 23.2 43.92 56.07 

non-
Family 

35.07 64.92 39.88 60.11 21.46 78.53 33.92 66.12 20.94 79.05 34.96 65.08 

ACR  65.70 46.36 76.37 52.76 77.92 54.49 

In this work, we extracted fractional entropy-based texture features for the whole image, which includes 

facial regions and background information. We conducted experiments for calculating classification rates 

only for the Facial region (FEF), Background (FEB), and the whole image (FEW) to identify the 

effectiveness of the facial region and background information, individually. Note: the facial regions 

detected by facial point detection are considered as foreground, and the rest of the region is considered as 

the background for experimentation. The results of FEF, FEB and FEW are reported for both our dataset 

and the benchmark dataset in Table 3. It is observed from Table 3 that the FEF is the best at ACR compared 

to FEB for both the datasets. This shows that facial regions contribute more compared to the background. 

This is justifiable because sometimes, family and non-family photos may share the properties of the 

background. It is evident from the results of FEB for the benchmark dataset in Table 3, where most family 

images are misclassified as non-family. This shows that the features of the background of family images 

overlap with the features of the background of non-family images. However, facial regions alone are not 



sufficient to achieve the best ACR compared to FEW. Therefore, we can conclude that the features of the 

foreground and background are important to achieve the best results for classification.   

Table 3. Confusion matrices of FEF, FEB and FEF+FEB on ours and the benchmark dataset in (%) 

Classes 

FEF FEB FEW (FEF + FEB) 

Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family
Non-

family 
Family

Non-
Family 

Family
Non-

Family 
Family

Non-
Family 

Family 75.51 24.48 50.09 49.01 64.43 35.56 4.99 95.33 80.92 19.07 54.65 45.35 

non-
Family 

28.53 71.46 14.67 85.52 44.24 55.75 5.43 94.61 12.82 87.17 12.71 87.29 

ACR  73.48 67.80 60.09 49.63 84.04 70.97 

It is noted from Table 2 and Table 3 that Spatial + Angle and FEW are better compared to individual features 

on both our dataset and the benchmark datasets for family and non-family image classification. In order to 

decide the best combination, we conducted experiments for the following combinations: Spatial + FEF, 

Spatial + FEB, Spatial + FEW, as reported in Table 4 and Angle + FEF, Angle + FEB and Angle + FEW, 

as reported in Table 5. When we look at the ACR of all the combinations in Table 4 and Table 5, Spatial + 

FEW and Angle + FEW are the best compared to the other combinations for both our dataset and the 

benchmark dataset. It is justifiable because Spatial + FEW and Angle + FEW include features of facial 

regions and background information. Therefore, to achieve the best results, we propose the combination of 

Spatial + FEW and Angle + FEW, which is the proposed method and the results are reported in Table 6 for 

our dataset and the benchmark dataset.  

When we compare ACR of Spatial + FEW and Angle + FEW with the results of the proposed method 

(Spatial + Angle + FEW), ACRs for the respective three experiments on our dataset are almost the same. 

This is because the proposed method has been developed based on our dataset. However, when we compare 

the ACR of Spatial + FEW, Angle + FEW, and the proposed method on the benchmark dataset, there is a 

significant improvement for the proposed method compared to Spatial + FEW and Angle + FEW. Hence, 

we can conclude that the proposed method is capable of handling complex datasets. It is observed from the 

ACR of the proposed method on our dataset and the benchmark dataset reported in Table 6 that the proposed 

method scores highly on the benchmark dataset compared to our dataset. The reason is that our dataset 

includes diverse images such as those of different culture, modern families and non-family photos. At the 

same time, the benchmark dataset provides a large number of images for training, i.e., 1790 for family and 

2753 for non-family compared to 388 for family and 382 for non-family images of our dataset. This is the 

advantage of the benchmark dataset for achieving the best results compared to ours. This is because when 

we feed a large number of training samples to the classifier, it covers more possible variations in images. 



Therefore, a large number of training samples and more variations led to achieving the best results for the 

benchmark dataset by the proposed method compared to our dataset.   

Table 4. Confusion matrices of Spatial + FEF, Spatial + FEB and Spatial + FEW on ours and the benchmark dataset 

in (%).  

Classes 

Spatial + FEF  Spatial  + FEB  Spatial + FEW  

Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family Non-
family 

Family Non-
Family 

Family Non-
Family 

Family Non-
Family 

Family 
73.71  26.28 33.68   66.31 

62.62 37.38 37.35  62.57 85.56  14.44 71.04 28.88 

non-
Family 

27.74  72.25 16.48   83.51   44.50 55.49 29.12 70.92 14.39 85.60 15.94 84.10 

ACR  72.98 58.59   59.42 54.13 85.58 77.57 

 

Table 5. Confusion matrices of Angle + FEF, Angle + FEB and Angle + FEW on ours and the benchmark dataset in 

(%).  

Classes 

Angle +  FEF  Angle + FEB  Angle + FEW 

Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family Non-
family 

Family Non-
Family 

Family Non-
Family 

Family Non-
Family 

Family 84.02  15.97 43.64 56.35 74.48 25.52 45.83  54.16 83.24 16.75 67.86  32.13 

non-
Family 

19.10 80.89 14.26 85.73 26.17 73.82 14.22 85.52 11.78 88.21 19.80 80.20 

ACR  82.46 64.68 74.15 65.67 85.72 74.03 

In the case of spatial and angle feature extraction discussed in the Proposed Methodology Section, the 

proposed method computes the mean for distances and angles of all the faces in the respective images 

separately. To assess the influence of averaging (the mean), we conduct experiments for calculating the 

classification rate using the proposed method without averaging. In other words, the proposed method 

considers all the distance and angle features of faces in images as distance and angle feature vectors 

respectively for classification. The results are reported in Table 6, where one can see the proposed method 

without averaging the scores providing very poor results compared to the proposed method with averaging 

for both the datasets. This shows that the operation, namely, averaging, plays a vital role in achieving better 

results for family and non-family classification.  

Since we use the CNN for classification, to show its effectiveness compared to the SVM and the use of raw 

pixels with the CNN, the proposed method is used for experimentation of the proposed features with an 

SVM as well as feeding raw pixels to a CNN for ours and the benchmark dataset. For experiments using 

raw pixels of the images, the proposed method considers each pixel value as a feature and it converts a two-



dimensional image matrix to single-dimensional feature vector in a row-wise fashion. The converted single-

dimensional feature vector is passed to a CNN for classification. This experiment does not involve the 

proposed distance, angle and fractional entropy-based features for calculating the measures. The results are 

reported in Table 6. It is noted from Table 6 that the results of feeding raw pixels directly to a CNN performs 

poorly in terms of classification rate compared to the proposed features with a CNN. The main reason for 

the poor results is that since the number of samples for the training set is small, it may not cover all the 

possible variations of images when we feed raw pixels to the CNN directly. For experimentation with an 

SVM and for a fair comparative study with the CNN, the proposed method uses a polynomial kernel as it 

is non-linear like the CNN classifier. When we compare the results of the proposed features with an SVM 

and the proposed features with a CNN, the proposed features with an SVM achieve poorer results compared 

to the proposed features with a CNN. It is justifiable because the SVM does not have a generalization ability 

as is the case with a CNN. In addition, the performance of the SVM depends on the kernel type and size. 

On the other hand, the CNN can learn complex non-linear input and output relationships. Therefore, for the 

proposed problem, which is complex in terms of foreground and background variations according to the 

statistics reported in Table 1, the proposed features with a CNN perform better than the proposed features 

with an SVM. 

Table 6. Confusion matrix and classification rate of the proposed method (spatial + angle + FEW) without an 

averaging operation, with CNNs, SVMs and CNN on raw pixels in the images on ours and the benchmark dataset (in 

%).  

Classes 

Proposed Method (with 
averaging) 

Proposed without averaging  
Proposed method CNN on raw 

pixels  
Proposed method with SVM  

Our Benchmark Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family 
non-

Family 
Family

non-
Family 

Family
Non-

family 
Family

Non-
Family 

Family 
Non-

Family 
Family

Non-
Family 

Family 88.40 11.59 96.36 3.63 77.31 22.68 48.92 51.08 62.62 37.37 91.58 8.42 80.87 19.13 91.67 8.32 

non-
Family 

15.70 84.29 1.16 98.83 80.36 19.63 19.22 80.78 56.70 43.29 88.84 11.16 12.56 87.43 5.70 94.29 

ACR  86.34 97.59 49.86 64.85 52.59 53.53 84.13 93.26 

We also report the results of two existing methods on our dataset and the benchmark datasets in Table 7. 

Since (Wang et al., 2017) is the improved version of (Wang et al., 2015), whereby Wang et al. (2017) gives 

better results in terms of ACR. When we compare the ACR of the proposed method with two existing 

methods, the proposed method gives better results than (Wang et al., 2015) and (Want et al., 2017). This is 

understandable as both the existing methods use only facial regions for classification, while the proposed 

method uses both facial and background regions. In addition, the proposed method extracts geometric 

features based on spatial and angle information, and the new fractional entropy feature are an enhancement 

on existing methods and hence it makes a positive difference.   



Table 7. Confusion matrix of the proposed (spatial + angle + FEW) and existing methods on our dataset and the 

benchmark dataset in (%). 

Classes 

Proposed  Wang et al. (2015) Wang et al. (2017) 

Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family Non-
family 

Family Non-
Family 

Family Non-
Family 

Family Non-
Family 

Family 88.40 11.59 96.36 3.63 76.28 23.71 88.54 11.45 82.73 17.27 94.52 5.47 

non-
Family 

15.70 84.29 1.16 98.83 37.43 62.56 24.95 75.04 22.51 77.49 14.38 85.61 

ACR  86.34 97.59 69.42 81.79 80.11 90.06 

Sample qualitative results of the proposed method on our dataset and the benchmark dataset are shown in 

Fig. 11. Fig. 11 also includes the results of misclassifications by the proposed method on our dataset and 

the benchmark dataset. The reason for misclassification is that when the images of family and non-family 

images share geometric structures of the faces and the properties of backgrounds, the proposed method fails 

to perform correct classification. Therefore, there is scope for improvement in the future.  



     

The existing methods (Wang et al., 2015, 2017) that work based on the fact that the height distributions of 

persons in images should satisfy a hierarchical order for family, while it does not for non-family. In the 

same way, according to the statistics in Table 1, the benchmark dataset contains more images with indoor 

scenes for the family class, and more images with outdoor scenes for the non-family class. However, the 

proposed method does not consider these two constraints for the classification of family and non-family 

images. It is evident from the statistics reported in Table 1 for our dataset, where it can be seen that the ratio 

of hierarchical to the total number of family images and non-hierarchical to the total number of non-family 

images is greater compared to that from the benchmark dataset. The same thing is true for images with 

indoor scenes for family and outdoor scenes for non-family images. To validate the statement, we conducted 

Fig. 11. Qualitative results of successful and unsuccessful classification employing the proposed 
method on our dataset and the benchmark dataset  

Sample family images from our dataset and the benchmark dataset classified successfully  

Sample family images from our dataset and the benchmark dataset classified incorrectly  

Sample non-family images from our dataset and the benchmark dataset classified successfully  

Sample non-family images from our dataset and the benchmark dataset classified incorrectly  



experiments for Family-Hierarchical vs. Non-family-Non-hierarchical and Family-Non-hierarchical vs. 

Non-family-Hierarchical on both ours and the benchmark dataset, and the results are reported in Table 8. It 

is observed from Table 8 that the classification rate for the expected order is higher than that of the other 

order. Therefore, we can conclude that there is not much influence on the overall performance of the 

proposed method. Similarly, images with indoor and outdoor scenes do not have much of an effect on the 

overall performance of the proposed method. It is evident from the results reported in Table 8 for Family-

Indoor vs. Non-family-Outdoor and vice versa. In summary, for all the experiments listed in Table 8 for 

both ours and the benchmark dataset, the proposed method achieves almost consistent average classification 

rates. This demonstrates that the proposed method works well irrespective of the background complexities 

and hierarchical distribution of heights. However, when we compare the results of the proposed method on 

the whole dataset (Table 7) without separation and the results in Table 8, the results of the proposed method 

in Table 7 are higher than those in Table 8 due to fewer training samples which represent the variations in 

the case of individual experiments listed in Table 8.     

Table 8. Confusion matrices and classification rate for family and non-family images with different 

foreground and background patterns on ours and the bechmark dataset (in %). 

Classes 

Family-Hierarchical vs Non-
family Non-Hierarchical  

Family-Non-Hierarchical vs 
Family Hierarchical  

Family-Indoor  vs Non-family-
Outdoor  

Family-Outdoor  vs Non-
family-Indoor  

Our Benchmark Our Benchmark Our Benchmark Our Benchmark 

Family 
non-

Family 
Family 

non-
Family 

Family 
Non-

family
Family

Non-
Family

Family
Non-

Family
Family

Non-
Family 

Family 
Non-

Family 
Family

Non-
Family

Family 72.0 27.0 77.0 23.0 66.0 34.0 73.0 27.0 68.0 31.0 76.0 24.0 57.0 42.0 66.0 34.0 

non-
Family 

31.0 69.0 33.0 67.0 35.0 64.0 43.0 57.0 29.0 71.0 23.0 77.0 26.0 74.0 27.0 73.0 

ACR  70.5 72.0 65.0 65.0 69.5 76.5 65.5 69.5 

5. Conclusions and Future Work 

In this paper, we have proposed a new idea for classifying family and non-family photos by combining 

facial structure and background texture. The proposed method explores distances between facial key points 

for extracting spatial features. In addition, angles between facial key points are also explored for studying 

the structures of faces, which are called geometric features. To make use of the background information 

and textural properties of facial regions, we have proposed novel Tsallis fractional entropy-based features. 

Furthermore, the proposed method combines spatial, angle and fractional entropy features to obtain the 

feature vector. The feature vector is applied to a conventional convolutional neural network for 

classification. Experimental results on our own dataset and the benchmark datasets show that the proposed 

method is better than two state-of-the-art methods in terms of average classification rate.  

The main contributions are the following. It is inherent that facial regions are the key factor for family and 

non-family photo image classification. Based on this observation, we explore distance features for facial 



key points as spatial features to study the structure of facial regions. We have used angle information for 

facial key points to make spatial features robust to extract the detailed structure of facial regions. The way 

we combine spatial and angle-based features as geometric ones is novel and an interesting approach to 

tackle the issues of family and non-family photo classification. To extract regular patterns in facial and 

background regions (other than facial region), we propose a novel idea of introducing Tsallis fractional 

entropy for extracting texture properties of facial regions and other background regions. Furthermore, the 

proposed method combines geometric and fractional entropy features in a different way for achieving the 

best results.  

Despite having proposed a new idea for family and non-family images classification, there are some 

limitations to the proposed approach. Sometimes, when family and non-family image share the same 

properties of facial regions with the background, the proposed method fails to yield good results. This is 

understandable because one can expect similar patterns of foreground and background for both family and 

non-family images. In this case, we need a method, which can work irrespective of background and facial 

regions. One way is to introduce context features using foreground and background information to find a 

solution regarding context, which can be independent of facial regions and the background.  

When photos contain both family and non-family members, the proposed method may not work well. It is 

beyond the scope of the proposed work as it is hard to separate family or non-family members in the same 

image. To find a solution, one possible way is to bring multimodal concepts, such as face, skin, dress, and 

structure of the body. This is due to the potential of sharing personal traits and habits with members 

belonging to the same family. If individuals do not belong to a particular family, we can expect different 

habits, structures (apart from the face), skin, etc.   

In summary, this paper presents a new idea for finding a solution to family and non-family photo 

classification. The proposed work demonstrates a promising direction for solving a number of issues, 

including human trafficking. There are several potential concepts, which can be considered as new research 

directions for future study.  In order to support reproducible research, the dataset and code will made 

available to readers upon request.  
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