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Abstract

Driver’s cognitive state of mental fatigue significantly affects driving performance and

more importantly public safety. Previous studies leverage the response time (RT) as

the metric for mental fatigue and aim at estimating the exact value of RT using elec-

troencephalogram (EEG) signals within a regression model. However, due to the easily

corrupted and also non-smooth properties of RTs during data collection, methods fo-

cusing on predicting the exact value of a noisy measurement (RT) generally suffer from

poor generalization performance. Considering that human reaction time (RT) is the re-

flection of brain dynamics preference (BDP) rather than a single regression output of

EEG signals, a novel Channel-reliability Aware Ranking (CArank) model is proposed

for multi-channel ranking problem. CArank learns from BDPs using EEG data robustly

and aims at preserving the ordering corresponding to RTs. In particular, a transition

matrix is introduced to characterize the reliability of each channel used in EEG data,

which helps in learning with BDPs only from informative EEG channels. To handle

large-scale EEG signals, a Stochastic-Generalized Expectation Maximum (SGEM) al-

gorithm is proposed to update CArank in an online fashion. Comprehensive empirical

analysis on EEG signals from 40 participants shows that our CArank achieves substan-

tial improvements in reliability while simultaneously detecting noisy or less informative

EEG channels.



1 Introduction
As reported by sleep health report (Adams et al., 2017), mental fatigue is a major cause

in 33%−45% of all road accidents. In general, mental fatigue (Boksem and Tops, 2008)

refers to the inability to maintain optimal cognitive performance in continuous task of

the high demand of cognitive activity. Such inability in the context of driver could

lead to accidents with severe consequences (Adams et al., 2017). Individuals may find

themselves in a mental fatigue state because of lack of sleep, continuous driving for

long-time, midnight driving, monotonous driving, and driving during the influence of

sleeping drugs or sleep disorders (Ji et al., 2004; Ting et al., 2008).

In response to these critical issues, several methods (Cook et al., 2007; Blankertz

et al., 2009; Fazli et al., 2009; Wascher et al., 2014; Tian et al., 2018; Kaji et al.,

2019) have been proposed to estimate and predict the mental fatigue based on elec-

troencephalography (EEG) and reaction time (RT) (Fig. 1(a)). Some of these methods,

however, performed considerably well for some participants but failed for others due

to lack of generalization. There are several challenges behind such poor generalization

and one of such problems is how to use RT effectively. RT is easily affected by the

instrumental error, mind wandering or any other task non-related factors. A previous

study (Wei et al., 2015) tried to overcome this problem by adopting different techniques

to smooth RTs, but still failed to make it work for all participants. Note that humans’ RT

is usually the result of preference (Izuma and Adolphs, 2013) in brain dynamics during

the task, rather than just a single value. Such preferences of humans can be affected by

different cognition (Möckel et al., 2015) like mind-wandering (Lin et al., 2016), and/or

a lower level of attention (Chuang et al., 2018). Therefore, the relationship between

the EEG signals and RTs including the extreme/abnormal RTs should be taken care

in the way that reflects human Brain Dynamics Preferences (BDPs) by the developed

technique itself.

Another important problem lies in the heterogeneous channels extracted from dif-

ferent brain regions, which are normally responsible for different functionalities. There

was an attempt to choose different brain regions (Wascher et al., 2014) for a method

during mental fatigue evaluation but these regions of the brain are not necessarily the

same for all participants (Gramann et al., 2006). For example, Wascher et al. (2014)

heuristically used frontal theta to represent a different level of mental fatigue for all

participants. In such a case the reliability of the learning model would inevitably de-

grade because of possibly noisy or less informative channels chosen, on different brain

regions, by the method. Some previous work (de Naurois et al., 2017), attempted to

solve this issue using artificial neural network models but still failed to provide con-

vincing results. The aforementioned works impel us to pursue a purely data-driven

approach to predict mental fatigue while getting rid of the low versatility caused by

various heuristic tricks.

To overcome the above-mentioned problems, we first formulate the mental fatigue

monitoring task into a multi-channel ranking problem and solve it with the proposed

Channel-reliability Aware ranking (CArank) model. In particular, CArank could learn

from BDPs using EEG data robustly, while effectively preserve the exact ordering of

RTs (Fig. 1(b)). This approach surprisingly improves over defects of previous models

and their performance caused by noisy and extreme RTs. Furthermore, our model also

2



Figure 1: (a) Regression model with EEG signals. (b) CArank model with brain dy-

namics preferences.

proposes to use a transition matrix to evaluate the high confidence sources among het-

erogeneous EEG channels, which contributes highly toward task performance. In order

to handle large-scale EEG signals and obtain higher generalization, a stochastic gener-

alized expectation maximum (SGEM) algorithm is further proposed. More precisely,

we make the following key contributions:

• We formulate the mental fatigue monitoring task into a multi-channel ranking

problem and tackle it with the Channel-reliability Aware ranking (CArank) model.

CArank is a purely data-driven approach to detect mental fatigue while evaluating

channel reliability.

• We propose a stochastic generalized expectation-maximum algorithm for CArank,

which extends CArank to large-scale applications.

• We conduct empirical experiments on EEG signals from 40 participants to demon-

strate the superior reliability of our CArank in terms of mental fatigue monitoring.

The sequel of this paper is organized as follows. Section 2 introduces the background

of mental fatigue monitoring and motivates the practice of using brain dynamics pref-

erences. In Section 3, we proposes the multi-channel ranking problem and introduces

our channel-reliability aware ranking to solve it. Section 4 describes a stochastic gen-

eralized expectation-maximization algorithm. Section 5 demonstrates the reliability of

the proposed CArank with EEG signals from forty participants. Section 6 concludes

the paper and envisions future work.

2 Background
In this section, we first introduce some preliminary knowledge about mental fatigue

monitoring and then discuss our motivation for learning from brain dynamics prefer-

ences.

The reaction time is an intuitive indicator used to assess human mental fatigue.

Therefore, a common practice for mental fatigue monitoring is to find a robust mapping

for humans’ reaction time (RT) to an emergent situation using the EEG signals recorded

beforehand (Lal et al., 2003; Kohlmorgen et al., 2007; Jap et al., 2009).
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Figure 2: Overfitting of the two-layer deep regression model for mental fatigue mon-

itoring. EEG signals from multiple channels are simply concatenated. The difference

between the ground truth and the prediction is calculated with the root mean squared

error (RMSE). We only collect the result from the first participant for a showcase.

2.1 Overfitting of the Regression Model
A natural way to forecast the RT with the EEG signals is to formulate it as a regres-

sion task (Fig. 2), namely finding a (non)linear mapping (e.g., neural networks, SVR)

from the EEG signals x to the corresponding RT. However, due to the easily corrupted

properties of the EEG signals and the existence of extreme values in RTs during data

collection (Wei et al., 2015; Huang et al., 2015), focusing on predicting the exact value

of a noisy and non-smooth measurement (i.e., RT) is easier to create a near-perfectly

fitted model with poor generalization performance (see Fig. 2, Table 1 and Fig. 5).

This creates a dilemma: it requires a reliable learning model to predict RT with the

complex EEG signals (indeed, it is exactly our target) but it is not required to excessively

approximate the exact value of RT, especially the extreme values. Here comes the

problem: how to find an efficient way to learn from the noisy RT/non-smooth while the

exact value is not necessary.

2.2 Consistency of the Ordinal Regression Model
Instead of using regression, we propose to transform the problem into an ordinal re-

gression problem. In particular, the RTs are defined in the totally ordered space R. The

totally ordered space owns its structure meanings, which are preserved by the pairwise

comparisons between the RTs. The pairwise comparisons indeed preserve the whole
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Figure 3: Consistency of the two-layer ordinal regression model using brain dynamics

preferences. EEG signals from multiple channels are simply concatenated. Indegree

sequences for the ground truth and the prediction are calculated, respectively. The root-

mean-squared error (RMSE) was also measured between the indegree sequences of the

ground truth and the prediction. We only collect the result from the first participant for

a showcase.

relative structure information between the RTs while ignoring their absolute numerical

information. Therefore, predicting the orderings of the pairwise comparisons may be

regarded as a relaxed alternative of the previous regression model (see Fig. 3).

We showcase our motivation using a naive ordinal regression model for mental fa-

tigue monitoring and show the results in Fig. 3. It shows that even the naive ordinal

regression model could capture some meaningful results comparing to the regression

model. In particular, the relative structure information between the RTs is kind of pre-

served, namely the boundary between large RTs and small RTs is clear. Meanwhile,

large RTs could serve as an indicator of mental fatigue monitoring.

Reliability Issues Caused by Heterogeneous Channels However, a naive ordinal

regression method still suffers from overfitting, mainly because of the simple concate-

nation of the EEG signals. Since the EEG signals are from heterogeneous channels, it

would inevitably lead to degradation of the model’s generalization if we simply con-

catenate the EEG signals without discriminating the reliability of each channel.
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3 Model and Methodology
In this section, we first formulate the mental fatigue monitoring task into a multi-

channel ranking problem. Further, we extend the ordinal classification model for brain

dynamics preferences and introduce a transition matrix to evaluate the channel reli-

ability. Then, the channel-reliability aware ranking model is proposed to tackle the

multi-channel ranking problem.

Note that we used the term “preference” intentionally to show that brain dynam-

ics keep changing with regard to human behaviours and it happens because the human

brain prefers one decision over others (Ekman and Davidson, 1994; Izuma and Adolphs,

2013; Franks, 2019). Therefore, we prefer to call it “preference” rather than “classifi-

cation”. Our task is then referred to as the “Brain Dynamics Preference (BDP)”.

3.1 Multi-Channel Ranking
According to our analysis, our aim is then to correctly preserve the whole orderings

between the pairwise RT comparisons (Fig. 1(b)). In particular, the collection of the

pairwise RT comparisons D , named as preference propositions, can be constructed as

follows:

D = {(Ti,Tj)|Ti,Tj ∈ T , i �= j}. (1)

where T is the set of reaction times. Note that the ground truth of each pairwise

RT comparison is accessible since RTs are known. Since the connection between RT

and BDP is based on human intuition. Therefore, the ground truth of the pairwise RT

comparison is called as “preference proposition” in this paper, with regards to BDP.

For brevity of notations, we adopt the new notation to represent the preference

propositions in the following. Namely,

D = {ρm : (Tm,1,Tm,2)}M
m=1, (2)

where M denotes the number of preference propositions and ρm(∈ D) denotes the m-

th preference proposition. There are usually two types of preference propositions: (1)

ρm = 1/−1: the orderings between the RTs are significant, i.e., Tm,1 ≥ Tm,2 or Tm,1 ≤
Tm,2; (1) ρm = 0: the RTs in each comparison are comparable, i.e., Tm,1 ≈ Tm,2.

Then, the BDP could be constructed for each proposition using the corresponding

pairwise EEG signals recorded from each channel, respectively. Namely

preference propositions ρm : (Tm,1,Tm,2) ⇐⇒ BDP (x1
n,m,x

2
n,m), (3)

where n = 1,2, . . . ,N. The BDP (x1
n,m,x

2
n,m) denotes the EEG signals recorded within

the n-th channel for each preference proposition ρm ∀m = 1,2, . . . ,M.

Multi-Channel Ranking (MCR) In summary, our problem is formulated as predict-

ing the preference propositions (the ordering of the pairwise RT comparisons) by ag-

gregating the BDPs from multiple channels, namely

f ({x1
n,m,x

2
n,m}N

n=1) −→ ρm, ∀m = 1,2, . . . ,M, (4)
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3.2 Beyond Ordinal Classification
Note that a preference proposition ρ has three states: 1,0,−1, denoting win (T1 > T2),

tie (T1 ≈ T2) and loss (T1 < T2), respectively1. It means that classical classification

models, e.g., support vector machine, ordinal logistic regression, are infeasible for our

problem, due to lack of a normalized probability definition for three states. The softmax

function, which models different states equally, also does not serve as a good candidate,

failing to capture the intrinsic connection of these two types of preference propositions.

Therefore, we tailor-define a normalized probability for the three states while con-

sidering the two types of preference propositions, namely first normalizing the probabil-

ity over states (1,−1) (exclusively to the preference proposition) to 1, then generalizing

the probability definition to state 0. To be specific, it can be mathematically formulated

as

P(ρ|w,x1,x2) =

⎧⎪⎨
⎪⎩

σ(wT Δx)[1−κ(wT Δx)] ρ = 1,

κ(wT Δx) ρ = 0,

σ(−wT Δx)[1−κ(wT Δx)] ρ =−1,

(5)

where σ(z) = 1/(1+e−z) is the sigmoid function and σ(−z) = 1−σ(z). Let Δx denote

the subtraction (x1 − x2) between the BDP (x1,x2). Following Weng and Lin (2011),

the probability of a tie is modelled as the geometric mean between a win and a loss,

namely κ(wT Δx) =
√

σ(wT Δx)σ(−wT Δx). Note that we consider the linear mapping

wT Δx here since the EEG data are usually high-dimensional with low sample size.

Remark 1 (Extension to Deep Models). For the sake of clarity, we elaborate our three-
states ordinal classification with a linear formulation (Eq. (5)). In the case of a deep
learning model, the raw feature x in Eq. (5) could be replaced with the output of the last
layer of the encoder.

3.3 Channel Reliability
Considering different functions of different regions in the human brain, relative contri-

butions of different channels to human RT may vary a lot. For example, the information

conveyed by positive channels is positively related to the RT; while negative channels

may convey the information which is negatively related to the RT. There are also some

noisy (non-relevant) channels which are independent of the learning task. Therefore, if

we directly model the EEG preferences recorded in each channel without any distinc-

tions between the channels regarding the channel state (i.e., positive, noisy and neg-

ative), the model’s reliability would inevitably degrade. Note that a channel is called

“noise” if the current algorithms could not extract useful brain information with EEG

signals from this channel (Alharbi, 2018; Lin et al., 2018).

In the following, a transition matrix Πn is introduced to characterize the reliability

of each channel n w.r.t. the learning task. Let ρ denote the preference proposition and

ρ(n) denote the prediction from the n-th channel. ρ and ρ(n) are all defined on a finite

1In the following, we omitted the subscripts for simplicity.
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state space S = {1,0,−1}. Then we have

Πn = P(ρ|ρ(n)) =

⎡
⎣πn

11 πn
12 πn

13

πn
21 πn

22 πn
23

πn
31 πn

32 πn
33

⎤
⎦ , (6)

where Pi, j(ρ|ρ(n)) = P(ρ = S j|ρ(n) = Si). According to the definition of the transition

matrix, Πn should satisfy the following three constraints: (1) each entry of Πn should be

constrained in [0,1]; (2) each raw of Πn should be summed up to be 1; (3) each column

of Πn should be summed up to be 1.

However, it is usually costly and redundant to estimate Πn (Eq. (6)) directly. In

the following, we consider to impose more constraints to Eq. (6), so as to simplify the

inference while enhancing interpretability. (1) The transition between states (1,−1) is

constrained to be symmetric, since states (1,−1) are exclusive to the preference propo-

sition wherein the orderings between the RTs are significant, i.e., P(ρ = 1|ρ(n) =−1) =
P(ρ =−1|ρ(n) = 1). (2) Since the equal case between two real values are hard to mea-

sure when conducting prediction, the transition from the significant RT pairwise com-

parisons to comparable RT ones are not considered2, i.e., P(ρ = 0|ρ(n) = {1,−1}) = 0.

Therefore, a simplified transition matrix can be represented as follows:

Πn = P(ρ|ρ(n)) =

⎡
⎣ πn 0 (1−πn)

0 1 0

(1−πn) 0 πn

⎤
⎦ , (7)

The parameter πn in the transition matrix Πn (Eq. (7)) actually indicates the reliability of

the n-th channel ∀n = 1,2, . . . ,N. It additionally helps to divide the channels into three

states: (a) positive channels with πn close to 1, the ranking model (Eq. (5)) can extract

enough information from the n-th channel, and exactly predict the state of the preference

proposition. (b) Noisy channels with πn approximating to 0.5, the ranking model cannot

extract any useful information from the n-th channel. (c) Negative channels with πn
close to 0, the ranking model can extract enough information from the n-th channel, but

the prediction states are exactly opposite to the proposition states.

The identified positive and negative channels are all considered as informative EEG

channels, which helps in learning reliable models for the corresponding task.

3.4 Channel-reliability Aware Ranking (CArank)
With the incorporation of transition matrix Πn (Eq. (7)) on top of the introduced three

states learning to rank model (Eq. (5)), the likelihood function for each preference

proposition ρ can be represented as

P(ρ|w,Πn,x1
n,x

2
n) = Eρ(n)

[
P(ρ|ρ(n))P(ρ(n)|w,x1

n,x
2
n)
]

(8)

=

⎧⎪⎨
⎪⎩
[πnσ(wT Δxn)+(1−πn)σ(−wT Δxn)][1−κ(wT Δxn)] ρ = 1,

κ(wT Δxn) ρ = 0,

[(1−πn)σ(wT Δxn)+πnσ(−wT Δxn)][1−κ(wT Δxn)] ρ =−1.

2A promising approach to generalize the transition matrix Πn (Eq. (7)) is to introduce the concept of

the confidence region to measure the equal cases (Pregibon et al., 1981).
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where the subscripts m, indicating the index of preference proposition, are omitted for

the sake of simplicity.

Let D denote the collection of preference propositions and X represent the recorded

EEG signals from N different channels. We further extend Eq. (8) to a Bayesian for-

mulation. A Gaussian prior is introduced for w (i.e., w ∼ N(μ,Σ)). Since the transition

matrix Πn only depends on the parameter πn, we focus on estimating the parameter

πn ∀n = 1,2, . . . ,N in the following. Let π denote {πn}N
n=1, and we introduce a Beta

prior for each πn (i.e., π ∼ B(α,β ) = ∏N
n=1 B(αn,βn)). Then, our Channel-reliability

Aware Ranking (CArank) model (Eq. (9)) for multi-channel ranking problem (Eq. (4))

can be represented as

P(D ,w,π|X) = P0(π)P0(w)P(D |w,π,X) (9)

= B(π|α,β )N(w|μ,Σ)
M

∏
m=1

N

∏
n=1

P(ρm|w,πn,Δxn,m).

Let M denote the number of preference propositions, i.e., |D | = M. The variable n
iterates over the channels. m iterate over preference propositions. Due to the symmetry

of the state probability (Eq. (5)) and transition matrix (Eq. (7)) w.r.t. states 1 and −1,

the resulting marginal likelihood (Eq. (8)) and the corresponding Bayesian formulation

(Eq. (9)) remains symmetric w.r.t. states 1 and −1.

Now our aim is to estimate the model parameters (w and π) by maximizing Eq. (9).

In principle, any solution strategies for MAP estimation can be considered to solve this

problem. See Section 4 for optimization details.

3.5 Reliability Analysis and Channel State Estimation
CArank (Eq. (9)) indeed trains a mixture of two complementary classifiers, which share

the same parameter w. It is different from classical mixture models, since it clusters at

the channel level instead of the sample level.

In particular, in terms of the positive channels with πn close to 1, CArank relies on

the first classifier to update the shared parameter w. In terms of the negative channels

with πn close to 0, Eq. (9) automatically switches to the opposite classifier which can

extract correct information from the negative channels and update the shared parameter

w accordingly. Further, CArank is robust to the noisy channels with πn approximately

equal to 0.5, because Eq. (9) gives up extracting information from the noisy channels

by assigning a constant likelihood (i.e., 0.5) to each BDP. The estimated πn can be

leveraged as an indicator to detect noisy channels with πn ≈ 0.5,∀n = 1,2, . . . ,N. See

Fig. 6 for more details.

4 Stochastic Generalized Expectation Maximization
In this section, we describe a generalized expectation-maximization (GEM) algorithm

(Dempster et al., 1977) to solve the proposed CArank (Eq. (9)). Since the feasible

region of πn is restricted to [0,1], the gradient-based optimization methods would make

our solution inaccurate and inefficient. The GEM algorithm is an efficient iterative
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procedure to compute the MAP solution in the presence of latent variables (ρ(n)
m in

Eq. (9)). GEM avoids directly calculating the derivative to the expectation of latent

variables, and resorts to a surrogate lower bound to optimize. Therefore, GEM, a silver

bullet for MAP with latent variables, can significantly simplify the optimization over

parameter πn for Eq. (9).

4.1 GEM for CArank
For each preference proposition ρm, we introduce an auxiliary variable δ (n)

m ∈ {1,0}
for the n-th channel, representing the consistency between the preference proposition

ρm and the prediction ρ(n)
m given by the n-th channel. Specifically, δ (n)

m = 1 denotes

the prediction ρ(n)
m given by the first classifier is consistent with the preference propo-

sition ρm, and δ (n)
m = 0 denotes the prediction ρ(n)

m estimated by the second classifier is

consistent with the preference proposition ρm. We can therefore find an equivalent for-

mulation of Eq. (8) for each preference proposition ρm involving the auxiliary variable

Ξm = {δ (n)
m }N

n=1.

P(ρm,Ξm|π,w,X) =
N

∏
n=1

P(ρm,δ
(n)
m |πn,w,Δxn,m) (10)

=

⎧⎪⎪⎨
⎪⎪⎩

∏N
n=1[πnσ(wT Δxn,m)]

δ (n)
m [(1−πn)σ(−wT Δxn,m)]

1−δ (n)
m [1−κ(wT Δxn,m)] ρm = 1,

∏N
n=1 κ(wT Δxn,m) ρm = 0,

∏N
n=1[(1−πn)σ(wT Δxn,m)]

δ (n)
m [πnσ(−wT Δxn,m)]

1−δ (n)
m [1−κ(wT Δxn,m)] ρm =−1.

This shows that we can deal with the joint distribution directly, which leads to signif-

icant simplifications for optimization. The complete log likelihood of CArank (Eq. (9))

can be written as

logP(D ,Ξ,w,π|X) = logP0(π)+ logP0(w)+
M

∑
m=1

N

∑
n=1

logP(ρm,δ
(n)
m |w,πn,Δxn,m).

(11)

Expectation Step In the expectation step, we first calculate the expected value of

the auxiliary variable δ (n)
m w.r.t. its posterior distribution P(δ (n)

m |π,w,ρm,xn,m) ∀n =
1,2, . . . ,N,∀m = 1,2, . . . ,M:

E[δ (n)
m ] =

P(ρm,δ
(n)
m |w,πn,Δxn,m)

P(ρm|w,πn,Δxn,m)
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
1+

(1−πn)σ(−wT Δxn,m)

πnσ(wT Δxn,m)

]−1

ρm = 1,

1 ρm = 0,[
1+

πnσ(−wT Δxn,m)

(1−πn)σ(wT Δxn,m)

]−1

ρm =−1.

(12)

where E[δ (n)
m ] denotes the degree of the consistency between the prediction ρ(n)

m and the

preference proposition ρm. Then, the expectation of Eq. (9) w.r.t. the posterior distribu-
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tion P(δ (n)
m |π,w,ρm,xn,m) ∀n = 1,2, . . . ,N,∀m = 1,2, . . . ,M can be represented as:

L (w,π) = E[logP(D ,Ξ,w,π|X)] (13)

=
N

∑
n=1

[(αn −1) logπn +(βn −1) log(1−πn)]− 1

2
(w−μ)T Σ−1(w−μ)

+
M

∑
m=1

N

∑
n=1

[
I(ρm = 0) logκ(wT Δxn,m)+ I(ρm �= 0) log[1−κ(wT Δxn,m)]

+ I(ρm = 1)
[
E[δ (n)

m ] logπnσ(wT Δxn,m)+(1−E[δ (n)
m ]) log(1−πn)σ(−wT Δxn,m)

]
+ I(ρm =−1)

[
E[δ (n)

m ] log(1−πn)σ(wT Δxn,m)+(1−E[δ (n)
m ]) logπnσ(−wT Δxn,m)

]]
,

where I(∗) is the indicator function, which equals 1 if the condition is true and 0 other-

wise.

Generalized Maximization Step In the generalized maximization step, we increase

the objective function Eq. (13) w.r.t. the model parameters π and w, respectively. In

terms of π , we set the gradient of Eq. (13) w.r.t. πn to zero and obtain the following

estimate for πn:

πnew
n =

∑M
m=1

[
I(ρm = 1)E[δ (n)

m ]+ I(ρm =−1)(1−E[δ (n)
m ])

]
+αn −1

∑M
m=1 [I(ρm = 1)+ I(ρm =−1)]+αn +βn −2

, (14)

where n = 1,2, . . . ,N.

In terms of w, due to the complexity of the sigmoid function, we cannot have a

closed-form solution for w and we need to use gradient-based methods to optimize

Eq. (13) w.r.t. w. In particular, the gradient function g(w) can be represented as follows:

g(w) =−Σ−1(w−μ)+
M

∑
m=1

N

∑
n=1

[[
I(ρm = 0)+

I(ρm �= 0)

1− [κ(wT Δxn,m)]−1

]1−2σ(wT Δxn,m)

2

+ I(ρm �= 0)(E[δ (n)
m ]−σ(wT Δxn,m))

]
Δxn,m. (15)

Regarding the linear rank mapping, we adopt the Limited-memory Broyden-Fletcher-

Goldfarb-Shanno (L-BFGS) (Byrd et al., 1995) to optimize w. wnew can be obtained

with L-BFGS using L (w) and g(w), namely

wnew = L-BFGS(L (w),g(w),D). (16)

The GEM algorithm (See algorithm 1) then iterates the E-step and the generalized M-

step until convergence is achieved.

Remark 2 (Extension to Deep Models). The L-BFGS optimization method used in
Eq. (16) aims to find the optimum w. It is easy to find its alternatives in deep learning
literature, such as vanilla stochastic gradient descent (SGD) and its various variants
(Kasai, 2017), if we replace the raw EEG feature x with neural embedding.
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Algorithm 1 Generalized Expectation-Maximization (GEM) algorithm for Channel-

reliability Aware Ranking (CArank)

1: Input: collection of preference propositions D , EEG signals X , maximum number

of iterations T .

2: Initialization: hyperparameters{αn,βn}N
n=1 for π and (μ,Σ) for w.

3: for t = 1,2, . . . ,T or not convergence do
4: E-step: calculate the posterior expectation of auxiliary variable E[δ (n)

m ] according

to Eq. (12), ∀m = 1,2, . . .M,∀n = 1,2, . . .N.

5: M-step: update πn according to Eq. (14) ∀n = 1,2, . . .N and update w according

to Eq. (16).

6: end for
7: Output: channel reliability π and rank mapping w.

4.2 Stochastic GEM for CArank
The GEM approach introduced in Section 4.1 is inefficient for large-scale datasets,

because we need to iteratively calculate the gradient w.r.t. parameters π and w over

all samples during each generalized maximization step. Motivated by the stochastic ap-

proximation literature (Roche, 2011), we introduce a stochastic generalized expectation-

maximization (SGEM) approach, which resorts to stochastic mini-batch optimization to

learn the parameters. To be specific, SGEM approximates the updated π and w in batch

EM with a single sample or mini-batch samples. Since mini-batch samples cannot be a

perfect approximation to the whole dataset, we interpolate between the new and former

estimators with a decreasing step-size3 ηk, as in (Liang and Klein, 2009).

Sampling Step Before the t-th iteration, we randomly sample a mini-batch D t from

D . The number of preference propositions in D t , denoted by Mt , is much smaller than

the corresponding total dataset size M.

Expectation Step The expectation step remains similar. The only difference is that

we need to calculate the posterior expectation of the auxiliary variable δ (n)
m over the

mini-batch D t .

Generalized Maximization Step In the generalized maximization step, We increase

the objective function, calculated on the mini-batch D t , w.r.t. model parameters π and

w. In terms of parameter πn, since its marginal distribution belongs to the exponential

family, we perform the stochastic update in the space of sufficient statistics (Cappé and

3Here, the step-size is set to ηt = (t+2)−τ0 , where t is the number of iterations and 0.5 < τ0 < 1. The

smaller the τ0 is, the larger the update ηt is, and the more quickly we forget (decay) our old parameters.

This can lead to swift progress but also generates instability.
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Moulines, 2009). Let φ̃n denote the noisy estimate of the sufficient statistic for πn.

φ̃n =
M
Mt ∑

m∈D t

[
I(ρm = 1)E[δ (n)

m ]+ I(ρm =−1)(1−E[δ (n)
m ])

]
, (17a)

φ t
n = (1−ηt)φ t−1

n +ηkφ̃n, (17b)

πnew
n =

φ t
n +αn −1

∑m∈D t [I(ρm = 1)]+ I(ρm =−1)]+αn +βn −2
, n = 1,2, . . . ,N. (17c)

In terms of parameter w, the above practice is infeasible due to its non-exponential

marginal distribution. Inspired by the stochastic gradient EM algorithms in (Cappé and

Moulines, 2009), we perform the stochastic update in the original space. First, a local

optima regression weight wt can be obtained via iterative optimization over the mini-

batch D t , using L-BFGS. Then we interpolate between a local optimum and the former

estimations to form a global approximation w.r.t. the parameter w.

wt = L-BFGS(L (w),g(w),D t), (18a)

wnew = (1−ηk)wold +ηkwt . (18b)

Remark 3 (Convergence Analysis). The convergence issues of the proposed stochastic
GEM algorithm are analogous to the discussion given by Cappé and Moulines (2009)
for their stochastic gradient EM algorithms. The existence of such links is hardly sur-
prising. In view of the discussions in Section 3 of Cappé and Moulines (2009), the
online update rule (Eq. (18b)) could also be seen as a stochastic gradient recursion
formula, namely wnew = wold +ηk(wt −wold).

5 Empirical Analysis
In this section, we demonstrate the reliability of the proposed CArank (Eq. (9)) with

EEG signals from forty participants.

Experiment Paradigm: This paper utilized the 33-channels EEG data recorded in

the previous study (Huang et al., 2015) from 40 adult participants while performing

long sustained attention task. This data contains one intrinsic non-EEG channel, i.e.,

33rd channel, which contains the information about only one axis in the direction of

deviation. The experiment has been conducted using a virtual-reality dynamic driving

simulator (Fig. 4D-E). The task involves driving on the four-lane highway while lane-

departure events were randomly induced deviation toward the side of the road from the

original position. Each participant was instructed to quickly respond to steer back to the

original position. A complete trial in this study (Fig. 4A), includes 10s baseline, devia-

tion onset, response onset, and response offset (Fig. 4B-C). The next trial occurs within

an interval of 5-10s after finishing the current trial. Each participant completed T trials

within 1.5h. For each trial i, the EEG signals {xn,i}N
n=1 from N different channels were

recorded simultaneously and the corresponding reaction time RTi was also collected af-

terward. If a participant fell asleep during the experiment, there was no feedback to

wake him up.
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Figure 4: Sustained-attention driving task

In this paper, the 10s baseline (Fig. 4B) as the feature vector has been adopted,

which is assumed to be long enough to detect any significant changes in brain activ-

ity (Zhang, 2000). This followed by exploring the relationship between the 10s base-

line x (∈ Rk) and the preference proposition ρm under the following four assumptions:

(a) different participants are independent during the data collection process; (b) Dif-

ferent EEG sensors used for recording are recorded independently from scalp without

influencing other sensors (Homan et al., 1987; Teplan et al., 2002); (c) Different trials

are conducted independently during the data collection process; (d) The collected reac-

tion time is slightly corrupted by inherent (basically irremovable) sources of noise, but

the ranking relationships are preserved to some extents.

Data Preprocessing: Brain dynamics preferences for each participant has been gen-

erated as follows: (a) the trials of each participant were randomly divided into two parts:

50% for training and 50% for test; (b) EEG preferences were constructed according to

the pairwise comparisons between the RTs. To be specific, two types of RT compar-

isons could be constructed: (1) significant RT pairwise comparisons (Tm,1,Tm,2), where

Tm,1 
 Tm,2 or Tm,2 
 Tm,1; (2) comparable RT pairwise comparisons (Tm,1,Tm,2),
where Tm,1 ≈ Tm,2. Considering the time delay among the channels in the time do-

main, Fourier transform (Welch, 1967) has been applied to EEG signals to transform

time-series into frequency domain. Further, to avoid overhead computation, EEG power

within 0-30Hz has been selected, which is considered to be the most relevant to the RTs

(Huang et al., 2015).

Baselines: We compared CArank with widely adopted methods: Regression and Clas-

sification methods under the multiple channel concatenation formulation and the mul-

tiple channel aggregation formulation, respectively. In particular, two (deep) regres-

sion models (Lin et al., 2014; Hajinoroozi et al., 2016) are considered: (1) Regression

(C), the EEG signals from multiple channels are simply concatenated; (2) Regression

14



(A), the EEG signals from multiple channels are considered independently and the re-

gression results are aggregated using majority voting afterward. Two (deep) ordinal

classification model (Zarei, 2017; Liu et al., 2018; Zeng et al., 2018) are considered:

(1) Classification(C), the EEG signals from multiple channels are simply concatenated;

(2) Classification (A), the EEG signals from multiple channels are considered indepen-

dently and the classification results are aggregated using majority voting afterward.

Metrics: First, we aggregate the predictions from different channels using a simple

voting scheme, namely

ρ̂m = sign

(
N

∑
n=1

ρ(n)
m

[
I(πn > κ)− I(πn < 1−κ)

])
,

where ρ(n)
m denotes the predicted state (1 means win and -1 means loss) for the pairwise

RT comparison (Tm,1,Tm,2) by the n-th channel, using the brain dynamics preference

(x1
n,m,x

2
n,m). ρ̂m is the final estimated order for (Tm,1,Tm,2) by aggregating the predictions

ρ(n)
m over all channels. I(∗) is an indicator that returns one if the argument is valid and

zero otherwise.

Then, we introduce two metrics to measure the performance of CArank model from

different perspectives. First, we adapted the Wilcoxon-Mann-Whitney statistics (Yan

et al., 2003) to evaluate the accuracy (in %, higher is better) over all pairs, namely

Acc =
1

M̄

M

∑
m=1

I(ρm = ρ̂m), M̄ =
M

∑
m=1

I(ρm �= 0). (19)

Further, we investigate the reliability of CArank in terms of preserving the global

ordering w.r.t RTs. Note that a totally ordered set could be equally represented by a

fully directed graph, where the fully directed graph can be further encoded by its degree

sequence. We only consider the indegree sequence because the indegree and outdegree

of a vertex can be uniquely determined when the overall degree of each vertex is fixed.

The indegree of vertex vi can be calculated as

Îndeg(vi) = ∑
m∈N1(vi)

I(ρ̂m = 1)+ ∑
m∈N2(vi)

I(ρ̂m =−1)+ ∑
m∈N1(vi)∪N2(vi)

0.5× I(ρ̂m = 0),

(20)

where N1(vi),N2(vi) denote the index set of the pairwise comparisons with the RT of

trial i (vertex vi) appearing in the first and second position, respectively. Therefore,

we first collected the indegree sequences (Becirovic, 2017) of the constructed directed

graph using the predicted RTs and then measured the discrepancy between the predicted

indegree sequences and ground truth using the root-mean-squared errors (smaller is

better). Namely

RMSE =

√
1

T

T

∑
i=1

[Indeg(vi)− Îndeg(vi)]2. (21)

where T denotes the number of trails for each participant. Indeg(vi) is the ground truth

indegree of vertex vi while Îndeg(vi) is the predicted indegree of vertex vi.
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Note that we only trust the predictions from informative channels with reliability

πn > κ or πn < 1−κ . κ is set to 0.85 for all participants in our experiment. In terms

of Regression (C)/ Classification (C), It is a simple regression/ classification problem,

since the EEG signals from multiple heterogeneous channels are simply concatenated.

We train a two-layer neural network for Regression (C)/ Classification (C), respectively.

In terms of Regression (A)/ Classification (A), considering the high-dimensional feature

with low sample size, we train a two-layer neural network shared by all channels and

aggregate the results from different channels to calculate the final predictions using the

majority voting scheme. Since there is no mechanism for Regression (C/A), Classifica-

tion (C/A) to evaluate the channel state, we trust all the channels by default. Further,

we only calculate the two metrics on the preference propositions wherein the order-

ings between the RT pair are significant, since it is hard to evaluate when the orderings

between the RT pair are comparable.

Parameter Initialization: A two-layer neural network, with the hidden neuron size

being 100, is implemented for our CArank. In terms of the channel reliability πn, we

aimed to eliminate the effects of noisy channels during the training process, and there-

fore initialized the channel reliability πn to 0.5, ∀n = 1,2, . . . ,N. The L2 norm is used,

which equals to adopt the standard Gaussian distribution for w, i.e., w ∼ N(0,1). In

terms of the hyperparameters (αn,βn), as we intended to eliminate the effects of noisy

channels, we adopted a strong non-informative prior for πn, namely αn = βn = 100,

∀n = 1,2, . . . ,N, according to Bishop (2006). The Adam method is used to optimize the

weight4 w. In terms of the maximum iteration number, we set MaxIter= 7 in our exper-

iment to ensure the algorithm converged for each participant. The minibatch size is set

to 256 and the learning rate is 0.001. For the sake of a fair comparison, we also imple-

mented a two-layer neural network, with the hidden layer being 100, for each baseline.

In terms of Regression (C/A), the commonly mean square error (MSE) is adopted as the

loss function. In terms of Classification (C/A), the negative log-likelihood (Eq. (13)) is

adopted as the loss function, except that πn is fixed to 1, ∀n = 1,2, . . . ,N.

5.1 Empirical Results of CArank on Brain Dynamics Preferences
The Wilcoxon-Mann-Whitney statistics (Eq. (19)) of all baselines and CArank on the

test BDPs are presented in Table 1. In terms of Regression (C/A), we first collected the

predicted RTs on the test EEG signals and then calculated the Wilcoxon-Mann-Whitney

statistics of the predicted RTs w.r.t. the ground truth.

From Table 1, we observe that: (1) CArank > other baselines. CArank exhibits

consistent improvements over other baselines. In particular, CArank achieves the high-

est test accuracy on 33 participants. This is consistent with our motivation that clas-

sification served as a relaxed alternative for regression, can effectively circumvent the

overfitting caused by non-smooth RTs and preserve the ordering w.r.t. RTs. Meanwhile,

our channel-reliability aware formulation could also eliminate the effects of the EEG

signals from a noisy channel during the training process, compared with using simple

concatenation.

4In terms of the L-BFGS implementation, a Matlab code could be downloaded from (Granzow, 2017).
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(2) Classification > Regression. In particular, the test accuracies of classification-

based methods for most participants are higher to their regression-based counterparts.

Namely, Classification(C) outperforms Regression(C) on 33 participants, while Classi-

fication(A) outperforms Regression(A) on 26 participants. This observation is consis-

tent with our statement that regression-based models are easily overfitting, especially

when extreme values (RTs in our problem) exist. (3) Concatenation > Aggregation.

It is interesting to note that the test accuracy based on multiple channel aggregation

is significantly inferior to their counterparts based on simple feature concatenation.

Specifically, Regression(C) outperforms Regression(C) on 33 participants, while Clas-

sification(C) outperforms Classification(A) on 38 participants. This is quite impressive

but reasonable. Since a shared regression/ classification model is trained in the case

of the multiple channel aggregation formulation, the generalization performance would

inevitable degenerate when learning with noisy noisy channels. However, the noisy

channels universally exist and at least one noisy channel is detected for each participant

according to Table 6.

To further investigate the reliability of CArank in terms of preserving the global

ordering corresponding to RTs, we first collected the indegree sequences according to

Eq. (20) using the predicted RTs and then measured the indegree discrepancy between

the calculated indegree sequences and the ground truth using the root-mean-squared

error (Eq. (21)). The RMSE for all participants are shown in Table.2. From Table.2,

we could draw similar conclusions: (1) our CArank consistently achieves lower RMSE

compared to other baselines. In particular, CArank achieves the lowest test RMSE on

32 over 40 participants. (2) Excepted for our CArank, Classification (C) shows better

performance over the rest baselines. This is reasonable, since classification is robust

to extreme RTs while concatenation approach is less affected by the noisy channels

compared to simple aggregation. (3) The difference between other baselines methods

becomes ambiguous. This is because RMSE assigned higher punishment to an estima-

tion with a larger error.

To further explore the superiority of our CArank, we visualized Table 2 using the

indegree sequences. For the sake of intuitive interpretation, we particularly showcase

participants P9, P13, P22, P24, P31 with the most representative performance in Fig. 5.

Regarding the rest participants, our CArank also achieves superior performance with

the lowest RMSE (See Table 2).

From Fig. 5, we observe that: (1) Overall, the indegree sequences predicted by

CArank closely align to the ground truth with slight fluctuates (small RMSE); while

the indegree sequences predicted by other baselines fluctuates significantly and fails

to maintain the trend with the ground truth (large RMS). (2) The points located in the

northeast denote the trials with high RTs (or called extremely RTs). The indegree se-

quences predicted by CArank show slighter fluctuates, compared to that of other base-

lines. It denotes that CArank could accurately detect the mental fatigue associated with

higher RTs. However, other baselines either show large fluctuates (e.g., P9, P13, P24),

leading to a high false-negative rate, or completely fails to maintain the trend, leading

to a high error rate. (3) The points located in the southwest denote the trials with small

RTs. The indegree sequences predicted by other baselines show large fluctuates (e.g.,

P22), a high false-positive rate. (4) It is worth noting that the indegree sequences pre-

dicted by Regression(C/A) usually fluctuates heavily for low indegree trials (small RTs)
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Figure 5: Indegree sequence for CArank and other baselines (closer is better). The

root-mean-squared error (RMSE) was also measured according to Eq. (21).
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Figure 6: Reliability of different channels for forty participants estimated by CArank.

Each column denotes the states of 33 channels for each participant. The channels with

estimated reliability 0.15 ≤ πn ≤ 0.85 are considered as noisy channels marked in red.

and high indegree trials (large RTs). It means that Regression (C/A) over-estimates the

RTs with small values and under-estimates the RTs with large values. It is consis-

tent with our claim that the regression-based model is not suitable for the tasks with

the non-smooth response variable (RT). (5) Meanwhile, a simple classification using

multi-channel aggregation, i.e., Classification (M), also shows heavy fluctuations, since

it lacks an effective mechanism to aggregate the predication from multiple channels.

Classification (C) shows better performance but is just as bound to be overfitting, since

Classification (C) also could not eliminate the effects of noisy channels during the train-

ing process.

5.2 Noisy Channel Detection
We also investigated the reliability of our CArank from the perspective of noisy chan-

nel detection. According to our analysis, the parameter πn in the transition matrix Πn
actually indicates the channel reliability. Hereafter, we leverage πn as the channel relia-

bility indicator to detect noisy channels. Fig. 6 lists the noisy channels (marked in red)

detected with 0.15 ≤ πn ≤ 0.85 , ∀n = 1,2, . . . ,N.

Fig. 6 shows that: (a) the noisy channels universally exist among the EEG signals.

At least one noisy channel is detected for each participant. For example, the 33-th

channel is recognized as the noisy channel by CArank for almost all participants. It is

reasonable since the 33-th channel is generally acknowledged as the non-relevant chan-

nel to any tasks (Lin et al., 2014); (b) For each participant, most channels are reliable,

which ensures we can always find enough support to training our CArank; and (c) The

detected noisy channels varies from participant to participant, and do not possess the
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transitivity property between participants. Because the noise can arise due to (i) in-

trinsic non-informative EEG channel, e.g. the 33-th channel (for all participants); (ii)

channels for lateral mastoid references, e.g. the 23-th and 29-th channel (for majority

participants) (Chatrian et al., 1985); and (iii) improper experimentation or artifacts (for

P13, P39, P40)(Lin et al., 2018).

6 Conclusion
This work proposes a CArank model to assess the state of mental fatigue. The efficacy

of CArank model was demonstrated using EEG data collected in a sustained driving

task from 40 participants. This model has been further combined with a stochastic-

generalized expectation-maximization (SGEM) algorithm to provide an efficient update

in the large-scale setting. CArank model utilized a unique methodology with a relaxed

alternative, i.e. ordinal classification, to circumvent overfitting to the extreme values

of RTs. It has been demonstrated that the overall performance of CArank can be sig-

nificantly improved with the introduction of the transition matrix, which enables the

technique to evaluate the reliability of informative EEG channels while detecting noisy

EEG channels. Empirical results show that CArank delivers significant improvements

over simple classification and regression methods in terms of global ranking preserva-

tion.

In this work, the cooperation mechanism among channels is simplified as a weighted

majority voting system, while different trials are viewed independently. We intend to

further formulate it with more complex mechanisms, such as the Markov decision pro-

cess (MDP), to conduct learning and decision making simultaneously. Some previous

(Chen et al., 2016, 2015) studied the decision making process among crowd (noisy)

workers, which is promising to our setting to investigate the cooperation mechanism

among noisy channels. Efforts are underway to apply this approach in future work.
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