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UDR: An Approximate Unbiased Difference-Ratio
Edge Detector for SAR Images

Qian-Ru Wei, Da-Zheng Feng, Member, IEEE, and Wen-Jing Jia

Abstract—Edge detection is a critical component of synthetic
aperture radar (SAR) image interpretation. Due to serious
speckle noise, the core problems for SAR edge detection are
how to keep a constant false alarm rate and how to achieve
unbiased localization of the edges. Aiming at these problems,
this paper proposes a novel edge detector with a unique structure
for noise-contaminated SAR images, which creatively integrates
the difference operation with ratio operation (hence named as
“UDR : Unbiased Difference-Ratio” edge detector). Theoretical
analysis proves that the difference operation effectively affords
the UDR unbiased localization ability for both ideal and non-ideal
edges, and the ratio operation provides the UDR the property
of constant false alarm rate under the influence of speckle
noise. Experimental results on both simulated and real-world
SAR images demonstrate the unbiased localization ability of
the proposed UDR edge detection, insensitive to the changes of
edge contrast, the width of the transition zone and the noise
level. Benefited from the superior localization precision and
insensitivity to noise, the average true positive detection rate
of the proposed detector is improved to 95%, outperforming the
compared state-of-the-art methods.

Index Terms—Edge Detector, Non-ideal Step Edge, Unbiased
Localization, Constant False Alarm Rate, Synthetic Aperture
Radar (SAR), Difference Operation, Ratio Operation.

I. INTRODUCTION

W ITH the rapid development of synthetic aperture radar
(SAR) technology, an enormous amount of meth-

ods [1], [2], [3], [4] have been proposed for detecting edges
from SAR images. As an critical step of SAR image pro-
cessing and interpretation, the performance of SAR image
edge detection, including computational complexity, accuracy,
robustness etc., directly affects or even determines the per-
formance of many applications. For example, Tu and Su [5]
suggested a fast and accurate target detection method which
utilized the outcome of an SAR edge detector to modify
the total variation energy in order to obtain a robust result.
Liu et al. [2] proposed an automatic method to detect the
border of ice, which took edge-based region generation as
its initial step. To predict the movement of oil spills, Li et
al. [6] adopted images’ edge maps to assimilate the geometric
information of the observed images. Xu et al. [7] used edge
as a penalty to increase the classification accuracy of remote
sensed images. Besides aforementioned examples, there are
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dozens more similar examples reported in literatures [8], [9].
All these examples show that accurate edge detection has
always been and will continue to be a critical step for SAR
image processing and interpretation.

For many image processing or analysis applications, edge
detection is a valuable and fundamental step. Due to the
complexity of various surfaces in the scene, an image usually
contains multiple types of edges, including ridge edge, step
edge, ramp edge [11], roof edge [10], etc. In this paper, we
focus on the problem of detecting step edge from SAR images
because the step edges are the predominant ones in SAR
images. The profile of an ideal step edge looks like a stair
step. In 2D space the step edge can be defined as the local
maximum of gradient magnitude in the normal direction [12].

Optical images usually contain unignorable additive white
Gaussian noise [13]. Hence, the difference operation is natu-
rally adopted to calculate the gradient magnitude for efficiently
extracting edges in images. SAR images are obtained from the
coherent imaging system and hence contain serious speckle
noise. Speckle noise is generally modeled as multiplicative
noise, which is signal-dependent and cannot be neglected [14].
Multiplicative noise is the main reason that makes edge
detectors based on difference operation lose their constant
false alarm rate (CFAR) property [14]. To address the problem
caused by speckle noise, pre-filtering is the most widely
used approach. By estimating or transforming, pre-filtering
approaches obtain a denoise SAR image [42]. This kind of
approaches more or less cause the loss of some of the infor-
mation of the original SAR image, resulting in the distortion
and loss of edge features. Unfortunately, such distortion and
loss of edge features may not be easily rectified or recovered.
In this paper, we focus our work on how to directly extract
edge features from SAR images so as to avoid the drawbacks
of pre-filtering.

A. Related Works

During the last twenty years, many specialized SAR edge
detection methods have been proposed [14], [15], [16], [17].
Since speckle noise visually degrades the quality of SAR
images and largely increases the difficulty of edge detection,
most methods are mainly concerned with how to effectively
detect edges with improved detection rate [17].

Improving the detection rate includes both decreasing the
false-positive (FP) rate and increasing the true-positive (TP)
rate. The improvement in detection rate will largely help to
improve the performances of corresponding methods. Taking
the application of image registration [18], [19] as an example,
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higher FP rates tend to lead to a large number of outliers,
whereas low TPs result in reduced number of usable points
for registration. Popular approaches used to decrease the FP
rate includes enhancing the anti-noise ability of detectors and
reducing the width of the resultant edge [25]. As for increasing
the TP rate, commonly used methods include changing the
shape and size of the filter, adding post-processing operations
and enhancing edge continuity [24]. Furthermore, a new
research indicates that the localization accuracy of a detector
has a significant impact on the detection rate. Improving the
localization accuracy can reduce edge distortion, thus helping
detector to achieve high detection rate. Due to relatively
complex implementation, such a method is rare in SAR edge
detection.

Commonly used SAR edge detection methods can be
roughly categorized as heuristic methods and filtering methods.

The heuristic methods are mainly based on the global sta-
tistical features of SAR images. In this group of methods, one
of the best known and widely used edge detection algorithms
is the active contour method [23]. The active contour method
determines edges by performing one (or more) cost function
optimization on the seed points. This method iteratively min-
imizes the cost function until a satisfactory detection result
is achieved. The heuristic methods can obtain good detection
accuracy, which is one of the main advantages of this type
of method. However, as pointed out in [20][21], a set of seed
points with ‘good’ initialization position must be provided for
fast convergence and good detection results. Additionally, the
optimization needs a number of iterations. This results in that
the heuristic methods are usually computationally expensive
[13], which can affect the real-time performance of the relevant
applications. Due to these drawbacks, the heuristic methods
are not discussed in this paper. Readers interested in this type
of detectors may refer to the classical references by Oliver
[22], Vincent and Soille [23], and Germain and Rfrgier [24].

The filtering methods are based on the local spatial char-
acteristics of SAR images. The advantages of such methods
are easy implementation, reliable detection, simple structure
and low computational complexity. Furthermore, under the
multiplicative noise model [28], [29], such methods can
maintain a constant false alarm rate. The filtering approach
proposed by Touzi in [14] is a milestone in the study of
SAR edge detection. The approach is named as the Ratio of
Averages (ROA) which consists of two stages. First, an edge
strength map is computed by a bi-window rectangle filter.
Then, a post-processing using the Non-maximum Suppres-
sion and Hysteretic Threshold (NSHT) [12][16] algorithm is
performed to suppress and extract false and true edge pixels
from the edge strength map. Actually, most of the filtering
methods use a unified framework which is congruent with
the ROA. That is to say, filtering methods usually include a
detection filter and a post-processing method. As a common
and famous post-processing extraction method, the NSHT has
been adopted by many filtering methods. Besides the NSHT,
several commonly used edge-pixel extraction methods, such
as watershed algorithm in combination with thresholding of
the basin dynamics or region merging and so on [26][27], can
be used to replace the NSHT. For a more detailed discussion

on post-processing methods, we refer readers to [16][17] and
the references therein.

For the filtering methods, their filters have direct impacts
on their detection results. The bi-window rectangle filter of
the ROA approach applies to detect edges complying with
ideal monoedge model [15][17]. For detecting edges that
obey the multiedge model, exponential (1D infinite symmetric
exponential filter)-Gaussian-shaped filter [22] introduced by
Fjrtoft should be used to compute the ratio of exponentially
weighted averages (ROEWA). To further improve the detection
performance of ROA with low FP rates, Shui et al. introduced
a detector with Gaussian-Gamma-Shaped (GGS) filter for
achieving edges with only one-pixel width [16]. Due to speckle
noise and other factors, in practice, edges are usually non-
ideal rather than ideal. In consideration of this, Wei et al.
[17] proposed an efficient Ratio-Based Edge Detector (RBED).
The detection filter adopted by the RBED is the product of a
1D power modulated Gaussian vertical filter and a 1D flat
bell-shaped parallel filter. The RBED applies to edges that
obey non-ideal step edge model and has a low false positive
rate. The filtering methods generally adopt same detection
structures for performing ratio operation to achieve a constant
false alarm rate. Hence, a more common name for the filtering
methods is ratio-based edge detectors.

B. Motivation

The filtering methods have several desirable advantages.
However, one of the drawbacks of such methods is that ratio
operation results in the localization bias for non-ideal edges.
When a ratio-based edge detector detects an ideal edge, if the
filter orientation does not coincide with the edge direction,
the edge position estimated by this detector becomes slightly
biased [27][30]. In this case, if we perform the detection
with filters of several different directions, the bias can usually
be limited within an acceptable level [17][27][30]. When
a ratio-based edge detector detects a non-ideal edge, typical
for SAR images contaminated by speckle noise, even if the
filtering orientation coincides with the edge direction, the edge
position estimated by the detector is biased [17]. Even worse,
the intensity of the bias increases with the increase of edge
contrast and transition size. For ratio-based edge detectors, the
bias caused by non-ideal edges cannot be easily controlled or
eliminated. Localization bias is the major reason why image
segmentation algorithms usually choose heuristic methods,
instead of filtering methods, to refine their segmentation re-
sults [31], [32]. Therefore, how to design an edge detector
with good localization ability for non-ideal edges becomes an
urgent problem in theoretical research for SAR image edge
detection.

The challenges encountered to solve this problem are un-
precedented. As aforementioned, for non-ideal step edges
in SAR images, the ratio-based edge detectors can preserve
constant false alarm rate but tend to have biased localization.
Interestingly, through our repeated experiments and strict
theoretical proof, we found that difference-based edge detec-
tors can provide unbiased edge location for non-ideal edges.
However, the difference-based edge detectors cannot maintain
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constant false alarm rate [14] under the multiplicative noise
model and therefore they cannot be directly used for SAR
images.

In this paper, aiming to improve the detection rate from
the aspect of localization accuracy, we propose an optimal,
unbiased edge detector to address the edge detection prob-
lem of non-ideal edges in SAR images. Different from the
traditional filtering methods, our proposed detector adopts
a unique structure which creatively integrates the difference
operation with ratio operation. To the best of our knowledge,
such a special structure has never been reported anywhere in
related literatures. We named the proposed detector as Unbi-
ased Difference-Ratio edge detector, abbreviated as “UDR”
edge detector hereafter for simplicity. Our UDR edge de-
tector provides optimal localization precision for non-ideal
step edges and maintains constant false alarm rate under the
multiplicative noise model. Theoretic analytical calculation
and subjective and objective experimental results demonstrate
that the proposed UDR edge detection algorithm possesses the
characteristic of precise localization, robust to noise and can
achieve smooth and closed skeleton edges. Furthermore, our
UDR can achieve high true positive rates with low false pos-
itives. To further simplify the proposed detector, a simplified
version of UDR is also proposed. Theoretical analysis shows
that the simplified version of UDR can significantly save the
complex computation while achieving the same performance
as the full version UDR.

The contributions of this paper include:

1) In order to address the edge detection problem of non-
ideal edges in SAR images, a novel, unbiased edge
detector “UDR” is proposed which creatively integrates
the difference operation with ratio operation in a unique
structure.

2) Theoretical analytical calculations show that the special
structure makes the UDR detector possess the desired
properties of unbiased localization and constant false
alarm rate in the context of speckle noise.

3) Additional structure simplification is achieved through
theoretical analysis. The simplification largely reduces
the computational complexity of the methods.

4) Qualitative and quantitative experiments demonstrate
that the optimal unbiased edge localization ability of the
proposed method, which is insensitive to the changes of
edge contrast, transition zone width and noise intensity.

This rest of the paper is organized as follows. In Section II,
we introduce the multiplicative noise model and illustrate how
to estimate the parameter related to the scattering coefficient
from the multiplicative noise model. The estimated parameter
is required by the UDR edge detector. Section III shows
the formulation of the UDR algorithm and theoretically an-
alyzes the characteristics of the proposed UDR edge detector.
Furthermore, in Section III, a simplified version of UDR is
proposed and its computational complexity is also analyzed.
Comparative experimental results are presented in Sections IV.
Finally, the paper concludes in Section V.

II. THE MULTIPLICATIVE NOISE MODEL

For the cases of fully developed speckle noise, a SAR image
I can be modeled by the multiplicative noise model as [14],
[33], [34]:

I = R · ζ, (1)

where R is the cross-section (backscatter) of the illuminated
target and ζ is the speckle noise. Note that R and ζ are mutu-
ally independent. For clear distinction, we use the subscripts
′A′ and ′B′ to denote the amplitude and intensity respectively.

The probability density function (PDF) of IA is written as:

fIA(I) =
2(L/λ)

L

Γ(L)
I2L−1 exp(−L

λ
I2), I > 0. (2)

Here, Γ(•) is the gamma function, L > 0 is the number of
look, λ is proportional to scattering coefficient. Equation (2) is
the distribution of homogeneous region. Its derivation is given
in references [28], [29], [33]. For simplicity, Equation(2) is
denoted by the notation IA ∼ Γ1/2(L,Lλ). This notation is
first used in reference [28].

According to Equation (2), the k-order moment of IA is
given by:

mk =

∫ +∞

0

Ik
2(L/λ)

L

Γ(L)
I2L−1exp(−LI2/λ) dI

=
2

Γ(L)

∫ +∞

0

(L/λ)
L
I2L+k−1exp(−LI2/λ) dI

=
2

Γ(L)

∫ +∞

0

U2L+k−1exp(−U2)(L/λ)
−k/2

dU

= (L/λ)
−k/2 Γ(L+ k/2)

Γ(L)
.

(3)

where U = (L/λ)
1/2
I .

Let Ii, i = 1, 2, ..., N be a random variable in a ho-
mogeneous region. All variables Ii coming from the same
homogeneous area can be assumed to be independent and
identically distributed [14]. If the variables have a distribution
of Ii ∼ Γ1/2(L,Lλ), its k-order sample moment is defined as
[39]:

m̂k = N−1
N∑
i=1

Iki . (4)

Combining Equations (3) and (4), the parameter λ in
Equation (2) can be estimated. For example, if the one-order
moment m1 and the one-order sample moment m̂1 are used,
the parameter λ is given by:

λ̂ = L[
m̂1 · Γ(L)

Γ(L+ 1/2)
]
2

, (5)

where λ̂ is the estimated λ. Here, the number of look L is
generally known. If we do not know the value of L, it can be
easily estimated beforehand by several methods [35][36]. The
estimated L is valid for the whole image. Actually, through
the analysis shown in the following section, we know that our
method is unrelated to L. Therefore, L does not need to be
specially estimated.
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As for the intensity format of the SAR image, IB , we have
IB = RB ·ζB = R2

A ·ζB[28]. Hence, the distribution of the in-
tensity homogeneous region and its related parameters can be
easily estimated by the method similar to IA ∼ Γ1/2(L,Lλ).
Applying analogous analysis to the intensity image, one can
easily obtain the parameter estimation method (detector) for
the intensity images. If the one-order moment m1 and the
one-order sample moment m̂1 are used, the parameter λ in
the distribution of IB is λ̂ = m̂1LΓ(L)/Γ(L + 1). Different
parameter estimation methods mean detection method for
amplitude and intensity images should be different. Due to
limited space, the detector proposed in this paper only applies
for amplitude images. Readers interested to intensity images
processing can adopt the same unique structure to design an
unbiased edge detector for intensity SAR images.

III. THE UNBIASED DIFFERENCE-RADIO (UDR) EDGE
DETECTOR

A. The Formulation of UDR

The proposed UDR includes a 2D separable edge detection
filter, which consists of two orthogonal 1D filters, one vertical
filter h⊥UDR(x) and one parallel filter h‖UDR(y). The biggest
advantage of using two 1D filter to combine a 2D filter is
convenient to design the 2D filter[43]. For the sake of a clear
distinction, we use hname(x, y) to denote a filter, where the
subscript denotes the name of the filter. The direction of the
filter is displayed in superscript. The superscripts ′ ‖′ and ′ ⊥′
denote the parallel and vertical respectively. The 1D vertical
filter h⊥UDR(x) is written as:

h⊥UDR(|x|) = |x|α−1 exp(−|x|
β

)

= h⊥UDR(x) + h⊥UDR(−x)

(6)

where h⊥UDR(x) = |x|α−1 exp(− |x|β )ε(x) and
h⊥UDR(−x) = |x|α−1 exp(− |x|β )ε(−x). Parameters α > 1
and β > 0 in Equation (6) controls the peak values and
attenuation speed of the vertical filter. The ε(•) represents
Heaviside function. The 1D parallel filter h‖UDR(y) is written
as:

h
‖
UDR(y) =

1 |y| ≤ l‖
exp(

−(|y|−l‖)2

2σ2
‖

) |y| > l‖
. (7)

Equation (7) shows that the h‖UDR(y) is a flat bell shaped
function. Its performance has been analyzed in [17] in detail.
Parameters l‖ and σ‖ represent flat and attenuation parameters,
respectively. The 2D edge detection filter of UDR is written
as:

hUDR(x, y) = h⊥UDR(|x|)h‖UDR(y)

= hUDR(x, y) + hUDR(x, y)
(8)

where hUDR(x, y) = h⊥UDR(−x)h
‖
UDR(y) and hUDR(x, y) =

h⊥UDR(x)h
‖
UDR(y) are the left and right parts of the filter

hUDR(x, y), respectively. It is worth to note that usually The

effective support area of a nonnegative 2D filter is defined as
the ratio of its 2D integration to its maximum value [17]. The
hUDR(x, y) with a large effective support area can efficiently
increase the ability for resisting noise and smoothing edges.
Considering the characteristics of step-edges, the effective
support area of hUDR(x, y) should be restricted to a moderate
size.

In digital SAR images, hUDR(x, y) generates a sliding
window with two sub-regions, in which the hUDR(x, y) and
hUDR(x, y) separately confirm the left and right sub-regions.
Clearly, the sliding window width and the spacing of two sub-
regions are controlled by the two adjustable parameters α and
β in Equation (6), while the sliding window length of the
UDR is jointly controlled by the two adjustable parameters
l‖ and σ‖ in Equation (7). The weight of sliding window is
proportional to the filter coefficient. Furthermore, by consid-
ering the characteristics of digital images, the sliding window
needs to be truncated and sampled at the grids of the image.
Figure 1 shows the profile of a sliding window generated by
hUDR(x, y).

Fig. 1. Profile of the weight map of hUDR(x, y).

Using the generated sliding window, the strength
SUDR(x, y) of pixel (x, y) is computed by:

SUDR(x, y) =
|I(x, y)⊗ hUDR(x, y)− I(x, y)⊗ hUDR(x, y)|√

λ(x, y) + λ(x, y)

=
|ZUDR(x, y)− ZUDR(x, y)|√

λ(x, y) + λ(x, y)

(9)

where ⊗ denotes the convolution operation. The local
weighted averages ZUDR(x, y) = I(x, y) ⊗ hUDR(x, y)
and ZUDR(x, y) = I(x, y) ⊗ hUDR(x, y) correspond to the
left and right sub-windows, respectively. In digital images,
the convolution operation can be realized by the Hadamard
product or the Fourier transform[44]. Of course, it is only the
different ways to implement the convolution operation rather
than different methods to compute the local weighted averages.
The estimated scattering parameters λ(x, y) and λ(x, y) are
estimated by the samples coming from the left sub-region of
the sliding window and the right sub-region of the sliding
window, respectively. The estimated method is described in
Equation (5) in detail (see Section 2).
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In order to match edges with an orientation of θ,
hUDR(x, y) is rotated to the direction θ. The rotated filter
is denoted as hθUDR(x, y), calculated as:

hθUDR(x, y) = hθUDR(x, y) + h
θ

UDR(x, y) (10)

where h
θ

UDR(x, y) = hUDR(x cos θ−y sin θ, x sin θ+y cos θ)
and hθUDR(x, y) = hUDR(x cos θ − y sin θ, x sin θ + y cos θ)
. At θ direction, the strength SθUDR(x, y) of the pixel (x, y)
can be computed by:

SθUDR(x, y) =
|ZθUDR(x, y)− ZθUDR(x, y)|√

λ
θ
(x, y) + λθ(x, y)

(11)

where Z
θ

UDR(x, y) = I(x, y) ⊗ h
θ

UDR(x, y) and
ZθUDR(x, y) = I(x, y) ⊗ hθUDR(x, y); λ

θ
(x, y) and λθ(x, y)

are estimated by using the rotated sliding window.
If θ in Equation (10) continuously changes, the UDR

edge detector will have the capability of detecting edges
along arbitrary directions. Considering the tradeoff between
computational complexity and detection accuracy, θ is taken
as several discrete directions only [12]. That means the angle
precision of the UDR edge detector is dependent on the
number of discrete directions [17].

The edge strength of one pixel is obtained by applying
the detection filter of several different orientations and fusing
their strength statistically. According to Equation (11), the
edge strength map (ESM) of the image I(x, y), denoted as
ESMUDR(x, y), is obtained by:

ESMUDR(x, y) = max
k=0,1,...,M−1

SθkUDR(x, y) (12)

where θk = kπ/M and M is the number of orientations.
The variable k = 0, 1, ...,M − 1 is the index of orientations.
And, the edge direction map (EDM) of the image, denoted as
EDMUDR(x, y), is:

EDMUDR(x, y) = arg max
θk

SθkUDR(x, y) + π/2. (13)

The proposed UDR can effectively detect edges by per-
forming a 2D edge detection filtering, a scattering parameter
estimation, and a post-processing edge extraction operations
in turn. That means, following the operations defined in
Equations (12) and (13), the NSHT operation is performed
on the resultant ESMUDR(x, y) and EDMUDR(x, y) to
generate a binary edge map for the image I(x, y). NSHT
includes two parts non-maximum suppression and hysteretic
thresholding. The non-maximum suppression is operated on
each ESMUDR(x, y) along the direction EDMUDR(x, y) to
judge if ESMUDR(x, y) is a maximum. All maxima in the
ESM form the candidate set of edge pixels. Then, hysteretic
thresholding is used to extract true edge pixels from the
candidate set. Let us perdefine two thresholds Tlow and Thigh
(Tlow < Thigh). A pixel in the candidate set with edge strength
no less than Thigh is marked as a strong pixel. A pixel in the
candidate set with edge strength between Tlow and Thigh is
marked as a weak pixel. All strong pixel are declared as edge

pixels. A weak pixel is declared as an edge pixel only when
there is an edge pixel in its four- or eight-neighborhood.

B. Constant False Alarm Rate

The PDF of a homogeneous pixel X has distribution of
x ∼ Γ1/2(L,Lσ0), where x is a random pixel value, L denotes
the number of looks, and σ0 is the scattering coefficient. Let
Y = X/Q, where Q is a positive constant, and we can deduce
the PDF of Y as:

fY (y) =
2

Γ(L)
(Q2 L

σ0
)
L

y2L−1 exp(−Q2 L

σ0
y2) (14)

where y is a random variable.
Let Z be the local weighted average of N homogenous

pixels, i.e., Z =
∑∑∑

N
i=1Xi/Qi =

∑∑∑
N
i=1Yi, where all Xi

are independently and identically distributed and all Qi are
positive constants. The PDF of variable Z recorded as fZ(z)
is computed by:

GZ(ω) =

N∏∏∏
i=1

∫ +∞

−∞
eiωyfY (y) dy

=

N∏∏∏
i=1

∫ +∞

−∞

2eiωy

Γ(L)
(
Q2
iL

σ0
)
L

y2L−1e
−Q2

i L

σ0
y2 dy

(15)

fZ(z) =
1

2π

∫ +∞

−∞
GZ(ω) exp (−jωz) dω. (16)

Here, GZ(ω) is the eigenfunction of Z; ω is any real number
and j =

√
−1.

On the basis of Equation (14), the PDF of the normalized
version Ẑ = Z/

√
σ0 of variable Z can be written as:

GẐ(ω) =

N∏∏∏
i=1

∫ +∞

−∞

2eiωy

Γ(L)
(Q2

iL)
L
y2L−1e−Q

2
iLy

2

dy (17)

fẐ(z) =
1

2π

∫ +∞

−∞
GẐ(ω) exp (−jωz) dω. (18)

In a homogeneous area, S = |Z1 − Z2|/
√
λ1 + λ2, Z1

and Z2 are the weighted averages of N pixels within two
contiguous homogeneous sub-areas, and λ1 and λ2 are the
estimated scattering parameters of the two homogeneous sub-
areas. Since the N pixels within homogeneous region are
identically and independently distributed, Z1 and Z2 are
identically and independently. Because usually the relation
Q1 6= Q2 6= ... 6= QN holds, we cannot easily solve the
analytical expressions of Equations (16) and (18). This means
that we cannot obtain an analytical solution of the PDF for
S. However, even though the analytical formulas of Equations
(16) and (18) cannot be obtained, we can show that the PDF
of S does not depend on the scattering coefficient σ0 in
homogeneous areas.

Since the values of λ1 and λ2 are proportional to the
scattering coefficient σ0, S = |Z1 − Z2|/

√
λ1 + λ2 can be

written in a convenient form as S = |Z1−Z2|/C
√
σ0, where
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C is a positive constant. Consequently, the normalized versions
Ẑ1 = Z1/

√
λ1 + λ2 and Ẑ2 = Z2/

√
λ1 + λ2 can be written

as: Ẑ1 = Z1/C
√
σ0 and Ẑ2 = Z2/C

√
σ0, respectively.

Because the PDFs of Z1 and Z2 are similar to Equation (16),
their normalized versions Ẑ1 and Ẑ2 have similar PDFs as
Equation (18), i.e., we have:

GẐ1
(ω) =

N∏∏∏
i=1

∫ +∞

−∞

2eiωy

Γ(L)
(Q2

iC
2L)

L
y2L−1e−Q

2
iC

2Ly2 dy

(19)

GẐ2
(ω) =

N∏∏∏
i=1

∫ +∞

−∞

2eiωy

Γ(L)
(Q2

iC
2L)

L
y2L−1e−Q

2
iC

2Ly2 dy

(20)

fẐ1
(z1) =

1

2π

∫ +∞

−∞
GẐ1

(ω) exp (−jωz1) dω. (21)

fẐ2
(z2) =

1

2π

∫ +∞

−∞
GẐ2

(ω) exp (−jωz2) dω. (22)

If Ẑ1 and Ẑ2 are independent variables, the PDF of the variable
S can be given as:

fS(s) =

{∫ +∞
0

fẐ1
(z1)fẐ2

(z1 − s) dz1 ẑ1 ≥ ẑ2∫ +∞
0

fẐ1
(s+ z2)fẐ2

(z2) dz2 ẑ1 < ẑ2
. (23)

It can be seen from Equations (21) to (23) that in a
homogeneous area, fS(s) does not vary with the scattering
coefficient σ0. This means that the UDR edge detector has the
CFAR property for homogeneous areas.

The local weighted averages Z1 and Z2 are related to the
scattering coefficient σ0 and they are respectively proportional
to the estimated scattering parameters λ1 and λ2. If we
replace λ1 and λ2 with Z1 and Z2 respectively, S = |Z1 −
Z2|/
√
λ1 + λ2 can be written as S = |Z1−Z2|/

√
Z1 + Z2 =

|Z1 − Z2|/C
√
σ0, where C is a positive constant. Similarly

to the analysis shown in Equations (21) to (23), we can easily
deduce that the PDF of S = |Z1 − Z2|/

√
Z1 + Z2 does

not vary with the scattering coefficient σ0. This implies that
replacing λ1 and λ2 with Z1 and Z2 will not affect the CFAR
property of the UDR edge detector.

According to the analysis shown in this sub-section, we
find that the main purpose of the ratio operation is to achieve
the CFAR property for the edge detector. For example, S =
|Z1−Z2|/Z1 also has the CFAR property. But such a detector
cannot guarantee the unbiased edge localization ability. The
reason is described in the following subsection III.C.

C. Unbiased Edge Localization

The sudden jump of gray scales forms an ideal step edge.
However, speckle noise and some other uncertain factors often
make the abrupt changes of ideal step edges gradual and fuzzy.
Edges in SAR images can be well modeled by the non-ideal
edge model rather than the ideal one [37]. The difference of
non-ideal edges from ideal ones is that the former contains
a transition zone, while the latter does not. A transition zone
is usually with several-pixel width consisting of a true edge
pixel and several adjacent ones.

Let a, µ1 and µ2 (µ1 < µ2) represent three positive
constants, and IE(x) be a 1D edge function without speckle.
Assume that the real edge position of edge IE(x) is at x = 0.
An ideal step edge is shown in Figure 2(a), where IE(x) = µ1

for x ≤ 0, and IE(x) = µ2 for x > 0. A non-ideal edge is
shown in Figure 2(b), where IE(x) = µ1 for x ≤ −a, and
IE(x) = µ2 for x ≥ a. The area of |x| < a is defined as the
transition zone. Within the transition zone, the value of IE(x)
is usually modeled as nonlinearly varying between µ1 and µ2.
For most cases, the size of the transition zone is very small.

(a) (b)

Fig. 2. Illustration of step edge models. (a) The ideal step edge model and
(b)the nonideal step edge model.

The h‖UDR(y) and the h⊥UDR(x) combine to determine the
performance the UDR, in which h

‖
UDR(y) mainly controls

the anti-noise property of the UDR, and h⊥UDR(x) mainly
determines the localization accuracy. When the UDR edge
detector is shifted across a 2D edge, the edge position is set at
the location where the edge strength achieves the maximum.
For easier illustration, we use the case that h⊥UDR(x) directly
performs on a 1D edge to analyze the detection precision of
the UDR.

The localization bias η is the difference between the real
edge position (suppose the real edge position is at x = 0) and
the expectation of the estimated edge position, denoted as x̂,
i.e., η = 〈x̂〉 [24]. As shown in Figure 2, since µ2 > µ1, the
estimated x̂ is evaluated by:

x̂ = arg max
x0

S(x0) = max
xo

 |Z(x0)− Z(x0)|√
λ(x0) + λ(x0)


= max

x0

 Z(x0)− Z(x0)√
λ(x0) + λ(x0)

 (24)

Since λ(x0) and λ(x0) can be viewed as two pre-estimated
constants, Equation (24) can simply be written as:

x̂ =
1√
λ+ λ

max
x0

(Z(x0)− Z(x0)) (25)

If IE(x) is a 1D ideal edge function as shown in Fig-
ure 2(a), there evidently is η = 0. When IE(x) is a
1D non-ideal edge function as shown in Figure 2(b), for
x0 ∈ [−a, a], S(x0) is computed by Equation (26). In this
equation,

∫ +∞
0

h⊥UDR(x) dx =
∫ 0

−∞ h⊥UDR(−x) dx = 1 has
been exploited.

It can be seen from Equation (6) that h⊥UDR(x) only has
a single peak. The location of the peak, denoted as x̃, is
determined by the adjustable parameters of h⊥UDR(x). In the
presence of speckle, most of step edges in SAR images are
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S(x0) =
Z(x0)− Z(x0)√

λ+ λ
=

1√
λ+ λ

[IE(x0)⊗ h⊥UDR(x)− IE(x0)⊗ h⊥UDR(−x)]

=
1√
λ+ λ

[

∫ +∞

0

IE(x0 + x)h⊥UDR(x) dx−
∫ 0

−∞
IE(x0 + x)h⊥UDR(−x) dx]

=
1√
λ+ λ

[

∫ +∞

a−x0

h⊥UDR(x)µ2 dx+

∫ a−x0

0

h⊥UDR(x)IE(x0 + x) dx

−
∫ −x0−a

−∞
h⊥UDR(−x)µ1 dx−

∫ 0

−x0−a
h⊥UDR(−x)IE(x0 + x) dx]

=
1√
λ+ λ

[

∫ +∞

0

h⊥UDR(x)µ2 dx+

∫ a−x0

0

h⊥UDR(x)(IE(x0 + x)− µ2) dx

−
∫ 0

−∞
h⊥UDR(−x)µ1 dx−

∫ 0

−x0−a
h⊥UDR(−x)(IE(x0 + x)− µ1) dx]

=
µ2 − µ1√
λ+ λ

+
1√
λ+ λ

[

∫ a−x0

0

h⊥UDR(x)(IE(x0 + x)− µ2) dx−
∫ 0

−x0−a
h⊥UDR(−x)(IE(x0 + x)− µ1) dx]

(26)

non-ideal ones with small transition zone. Hence, for most
non-ideal step edges, we can maintain a < x̃ at most of
time, which means that h⊥UDR(|x|) makes pixels near IE(x0)
have relatively small weights. Since IE(−a)/µ1 − 1 = 0 and
IE(a)/µ2−1 = 0, setting the differential of S(x0) with respect
to x0 to zero and ignoring the second and higher order yields
Equation (27). Since the filter h⊥UDR(|x|) is symmetrical, by
exchanging the upper bound of the integrator shown in this
equation, h⊥UDR(−x) is changed as h⊥UDR(x).

Because of the coherent nature of the illumination, SAR im-
ages are speckled. Let IN (x) be a 1D non-ideal step edge with
speckle noise. According to the multiplicative noise model, we
can safely assuming ∂IN (x0)/∂x0 = ∂IE(x0)ζ(x0)/∂x0 =
(µ2 − µ1)ζ(x0)/2a for x0 ∈ [−a, a], where ζ(•) is multi-
plicative noise with unit mean. Then, Equation (27) can be
rewritten as Equation (28).

Since µ2 6= µ1, it can be seen from Equation (28) that we
must have:

∫ a−x0

0

h⊥UDR(x)ζ(x0+x) dx =

∫ x0+a

0

h⊥UDR(x)ζ(x0−x) dx

(29)
In order to keep the above equality, the length of integrating in-
terval [0, a+x0] must be equal to that of the integrating interval
[0, a−x0] in most instances or in the statistical sense. Hence,
the equality in (29) must satisfy E{a + x0} = E{a − x0}
or η = E{x0} = 0. It means the edge position estimated by
h⊥UDR(|x|) is statistical unbiased. Since an approximation has
been used in the proof of the unbiasness, the proposed UDR
is not a strict unbiased detector. Hence, the word of unbiased
in this paper technically refers to approximate unbiased.

Process and result of deriving are illuminated that the
unbiased property of the UDR is entirely unrelated to the value
of 1/

√
λ+ λ. Consequently, a direct substitution of Z and Z

for λ and λ will not affect the unbiased property of the UDR.
In Appendix A, we briefly explain the reason why traditional
ratio-based edge detectors are biased for nonideal step edges.

UDR can work under the influence of the transition zone.
Hence, we believe that UDR is also applied to ramp edges
with small ramp width.

From the mentioned theoretical derivation, we can see that
the unbiased property of UDR is not only attributed to the dif-
ference operation, but also related to the shape of h⊥UDR(|x|).
Because during the derivation, we use an reasonable assump-
tion that h⊥UDR(|x|) can make the pixels near IE(x0) have
relatively small weights. For a detector adopting the difference
operation, like Canny detector, it cannot show unbiased prop-
erty if it does not comply with the assumption. Interestingly,
if a function has the similar shape with h⊥UDR(|x|), it can
replace the vertical filter of UDR, but do not harm the unbiased
property. For example, the power-modulated-gaussian (PMG)
function hPMG(|x|) = |x|αexp(−x2/β2) can be used as a
substitute for h⊥UDR(|x|). We perform PMG and h⊥UDR(|x|)
on several SAR images including simulated and real-world
ones. Experiments prove that hPMG(|x|) has the similar
detection performance as h⊥UDR(|x|). In this paper, h⊥UDR(|x|)
is adopted because it is more common and its computational
complexity is slightly lower than hPMG(|x|).

D. Simplified UDR

According to the analysis shown in the Sub-sections III.2
and III.3, we know that it is completely safe to directly sub-
stitute the local weighted averages for the estimated scattering
parameters. That is to say, ZUDR(x, y)andZUDR(x, y) can
be used to replace λ(x, y) and λ(x, y), respectively. After
substituting, Equation (9) is written as:

S̆UDR(x, y) =
|ZUDR(x, y)− ZUDR(x, y)|√
ZUDR(x, y) + ZUDR(x, y)

(30)

Similarly, we can use Z
θ

UDR(x, y) and ZθUDR(x, y) to
replace λ

θ
(x, y) and λθ(x, y), respectively. After substituting,

Equation (11) becomes:
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0 =
1√
λ+ λ

[

∫ a−x0

0

h⊥UDR(x)
∂IE(x0 + x)

∂x0
dx−

∫ 0

−x0−a
h⊥UDR(−x)

∂IE(x0 + x)

∂x0
dx]

=

∫ a−x0

0

h⊥UDR(x)
∂IE(x0 + x)

∂x0
dx−

∫ x0+a

0

h⊥UDR(x)
∂IE(x0 − x)

∂x0
dx

(27)

0 =

∫ a−x0

0

h⊥UDR(x)
µ2 − µ1

2a
ζ(x0 + x) dx−

∫ x0+a

0

h⊥UDR(x)
µ2 − µ1

2a
ζ(x0 − x) dx

=
µ2 − µ1

2a
[

∫ a−x0

0

h⊥UDR(x)ζ(x0 + x) dx−
∫ x0+a

0

h⊥UDR(x)ζ(x0 − x) dx]

(28)

S̆θUDR(x, y) =
|ZθUDR(x, y)− ZθUDR(x, y)|√
Z
θ

UDR(x, y) + ZθUDR(x, y)

(31)

The ESM and EDM computed by Equation (31) are as
follows.

˘ESMUDR(x, y) = max
k=0,1,...,M−1

S̆θkUDR(x, y), (32)

˘EDMUDR(x, y) = arg max
θk

S̆θkUDR(x, y) + π/2, (33)

where θk = kπ/M and M are the number of orientations.
The variable k = 0, 1, ...,M − 1 is the index of orien-
tation. According to Equations (32) and (33), we perform
the NSHT operation on the obtained ˘ESMUDR(x, y)and

˘EDMUDR(x, y), which produces the binary edge map of the
image I(x, y).

The aforementioned theoretic analysis shows that substitut-
ing the local weighted averages for the estimated scattering
parameters will not affect the performance of the UDR. This
simplified version of the UDR does not need to compute
the estimated scattering parameters, λ(x, y) and λ(x, y), and
hence, can effectively save the computation time. For simplic-
ity, the simplified version of the UDR is recorded as S-UDR.

E. Computational Complexity Analysis

For S-UDR, its calculated amount is mainly from the convo-
lution operation. Suppose the edge detection filter hUDR(x, y)
is rotated to P different directions. The filter and its rotated
versions are all truncated to the size of (2W +1)× (2W +1).
The computational complexity of S-UDR is nearly equal to
O(PM2(2W + 1)

2
) for dealing with an M ×M SAR image.

For most of existing popular ratio-based SAR edge detec-
tors, like ROA, GGS and RBED et al., their computational
complexities are of the order of magnitude of O(N5) [17].
That means, theS-UDR has almost the same computational
complexity with the ratio-based detectors. As for UDR, its
computational amount includes the convolution operation and
the estimation of parameter λ. Hence, the computational
complexity of UDR is higher than ratio-based detectors and
its simplified version.

IV. EXPERIMENTAL RESULTS

In this section, we compare the proposed edge detector
UDR with existing popular edge detectors including Canny
edge detector [12], the ROA [14], the ROEWA [15], the
GGS [16], and RBED [17]. The compared detectors used
different detection filters, but all adopted the same NSHT post-
processing method. The detection filter of the UDR, denoted as
hUDR(x, y), is shown in Equation (8). The detection filters of
ROA hROA(x, y), ROEWA hROEWA(x, y), GGS hGGS(x, y)
and RBED hRBED(x, y) are written as:

hROA(x, y) = h⊥MF (|x|)h‖MF (y)

h⊥MF (x) =

{
1/wMF 0 < |x| ≤ wMF

0 else
, wMF > 0

h
‖
MF (y) =

{
1/lMF |y| ≤ lMF

0 else
, lMF > 0

(34)


hROEWA(x, y) = h⊥ROEWA(|x|)h‖Gaussian(y)

h⊥ROEWA(|x|) = exp (−ςROEWA|x|)
h
‖
Gaussian(y) = exp (−y2/2σ2

ROEWA)

ςROEWA > 0, σROEWA > 1

(35)


hGGS(x, y) = h⊥GGS(|x|)h‖Gaussian(y)

h⊥GGS(|x|) = |x|αGGS−1 exp (−|x|/βGGS)

h
‖
Gaussian(y) = exp (−y2/2σ2

GGS)

αGGS > 1, βGGS>0, σGGS > 1

(36)



hRBED(x, y) = h⊥RBED(|x|)h‖RBED(y)

h⊥RBED(|x|) = |x|αRBED exp (−|x|2/β2
RBED)

h
‖
RBED(y) =

{
1 |y| ≤ lRBED
exp (−(|y|−lRBED)2

2σ2
RBED

) |y| > lRBED

αRBED > 0, βRBED 6= 0, lRBED ≥ 0, σRBED > 1

(37)

The parallel filter of RBED is the same as that of UDR,
since literature [17] indicates that the flat bell-shaped function
can sufficiently exploit the information of multiple adjacent
edge-pixels to decrease false positive detection rate. Unless
specially emphasized, all compared detectors keep the same
effective support area. Moreover, all of the experimental results
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presented in this paper are obtained on a computer with an
Intel Core (TM) i5 CPU of 3.2 GHz and 4GB RAM. The
operating system is Windows 7. We use MATLAB (R2016a)
for programming.

A. The Impact of the Size of the Transition Zone on Local-
ization Accuracy

First, the impact of the size of the transition zone on
localization accuracy is discussed. For easier discussion, let
us denote the edge contrast and the size of transition zone as
ρ and 2a, respectively. Edge contrast means the reflectivity
ratio between two adjacent homogeneous areas separated by
the edge. Figure 3 shows three non-ideal edge images and their
corresponding ones with two-look amplitude-format contami-
nated with speckle noise. The contrasts of the three non-ideal
edges are ρ = 10. Since small contrast will largely affect
the detection performance of a detector (as we will see), a big
contrast value ρ = 10 is used. The transition zones of the three
simulated non-ideal edges are 2-pixel width, 4-pixel width and
6-pixel width respectively. The profiles of simulated non-ideal
edges without speckle noise are plotted and embedded in the
Figure 3(a). Figures 3(b) to (d) show the detection results.

In each sub-figure, from left to right, the edges are obtained
using the detectors of UDR, Canny, ROA, ROEWA, GGS, and
RBED. In these figures, we use blue dash lines to indicate the
ground-truth location of the non-ideal edges. Considering that
the real edge pixel is sub-pixel level, we accept the closest
pixel on either side of the sub-pixel as a correct edge pixel.

(a) (b)

(c) (d)

Fig. 3. Comparison of edges detected with different edge detectors showing
the impact of the transition zones of various sizes on localization accuracy.
(a) Three non-ideal edges with the same edge contrast (ρ = 10) and different
transition zones and their corresponding two-look amplitude-format speckled
ones. The sizes of the transition zone (2a) of the three edges are 2-pixel
width, 4-pixel width and 6-pixel width respectively. (b), (c) and (d) are the
edge detection results obtained with the compared detectors, i.e., UDR, Canny,
ROA, ROEWA, GGS, and RBED, on non-ideal edges with 2a = 2, 2a = 4,
2a = 6, respectively.

Next, we discuss the performances of compared detectors
on different sizes of transition zones.

1) When 2a = 2, ROA and GGS correctly locates the
positions of all edge pixels. However, they show a

fluctuant line that is formed by several edge-pixels
with various locations. The fluctuant degree of GGS is
smaller than that of ROA. The bias of ROEWA is one
pixel and toward to the darker side. As for RBED, UDR
and Canny, they achieve satisfactory localization results.

2) When 2a = 4, only UDR shows unbiased result. The
detection result and the fluctuant phenomenon of Canny
go worse obviously. Because Canny has no CFAR. ROA,
ROEWA, GGS and RBED show bias results. The bias of
GGS is 1-pixel width, while the bias of ROA is slightly
bigger than 1-pixel width. Among ROA, ROEWA, GGS
and RBED, ROEWA has the biggest value of bias. The
bias of ROEWA is almost equal to 2-pixel width. Most
edge-pixels are correctly localized by RBED, while parts
of them are bias. Hence, the average bias of RBED is
slightly smaller than 1-pixel width.

3) When 2a = 6, the biases of ROA, ROEWA, GGS and
RBED are further increased. Among these detectors,
only RBED can correctly detect a minority of edge-
pixels. The bias of GGS is smaller than ROA, and the
bias of ROA is smaller than ROEWA.Canny operator
outputs two responses for a single edge. This means
speckle and transition zone size easily affect the local-
ization performance of Canny. From Figure 3(d), we can
see that GGS has better vision effect than UDR, since
the edges of GGS are with a smoother degree than UDR.
In this case, UDR declares part of biased edge-pixels,
while all edge-pixels declared by GGS are bias. The
bias degree of GGS is much larger than that of UDR.
Clearly, subjective evaluation result sometimes is totally
opposite to objective evaluation. Hence, from the aspect
of location bias, UDR is better than GGS. From the
aspect of smooth degree, GGS is better than UDR when
2a = 6. When 2a is smaller than 6-pixel width, the
smooth degree of UDR is better than that of GGS.

In this experiment, our UDR shows the smallest bias,
followed by RBED, GGS, ROA ROEWA, and Canny. With the
increase of the size of the transition zone, it will be increas-
ingly hard to accurately localize the edge position. Hence, the
biases of compared detectors increase as the transition zone
increases. The reason why ROEWA always shows the biggest
bias is because the vertical filter of ROEWA always gives
the biggest weights to the pixels in the transition zone [17].
Among all compared detectors, our UDR edge detector has
good localization ability for all sizes of transition zone. More
importantly, our proposed UDR can show stable and smooth
lines when transition zone is not too big.

Unlike other detectors, UDR, theoretically, is an unbiased
edge detector. The biased edge pixels declared by UDR are
caused by two reasons. One is random noise. The other one is
the size of the transition zone. With the size of the transition
zone increases, the assumption that the size of the transition
zone is small is difficult to keep valid. Hence, we can see
that the number of biased edge pixels reported by UDR grows
more as the transition zone size increases.

As for other compared detectors, they theoretically are
bias. The theoretical derivation indicates that the unbiased
property is not only related to the difference operation, but also
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impacted by the shape of the detector. For example, the shape
of Canny does not follow our requirement.While RBED does
not adopt the difference operation. Hence, they theoretically
are bias, which is supported by the experimental results.

(a) (b)

(c) (d)

Fig. 4. Comparison of edges detected with different edge detectors showing
the impact of edge contrast ρ on localization accuracy. (a) shows three
non-ideal edges with different contrasts and their corresponding two-look
amplitude-format speckled ones. The size of the transition zones of the three
edges are 4-pixel. The contrasts ( ρ) of the three edges are ρ = 1.5, ρ = 5,
and ρ = 30 respectively. (b), (c) and (d) are the results of compared detectors
(UDR, Canny, ROA, ROEWA, GGS, and RBED) on ρ = 1.5, ρ = 5, and
ρ = 30, respectively.

B. The Influence of Edge Contrast on Localization Accuracy

The influence of edge contrast ρ on localization accuracy
is discussed. In this experiment, the size of transition zone is
fixed as 2a = 4. Figure 4(a) includes three non-ideal edges and
their contrasts are ρ = 1.5, ρ = 5, and ρ = 30 respectively.
The profiles of simulated non-ideal edges without speckle
noise are plotted and embedded in the Figure 4(a). Figures 4(b)
to (d) show the detection results of the compared detectors.

1) By carefully observing Figure 4(b), we find that when
ρ = 1.5, all detectors are unbiased. However, since the
contrast is small, some false edges are easily detected, in
which Canny, and ROA detect more false edges. Edges
with small contrasts are usually more difficult to be
detected than edges with big contrasts because speckle
noise has more impact on small contrasts edges. Hence,
for edges with a small contrast, detectors usually pay
more attention to ‘find’ the edge rather than ‘localize’
the edge. In this sense, detectors GGS and UDR show
better results. UDR declares 13 biased edge-pixels, while
GGS declares 10 biased edge pixels. The result is
considered to have involved randomly noise. Since the
edge of GGS has a better smooth degree, GGS shows
far better detection result than UDR visually. But from
the aspect of location bias, the two detectors are similar
in performance. As the contrast increases, the focus of
our attention is still the localization ability of detector.

2) When ρ = 5, the biases of ROA, ROEWA and GGS
are 1-pixel width. Consider Figure 4(b), when ROA,

ROEWA, and GGS perform on the edge with ρ = 1.5,
their biases disappear; when they perform on the edge
with ρ = 5, the vanished biased appear again. That is
to say, the detection results of ROA, ROEWA, and GGS
are sensitive to the changes of edge contrast.

3) When ρ = 30, the biases of ROA, ROEWA and GGS
further increas and reach 2-pixel width. In this case, the
bias of RBED is approximately equal to 1-pixel width
and the bias is towards the darker side. When RBED is
run on the edge with a small contrast, its detection result
will show violent fluctuation phenomena. However, as
the contrast becomes bigger, the variances of fluctuation
of RBED become smaller and smaller.

Putting this all together, we can see that with the contrast
increasing, the biases of ROA, ROEWA, RBED and GGS
become larger, in which the degree of bias change of RBED
is the smallest. Due to the impact of the speckle noise, the
detection result of Canny is unsatisfactory. The UDR shows
unbiased results for ρ = 1.5, ρ = 5, and ρ = 30. This indicates
that the localization ability of the UDR is not sensitive to the
changes of contrast.

C. Edge Detection Results on Simulated SAR Images

Let us use several simulated SAR images to compare the
detectors UDR, GGS, RBED, ROEWA and ROA. Since Canny
is incapable in SAR images, it is no longer included in
the following comparisons. This subsection includes three
experiments. The first one evaluate the detectors by the
subjective-visual method. The other two experiments analyze
the detectors by objective and quantitative evaluation indexs.

Figure 5(a) shows an amplitude SAR image with 507×474
pixels. The number of looks is three. In this simulated image,
the effects of transition zone size and edge contrast on detec-
tion performance are combined, which clearly increases the
difficulty of detection. We run the compared detectors on the
image shown in Figure 5(a) separately. For a fair comparison,
the low and high thresholds of the compared detectors are
tuned such that their binary edge maps contain comparable
number of correctly detected edge pixels. The binary edge
maps are shown in Figures 5(b)-(f) respectively.

First, we compare the detectors from the aspect of false
edges. The proposed UDR shows a satisfactory result, although
it misses a few edges and reports a small number of false edge
pixels. For example, UDR detects a non-smooth edge at the
top-middle of the image. The contrast of this edge is only
1.26, but its transition zone is nearly equal to 5-pixel width.
From Figure 5(f) we can clearly see that the ROA approach
shows the most false edge pixels. This is because the detection
filter of ROA has very high first side lobe. A high side lobe
results in many un-wanted high frequency components being
leaked. These leaked high frequency components are often
wrongly declared as edge pixels. Because of the good smooth
performance of the parallel filters, RBED, GGS and ROEWA
show less false edge-pixels than ROA.

Second, we compare the detectors from the angle of local-
ization precision. We can see that, impacted by the transition
zone, the edge positions obtained with ROA, GGS, ROEWA
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. Edge binary maps obtained by using ROA, ROEWA, GGS, and RBED
on the three-look amplitude-format SAR image. (a) Simulated SAR image.
Edge binary maps of (b) UDR, (c) GGS, (d) RBED, (e) ROEWA, and (f)
ROA.

and RBED show visible bias, while our UDR can accurately
detect the position of the majority of edges. Biased edges lead
to obvious distorted boundaries. Hence, for other detectors,
the detected edges are shorter than that of UDR. Take the
boundaries of a dark region marked by red circle marker as
an example. In Figures 5(c)-(f), the boundaries of this region
bend towards the interior of the region.

In the following, some objective evaluation metrics are
used to compare the detection performances of UDR, ROA,
ROEWA, GGS, and RBED. Pratt’s figure of merit [38][39],
which has been widely used to evaluate the localization
precision, is used first as an objective evaluation indicator.

In the evaluation of the Pratt’s figure of merit, the testing
image must have a standard edge map with known edge
position. The standard edge map consists of edge region and
non-edge region. With the standard edge map, the value of
Pratt’s figure of merit of a given binary edge map is uniquely

computed by

P =
1

max(NID, NDE)

NDE∑
i=1

1

1 + κd2i
(38)

where NID and NDE are the numbers of ideal edge-pixels and
detected edge-pixels, respectively. An ideal edge-pixel means
the pixel located in the edge region. Let us use κ denote the
penalization constant (in this paper we fix κ = 2 for a stronger
penalization of biased edge-pixels), and di denote the distance
between the i-th detected edge-pixel and the closest ideal edge-
pixel. The value of Pratt’s figure of merit is known as P score.
According to Equation (38), we know that the higher P score
the detector gets, the better localization ability the detector
has. Further details concerning Pratt’s figure of merit can be
found in literature [37][38].

Figure 6 shows a 127× 151 simulated image and its corre-
sponding standard edge map. The edges in Figure 6(a) have
different transition zone sizes and different edge contrasts.
With the scene in Figure 6(a), a series of images with different
number of looks are simulated. The number of looks varies
from one to nine. The P scores of the compared detectors are
separately computed on each simulated SAR image.

(a) (b)

Fig. 6. Simulated images for Pratt’s figure of merit. (a) Simulated image with
different transition zone sizes and different contrasts. (b) Standard edge map
of (a).

We evaluate the P scores of the compared detectors when
they get their individual optimal parameter setting. We give a
parameter space for each compared detector and the parameter
setting of a detector is taken from its parameter space. For
each parameter setting, the P score is computed. Only the
highest value of P score is recorded. The use of parameter
space avoids the effect of the parameter settings on evaluating
the performances of different detectors. In order to avoide the
effect of the discrete parameter space and randomly speckle
on P -score values of different detectors, we adopt the Monte
Carlo approach. We repeat the independent trials 1000 times.
The average result is recored as the final P score.

The parameter space of ROA is:
wMF = {3, 5, 7, 9, 11}
lMF = {3, 5, 7, 9, 11}
Tlow = 0.05 + 0.05k1, k1 = 0, 2, ..., 10

Thigh = Tlow + 0.05k2, k2 = 0, 2, ..., (0.6− Tlow)/0.05

,

(39)
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where Tlow and Thigh are the two public parameters involved
in NSHT. Detectors DUR, GGS, RBED and ROEWA take
Tlow and Thigh from Equation (39).

The parameter space of ROEWA is{
ςROEWA = 1/k1, k1 = 1, 2, ..., 15

σROEWA = 2 + 0.5k2, k2 = 0, 1, ..., 14
. (40)

The parameter space of GGS is
αGGS = {2, 3, 4, 5}
βGGS = 0.5 + 0.5k1, k1 = 0, 1, ..., 9

σGGS = 2 + 0.5k2, k2 = 0, 1, ..., 14

. (41)

The parameter space of RBED is
αRBED = {2, 3, 4, 5}
βRBED = 2 + 0.5k1, k1 = 0, 1, ..., 14

lRBED = 2 + 0.5k2, k2 = 0, 1, ..., 4

σRBED = 1.5 + 0.5k3, k3 = 0, 1, ..., 13

. (42)

The parameter space of UDR and S-UDR is
α = {2, 3, 4, 5}
β = 0.5 + 0.5k1, k1 = 0, 1, ..., 9

l‖ = 1 + k2, k2 = 0, 1, ..., 4

σ‖ = 1.5 + 0.5k3, k3 = 0, 1, ..., 13

. (43)

During the following experiment, all possible combinations of
parameters within the parameter space are tried for the best
results of each detector. In objective evaluation, we compare
detectors at their individual optimal parameter setting, rather
than at the same parameter setting. Hence, we do not restrict
that the compared detectors should share the same parameter
spaces. Over-expanding the given parameter spaces cannot
further enlarge the values of P scores. Hence, we believe the
given parameter space is a reasonable choice.

Fig. 7. Pratt’s figure of merit for detectors UDR, simplified UDR (S-UDR),
GGS, RBED, ROEWA and ROA with varying number of looks and varying
parameter settings.

Figure 7 shows the curves of P score varying with number
of looks. For further proof that S-UDR is equivalent to UDR,
the P -score curve of S-UDR has also shown in Figure 7. We
can see that, with the number of looks increasing, the P score

of each detector rises continuously. Take ROA as example.
When ROA is used for single look SAR image, its P score is
only 0.61; when the number of looks is nine, the P score
of ROA is 0.74. The increase scope achieves nearly 0.13.
Actually, the increases scopes of all compared detectors are
above 0.12. This is because the larger the look number is,
the weaker the influence of the speckle has. Consequently, it
becomes easier to detect edges. Under all numbers of looks,
our UDR always achieves the highest P score among all
compared detectors. When the number of looks is equal to
nine, the P score of our UDR even achieves 0.88. That means,
UDR has the best localization accuracy among all compared
detectors. According to Figure 7, RBED has better localization
ability than GGS followed by ROEWA and ROA.

Equation (38) shows that false edge-pixels will pull down
the P score of the detector. Hence, although ROA has better
localization ability than ROEWA (please see the analysis of
the first and the second experiment results), the average P
score of ROA is smaller than ROEWA. The reason is that ROA
always declares lots of false edge-pixels. Furthermore, because
the parallel filter of RBED has better smooth ability, although
literature [17] indicates that the vertical filter of GGS and the
vertical filter of RBED should have the similar localization
ability, the P score of GGS is lower than that of RBED.

On the other hand, we have noted that for a single-look SAR
image, the P score of UDR is 0.75, while the P scores of other
detectors are no more than 0.71. That means, UDR has a good
localization accuracy under the influence of speckle. On the
other hand, with decreasing number of looks, the P scores of
UDR descend smoothly and have no obvious fluctuations. For
GGS, ROA and ROEWA, when the number of looks decreases
from 2 to 1, their P scores fall sharply. Steady P scores mean
the localization ability of UDR is stable to the influence of
speckle. Hence, we argue that UDR has a good anti-noise
ability.

In this experiment, UDR and S-UDR show almost identical
P-score values for the same number of looks. The fine differ-
ences between UDR and S-UDR are mainly from the effect
of the discrete parameter space. At the present experimental
conditions, the maximum deviation of P-score between UDR
and S-UDR is 0.0015, the average deviation is about 0.0004
and the absolute average deviation is about 0.00087. Such
differences can be further reduced or even eliminated by
traversing all possible parameter settings. Hence, we believe
UDR and S-UDR have the same localization precision.

Except for the localization precision, the false positive de-
tection rate is another important criterion for evaluating detec-
tion performance. Hence, the receiver-operating-characteristic
(ROC) curves [16], [40], [41] are used to objectively and
fairly evaluate the false detection rate of different detectors.
The ROC curves can evaluate the detection performance of
different detectors at their individual best parameter settings
and therefore avoid the effect of the parameter settings on
evaluating the performances of different detectors.

Figure 8 shows a carton image and its corresponding ground
truth edge map. The carton image has been used in literatures
[16], [17]. It includes a lot of step edges with different
transition sizes and different contrasts. The ground truth map
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consists of edge region, non-edge region and match region,
colored by black, grey and white, respectively. The match
region is a tolerance of the edge region. Considering the
influence of localization precision, we set the match region
as a 3-pixel width tolerance of the edge region, which makes
the ROC curves lenient. That is to say, we are lenient with
the detectors that are not good at non-ideal edges detection or
have poor localization abilities.

(a) (b)

Fig. 8. (a) The carton image with step edges and (b) its ground truth edge
map.

The pixels declared as edge-pixels but actually located in
the non-edge region are counted as false edge-pixels; while
the pixels declared as edge-pixels and located either in the
match region or in the edge region are counted as true edge-
pixels. For an ideal detector, it reports no false edge-pixels
and correctly declares all edge-pixels at the same time. Hence,
when a detector runs in its parameter space, the closer the ROC
curve to the top-left corner, the better detection performance
it will have. Since the obvious advantages of RBED over the
ROA and ROEWA have already been analyzed by Wei. et al
[17], the ROC curves of ROA and ROEWA are not plotted any
more. The adjustable parameter spaces of GGS, RBED and
UDR are chosen from Equations (40)-(42). As for the two
common parameters Tlow and Thigh involved in the NSHT,
they are taken from Equation (39).

For the scene in Figure 8(a), a three-look and a six-look
SAR images are simulated. The ROC curves of GGS, RBED
and UDR are shown in Figure 9. Figures 9 (a) and (b) are
the ROC curves of three-look and six-look, respectively. For
the three-look image, when the false positive rate is zero, the
true positive rate of UDR can almost achieve 0.94. For the
six-look image, the true positive rate of the proposed UDR is
even up to nearly 0.96.

We believe the high true positive rate of our UDR mainly
stems from its good localization ability. As for its low false
positive rate is mainly because the parallel filter of UDR
not only has good smooth ability but also can sufficiently
exploit the information of multiple adjacent edge-pixels. Con-
sequently, the false positive rate is lowered. The capability
analysis of the parallel filter of UDR is described in details
in literature [17]. Keep the same false positive rate, our
UDR shows the highest true positive rate at most time. One
exception is that, for the three-look image, when the false
positive rate is between 0.011 to 0.016, the true positive rate
of the UDR (α = 4 ) is slightly lower than RBED (α = 2, 3 ).

Several analyses to the results of ROC curves show that this
exceptional conditions is caused by the random noise existing
in SAR image.

(a)

(b)

Fig. 9. ROC curves of GGS, RBED, and UDR for (a) three-look and (b)
six-look SAR images.

D. Edge Detection Results on Real-world SAR Images

In this subsection, the detection results of the compared
detectors on the real-world SAR image are shown. Detectors
UDR and S-UDR firstly perform on a real-world image for
proofing they having identical performance. This real-world
amplitude-format SAR image, shown in Figure10(a), comes
from the Rio Grande River near Albuquerque. It is downloaded
from the website of Sandia National Laboratories. It has
432×552 pixels and its resolution is 1 meter. Detection results
of UDR and S-UDR are shown in Figures 10(b) and (c).
The two detectors nearly have the same visualization detection
results. Figure 10(d) shows the XOR image of UDR and S-
UDR. The same edges color in green while the different edges
color in pink. We can see that the differences between two
detectors are mainly in edge numbers. From the positions of
detected edges, two detectors report the same result for the
same edge pixel. The minor differences exist between the two
detectors because the parameters are manually selected from
a discrete parameter space. If their parameters change within
a continuous parameter space, they will show the same binary
edge maps. Theory and experiments have proved that UDR
and S-UDR show the same detection ability. In the following
experiments only the detection results of UDR are shown.
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(a) (b)

(c) (d)

Fig. 10. Comparison of the binary edge maps obtained by UDR and S-
UDR edge detectors on real world SAR images. (a) Amplitude-format of
a real-world image with 1-m resolution from the Rio Grande River near
Albuquerque. The binary edge maps obtained by (b) UDR and (c) S-UDR.
(d) XOR image of (b) and (c). Edges in pink record the differences between
UDR and S-UDR.

Figure 11(a) shows a 388×704 amplitude real-world image.
It is obtained by TerraSAR-X SAR instrument with 3-m
resolution. The image is of an agricultural scene near the
Swabian Jura, Germany. Detectors perform on this real-world
image to compare their detection ability on simple scene. The
detection resluts are shown in Figure 11. Circles in Figure
11 mark several tiny structures. Clearly, UDR shows more
accurate edge positions without obviously edge distortion.
Rectangle marks a small dark region. For the sake of clarity,
we zoom in this region. UDR shows clear and continuous
region boundary. While the boundaries of this dark region
decleared by GGS, RBED, ROA and ROEWA are smaller than
the orginal region area. The experimental results show that
UDR has the best ability to locate edges in such agricultural
SAR image.

Figure 12(a) shows a 396× 472 amplitude real-world SAR
image, which comes from the website of Sandia National
Laboratories. It is a Ku-band SAR image of China Lake
Airport in California (3-m resolution). Since the scene of
the image is simple, the major edges are easily recognizable.
Let us concern about some tiny edges. The ellipse markers
shown in the image include two linear regions. The detection
results show that none of the compared detectors can correctly
detect the boundaries of the two linear regions, except for
the proposed UDR. The GGS (Figure 12(c)) and RBED
(Figure 12(d)) both report only one boundary. The ROEWA
(Figure 12(e)) detects two boundaries, but the positions of the
boundaries are moved. As for the ROA (Figure 12(f)), it is hard
to identify the boundaries of the regions. This is because the
ROA detects many false edge pixels, which mistakenly break
and drown the regions boundaries. In addition, we can see
that due to speckle noise, the detected edges of GGS, RBED,
ROEWA and ROA are distorted to some extent, especially for

(a) (b)

(c) (d)

(e) (f)

Fig. 11. Comparison of the binary edge maps on real world SAR image.
(a) Amplitude-format of a real-world image obtained by TerraSAR-X SAR
instrument on 1 July 2007. Agricultural scene with 3-m resolution near
the Swabian Jura, Germany. The binary edge maps obtained with the edge
detectors of (b) UDR, (c) GGS, (d) RBED, (e) ROEWA and (f) ROA.

GGS (Figure 12(c)) and ROEWA (Figure 12(e)), where there
are noticeable distortions. This is because that both GGS and
ROEWA take the Gaussian filter as their parallel filter. Under
the same effective support area, the Gaussian filter results in
stretched edges more easily. As for our UDR, the distortions
in Figure 12(b) are almost invisible.

Then, the real-world amplitude-format SAR image with
the same scene as Figure 10 are used to evaluate detectors
performance on a nature scence. The detection results of
compared detectors UDR, GGS, RBED, ROEWA and ROA are
shown in Figure 13. UDR clearly shows most of boundaries.
In the ellipse markers, there are two trees. We can see that the
UDR can clearly draw the boundaries of the trees and their
shadows. Note from this figure that, over the river, there are
two bridges. The widths of the bridges are hand-labeled by 10
different experts. And then, the average width is computed and
recorded as the true bridge width. For the left bridge, its true
width is equal to 5.2-pixel width. For the right bridge, its true
width is equal to 4.7-pixel width. From the detection result
of each detector, we randomly select ten different positions
to compute the detected width of the bridge. The results
are shown in Table I. The detection result shown in Table
I indicates that the bridges’ widths obtained with the UDR
are the best approximation to the real widths of the bridges.
The bridges widths obtained by the edge detectors of RBED,
GGS, ROEWA and ROA have been expanded by different
degrees. This demonstrates that our proposed UDR has good
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(a) (b)

(c) (d)

(e) (f)

Fig. 12. Comparison of different detectors on real world SAR images. (a)
China Lake Airport, California as observed by SAR (3-m resolution). Binary
edge maps obtained by (b) UDR, (c) GGS, (d) RBED, (e) ROEWA, (f) ROA.

localization precision.

Interestingly, from the integrity of bridge, the detection
result of UDR seems to be worse than the other detectors.
For the sake of clarity, the region of right bridge is zoomed in
and shown in Figure 14. From vision, there exists a crack on
the bridge. However, common sense suggests that the bridge
is likely to intact. This means there exists some conflicts
between subjective assessment and objective result. Figures
14(b) and (c) are the detection results of UDR with different
flat parameters. By enlarging this flat parameter l‖ of UDR,
the integrity of bridge detected by UDR has been obviously
improved. This suggests that UDR has ability to keep the
integrity of bridge. When enlarging the flat parameter, the
widthes of left and right bridge are also widened 0.1 pixels.
As we known, good edge integrality is generally caused by
good elongation. However, good elongation does not mean
high localization accuracy. Hence, we need to trade-off the
localization accuracy and elongation degree on the basis of
images and applications. In this experiment, we focus on the
localization accuracy.

TABLE I
THE WIDTHS OF THE BRIDGES

Detector Name Left Bridge Right Bridge
Ground Truth 5.2 4.7
UDR 5.4 4.7
GGS 5.9 5.4
RBED 5.9 5.2
ROEWA 6.3 6.1
ROA 6.6 6.4

(a) (b)

(c) (d)

(e) (f)

Fig. 13. Comparison of the binary edge maps obtained by UDR, GGS, RBED,
ROEWA, and ROA edge detectors on real world SAR images with the same
scene of Figure 10. (a) Amplitude-format of a real-world image with 1-m
resolution from the Rio Grande River near Albuquerque. The binary edge
maps obtained with the edge detectors of (b) UDR, (c) GGS, (d) RBED, (e)
ROEWA, and (f) ROA respectively.

Another real-world SAR image coming from the website
of InfoTerra/TerraSAR initiative is adopted to compare the
detectors. Figure 15(a) shows a 500 × 500 amplitude-format
real-world SAR image. It is from Pima County in USA (1-
m resolution). The detection results are shown in Figure 15.
Comparing with other detectors, UDR shows more detailed
edges. For tiny objects in the upper-middle part of the image,
UDR shows identifiable edge detection results. The ellipse
marker marks a dark region. We can see that UDR accurately
locates the edges of dark region. The detected edges of UDR
have no obvious distortion, while the edges of other compared
detectors show unignorable bias.

Section III.B and Section III.C have shown the theoretical
proof that the simplified UDR is equivalent to UDR. All
experiments shown in Section V are performed by UDR and
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(a)

(b)

(c)

Fig. 14. Comparison of the binary edge maps obtained by UDR with different
flat parameters. (a) Real world SAR image with same scene as Figure 13. The
binary edge maps obtained by UDR with (b)flat parameter l‖ = 3, and (c)
flat parameter l‖ = 5.

the simplified UDR. The two detectors show almost exactly the
same experimental results, which are the experimental proof
that the simplified version of UDR is equivalent to UDR. Since
the experimental results obtained by two detectors are same,
only the detection results of UDR are shown. The experiments
illustrate the effectiveness of UDR and the simplified UDR.

V. CONCLUSIONS

In this paper, aiming to address the edge detection problem
of step edges of SAR images with speckle noise, we have
proposed a novel unbiased difference-ratio (UDR) edge de-
tector with a unique detection structure, which integrates the
difference operation with ratio operation. Theoretical analysis
and experimental results have proved or demonstrated that the
special structure makes UDR possess the properties of unbi-
ased localization and constant false alarm rate (CFAR). The
unbiased localization property is mainly due to the difference
operation, while the CFAR is due to ratio operation part. It is
the first time such the special structure has been designed and
used for SAR edge detection. Experimental results show that
the localization precision of the proposed detector is robust
to the change of transition zone and the proposed UDR is
insensitive to the change of edge contrast. Both objective and
subjective experiments have demonstrated that the proposed
UDR has a high true positive detection rate and low false

(a) (b)

(c) (d)

(e) (f)

Fig. 15. Comparison of the binary edge maps obtained by UDR, GGS, RBED,
ROEWA, and ROA edge detectors on real-world SAR images. (a) Amplitude-
format of a real-world image with 1-m resolution from the Pima County in
USA. The binary edge maps obtained with the edge detectors of (b) UDR,
(c) GGS, (d) RBED, (e) ROEWA, and (f) ROA respectively.

alarm rate, superior to the state-of-the-art methods. To further
improve the computational efficiency, a simplified version of
UDR has been proposed by removing the parameter estimation
step.

In our experiments, we find that the proposed edge detector
has a capability to detect edge-line segments in SAR images.
One of our future works is to study how to use such capability
effectively. The proposed detector applies to step edges. A
real-world SAR image usually contains many types of edges,
such as ridge edge, ramp edge, step edge and so on. How
to simultaneously detect edges of different types is another
important question to be studied in the future. The solution of
the question will largely broaden the availability of SAR edge
detector.

APPENDIX A

In the Appendix A, ROA is used as an example to briefly ex-
plain the reason why traditional ratio-based edge detectors are
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bias for step edges. Among ratio-based edge detectors, ROA
introduced by Touzi is the most influential and representative
one [14]. ROA uses a 2D separable edge detection filter to
compute its edge strength map. The 2D separable detection
filter hROA(x, y) of ROA is as follows.

hROA(x, y) = h⊥MF (|x|)h‖MF (y)

= h⊥MF (x)h
‖
MF (y) + h⊥MF (−x)h

‖
MF (y)

(A.1)

where h⊥MF (x) is a 1D rectangle (or mean) vertical filterand
h
‖
MF (y) is a 1D parallel filter. The formulation of ROA is

shown in equation (34). Parameters of hROA(x, y) control the
support area (i.e. filter size) and they must take positive integer.

The 2D detection filter is represented as the direct product
of a 1D vertical filter and a 1D parallel filter, in which the
parallel filter is used to smooth images, while the vertical filter
determines the statistic of an edge. In order to simply analyze
the cause of bias, h⊥MF (|x|) is directly performed on a 1D
step edge. When h⊥MF (|x|) performs on then edge shown in
Figure 2(b) and moves within the transition zone x ∈ [−a, a],
the estimated edge position x̂ is evaluated by

x̂ = arg max
x0

(P2(x0)/P1(x0)) (A.2)

where P1(x0) and P2(x0) are the two local weight averages
computed by f⊥MF (x) and f⊥MF (−x), respectively. Concretely
speaking, the value of P2(x0)/P1(x0) is computed by

P2(x0)

P1(x0)
=

∫ 0

−∞ IE(x0 + x)h⊥MF (−x) dx∫ +∞
0

IE(x0 + x)h⊥MF (x) dx

=
µ1 +

∫ 0

−x0−a(IE(x0 + x)− µ1)h⊥MF (−x) dx

µ2 +
∫ a−x0

0
(IE(x0 + x)− µ2)h⊥MF (x) dx

.

(A.3)

Here,
∫ +∞
0

h⊥MF (x) dx =
∫ 0

−∞ h⊥MF (−x) dx = 1 is pre-
served. Conditions IE(−a)/µ1−1 = 0 and IE(a)/µ2−1 = 0
have been used.

With the help of Figure 2(a) and (b) and a phenomenological
model [30], let the differential of P2(x0)/P1(x0) with respect
to x0 be equal to zero and ignore the second order terms,
and then we have Equation (A.4). In this equation, expression
∂I(x0)/∂x0 = (µ1 − µ2)ζ(x0)/2a for x0 ∈ [−a, a] is taken,
where ζ(•) denotes multiplicative noise with unit mean. Since
µ2 > µ1, it is seen from Equation (A.4) that we must have

∫ x0+a

0

h⊥MF (x)ζ(x0−x) dx <

∫ a−x0

0

h⊥MF (x)ζ(x0 +x) dx.

(A.5)
In order to keep the above inequality, the length of integrat-

ing interval [0, a+x0] must be smaller than that of integrating
interval [0, a−x0] in most instances or in the statistical sense.
Hence, the expected value of x0 must satisfy E{x0} < 0.
Consequently, the edge position estimated by h⊥MF (|x|) is
biased, and tends towards to the darker side.

Similarly, when RBED, GGS and ROEWA are performed
on nonideal edges, the estimated edge positions are biased.

Among these detectors, RBED has smallest bias [17]. Refer
to literature [17] for further information on bias analysis of
RBED.
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