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Abstract— Performance of motor imagery (MI)-based 

brain-computer interface (BCI) systems varies intraday 
and interday and practice is a fundamental way to stabilize 
effectiveness of outcomes over time. In this research, we 
recorded two experimental sessions from ten healthy 
subjects while playing a BCI-oriented videogame for two 
weeks. Analysis focused on the exploration of 
electroencephalographic changes during mental 
preparation between novice and practiced subjects. EEG 
changes were quantified using global field power (GFP), 
dynamic time warping (TW) and mutual information 
(MutInf): GFP represents the strength of the electric field, 
TW measures signal similarities and MutInf signals inter-
dependency. Significant results were in lower alpha for 
GFP and upper alpha for TW and MutInf. Findings suggest 
that EEG changes during mental preparation provide a 
quantitative measure of practice and mental effort. These 
metrics extracted before motor intention could be applied 
in BCI models targeting MI to monitor user training levels.  

Index Terms—Brain Computer Interface, Motor Imagery, 
Mental Preparation, EEG 
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I. INTRODUCTION 
Brain-computer interfaces (BCIs) establish direct 

communication pathways between the human brain and the 
devices or systems to be controlled by interpreting the 
voluntary modulation of bio-signals. Most popular BCIs 
interpret encephalographic (EEG) brainwaves [1] as 
modulatory signal. One type of brainwave is the arciform or 
mu oscillation localized over central brain areas surrounding 
the primary motor cortex. A common class of BCIs encloses 
those based on changes in mu amplitude during imagined 
(voluntary) movements, known as motor imagery (MI)-based 
BCIs. When a person imagines a specific body movement 
(usually of their hands), a stereotypical attenuation of this mu 
rhythm, commonly referred to as an event-related 
desynchronization (ERD) in motor regions, can be observed 
[2]. This ERD modulation can then be converted to a 
command of the BCI system for the direct control of a device 
[3].  

Despite the simplicity of this neurophysiological 
mechanism, the usage of MI-based BCIs is limited by 
variations in intraday and interday user performance [4]. 
Moreover, some users have been reported to be unable to 
control an MI-based BCI system using mu rhythm modulation 
[5]. Studies by Allison and Blankertz have shown that nearly 
20-30% of subjects are unable to proficiently control MI-
based BCIs [6], [7]. Previous studies have also suggested that 
high-performing BCI users are able to recruit MI-related brain 
networks, including supplementary motor areas, in a 
coordinated way [8], [9]. Likewise, attentional engagement, 
such as the ability to concentrate on a task, seems to play a 
role in MI performance outcomes [10], while anxiety has been 
associated with reduced executive performance [11], [12]. 

 Practice can stabilize performance levels over time. A 
previous MI experiment using functional near-infrared 
spectroscopy showed an enhanced activation pattern due to 
practice [13]. Empirically, individuals report an elevated 
alertness to processing incoming stimuli, which may cause a 
higher use of resources than is necessary for an individual 
comfortable with the experimental environment. Users of MI 
BCIs show a similar activation pattern based on an awareness 
of task components and familiarity with the BCI system [14]. 
In addition, while performing an MI-based BCI task, motor 
programming, visual attention and temporal attention also play 
important roles. 

Alpha correlates of practice during mental 
preparation for motor imagery 
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II. ROLE OF MENTAL PREPARATION 
Extensive evidence has shown that there are many 

similarities between real movements and MI [15]. In fact, 
imagined motor movements preserve many properties such as 
the temporal sequence, programming rules, and 
neurophysiological aspects that are observed in the 
corresponding real actions [16], [17], [18]. Previous papers 
have reported that the cognitive processes underlying MI 
comprise two consecutive phases, mental preparation and 
movement imagination, for planning and performing a given 
task, respectively. [19], [20]. Our present interest is focused on 
finding preconscious EEG signatures of mental practice during 
mental preparation for MI. Mental practice of acted 
movements significantly increases the signal amplitudes and 
performance of the subsequent movement [21], [22]. Maeder 
et al. [23] formulated the hypothesis that mental preparation 
could affect MI performance. We build upon these results by 
exploring the effects of time and practice on mental 
preparation for MI. The proposed approach compared to 
previous literature includes frontal and parietal areas due to 
their involvement in memory and attentional circuits, analyzes 
induced changes not strictly related to power band 
modifications and identifies some metrics that could be easily 
collected as input features for online classification. 

III. EXPERIMENTAL HYPOTHESIS 
We assumed that the measured EEG signals would be 

related to the behavioral performance and attentional 
fluctuations of mental preparation for performance in the MI-
based BCI. As a result, we explored the following hypotheses: 

Hypothesis 1: Practice influences intersession alpha activity 
during the preparatory phase of MI. We explored this 
hypothesis by performing both intrasession and intersession 
comparisons of global field power (GFP). 

Hypothesis 2: Practice increases the stability of the EEG 
signal amplitude during the preparatory phase of MI. We 
explored this hypothesis using time warping (TW) to compare 
both intrasession and intersession EEG signals. Empirically, 
an individual that becomes skilled in one task or action 
achieves maximum certainty on task execution with a 
minimum requirement of resources. In our case, the dynamics 
of resources allocated during mental preparation for MI should 
reflect the dynamics of strategic control of visuospatial 
attention. In complex visual environments with multiple 
spatially or temporally distributed sources of information, 
knowledge and experience on task should converge to an 
efficient management of incoming stimuli, allowing a 
disengagement of unnecessary attentional resources. Thus, the 
dynamics of resource allocation should be reflected in the 
neurophysiological signal as a function of attention allocation. 
For example, the amplitude of the N2pc component of event-
related potentials reflects the level of attention on target 
stimuli. Similarly, the attention disengagement effect should 
be statistically interpretable through EEG properties found 
with TW as a direct consequence of mental practice on signal 
shape. 

Hypothesis 3: Practice decreases interdependence between 
brain areas during the preparatory phase of motor activity. We 
explored this hypothesis by comparing mutual information 
(MutInf) across intrasession and intersession EEG signals. 
Recently, Bassett et al. [24] stated that with certain activities, 
such as playing an instrument, the more practiced the tasks, 
the less integrated and more autonomous motor and visual 
regions become. A similar specialization could be found 
during mental preparation through measures of Mutual 
Information. Specifically, in experienced subjects, we 
expected more independency between brain areas. In this case, 
specialization may be one of the steps needed to achieve 
efficient resource allocation.  

In this paper, we explored the intrasession and intersession 
effects of time on task and practice on mu or alpha (which 
share the same frequency range) activity during the mental 
preparation phase of MI across a wide brain area, including 
frontal and parietal regions. We performed multichannel EEG 
recordings while participants played a videogame with an 
embedded MI-based BCI for two 90-minute sessions two 
weeks apart. 

 

IV. METHODS 
 

A. Participants 
Ten healthy right-handed male subjects aged 22-27 performed 
two 90-minute sessions two weeks apart (called novice and 
practiced sessions). This study was carried out in strict 
accordance with the recommendations in the Guide for 
Committee of Laboratory Care and Use of the National Chiao 
Tung University. Each participant read and signed an 
informed consent form before the experiment began. 

B. Experimental design 
The MI literature has suggested that a rich visual 

representation of the feedback signals (for example, in the 
form of a videogame) may enhance learning in BCI tasks [25], 
[26]. In addition, a videogame with engaging graphics 
stimulates participant attention and increases motivation. In 
our study, we used BCIGEM [27], which is a game-based 
scenario with five BCI paradigms. The BCIGEM videogame 
is a visual puzzle-matching game derived from a popular gem-
swap saga that is played for 2-3 minutes. At the end of each 
gem-swap round, participants were asked to perform the 
designed MI BCI paradigm. The sequence of gem-swap and 
MI task was repeated for 1.5 hours to collect multiple MI trials 
(“Game sequence” in Supplementary Materials). For this 
experiment, we configured BCIGEM for open-loop data 
collection with offline analysis. This study only analyzed brain 
activity correlated to mental preparation during BCIGEM MI 
task execution. 

During the MI phase, participants had to imagine a hand 
movement related to the goal of the task. When a battery 
appeared in the center of the screen, subjects had to imagine a 
hand movement pushing the battery towards the robot on the 
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left to boost their stamina. Likewise, when a bomb appeared in 
the center of the screen, an imagined right-handed movement 
was needed to throw it at the alien on the right side of the 
screen. Prior to this MI procedure, a preparatory video was 
shown where a crane at the top of the screen grabs the battery 
or the bomb, initiating the task. The time elapsing between the 
on-screen appearance and initial movement of the crane (to 
grab the battery or the bomb) was one second. We considered 
this phase to be the mental preparation for MI because 
participants needed to recognize the battery or the bomb and 
prepare their strategy for completing this stage of the game 
(“Epoch Description” in Suppl. Mat.). Throughout gameplay, 
EEG recordings were collected with a 32 AgCl electrode cap 
(10-20 electrode position system) and acquired with a Neuro 
Scan NuAmpsTM device. The sampling rate was set to 500 Hz 
with contact impedance below 5 kΩ and the extracephalic 
reference electrode placed on the mastoids. The experiment 
was carried out in a soundproof room. In the interval between 
the two experimental sessions (novice and practiced), the same 
subjects practiced the BCI videogame for one hour every day 
for two weeks. 

 
Fig. 1. Experimental schema: two datasets were recorded (BCI videogame 

with novice subjects and BCI videogame with the same subjects after 
practice). 

 

C. Pre-processing 
For compatibility with previous studies, we used a mental 

preparation window of 1000 ms before MI like in [23]. The 
mental preparation epoch was selected at time 0 from the on-
screen appearance to +1 s when the crane grabbed the battery 
or the bomb. The voltage of the EEG traces was normalized 
between 0 and 1 (feature scaling) and averaged across 10 
epochs of each experimental condition. All recordings were 
visually inspected to remove artifacts, and traces were re-
referenced using the common average mode. Lastly, brain 
potentials were filtered with a two-way least-squares finite 
impulse response (FIR) in alpha sub-bands. Filter order was 
calculated according to sampling frequency and bandwidth. 
Preprocessing resulted in four files, each representing an 
experimental condition: ‘novice dataset at the beginning of 
gameplay’ (i.e., NDB), ‘novice dataset at the end of gameplay’ 
(i.e., NDE), ‘practiced dataset at the beginning of gameplay’ 
(i.e., PDB), ‘practiced dataset at the end of gameplay’ (i.e., 
PDE) (Fig. 1). 

In the current study, we divided the 8-12 Hz range of the 
mu rhythm [28] into two sub-bands of 8-10 Hz (low alpha/mu) 

and 10-12 Hz (high alpha/mu). For the rest of this paper, the 
terms ‘upper alpha/mu’ and ‘lower alpha/mu’ will be 
abbreviated to ‘lower alpha’ and ‘upper alpha’, meaning the 
sub-bands 8-10 Hz and 10-12 Hz, respectively. 

D. Statistical analysis 
MATLAB, including the EEGLAB toolbox [29], and SPSS 

software were used for the analysis. Statistical tests were 
performed with a significance level of α=0.05. Kolmogorov-
Smirnov Z test (K.S.), Mann-Whitney U (M.W. U) and 
Wilcoxon signed-rank (W) were mainly applied for the 
statistical tests (“Note on Statistical tests” in Suppl. Mat.). 
Nonparametric tests were selected because they are 
distribution free. When assumptions of common parametric 
tests, such as normality distribution or sphericity in ANOVA, 
were met, parametric tests were also included.  
 

E. Practice evaluation 
To measure the overall performance, we prepared an MI-

specific assignment before the participants played the 
BCIGEM videogame. Subjects were instructed to imagine a 
brief hand movement (epoch length of 4 s considering one 
second of baseline) in the direction of an arrow shown on the 
screen (at 0 s time, 10 trials of MI right/10 trials of MI left). 
One cross was displayed at the center of the screen as an 
attentional cue 1 s before the arrow appeared. The time 
between two continuous MI trials was randomized. Each trial 
was analyzed in the 8-30 Hz band over 21 electrodes. A 
spatial filter was designed according to the Common Spatial 
Pattern (CSP) algorithm [30] and applied to the time series to 
determine the left and right MI movements in combination 
with the linear discriminant analysis (LDA) classifier [31]. 
The percentage of error of imagined movements (correct left 
or right minus imagined left or right)/correct left or right, 
declined between the two datasets: novice mean left/right: 
35.3±2.3%, practiced mean left/right: 27.6±0.7%. A two-
sample t-test showed the significance of this difference 
(diff=7.7 SE=0.76 p<0.001). As intended, this preliminary 
evaluation proved that practice affected the MI ability of 
participants. A lower number of trials could explain some 
small differences in accuracy results from literature findings 
for naïve MI users [32].  
 

F. GFP 
To address Hypothesis 1, we explored the neural response 
strength using GFP [33], which is a reference independent 
measure that results in a waveform expressed in µV as a 
function of time. GFP can be calculated for each time point 
and provide instantaneous information on EEG potentials of 
an electrode montage. A high GFP can be interpreted as a 
modulation of synchronously activated generators across 
experimental conditions.  

An analysis was conducted to investigate GFP in different 
brain regions under the four experimental conditions. To 
evaluate not only the primary motor areas but also regions 
surrounding the primary motor cortex, 15 electrodes (F3, Fz, 
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F4, FC3, FCz, FC4, C3, Cz, C4, CP3, CP4, CPz, P3, P4, Pz) 
were included in the analysis and grouped in five areas of 
interest: 

• Frontal (F): F3, Fz and F4;  
• Fronto-Central (FC): FC3, FCz, and FC4; 
• Central (C): C3, Cz, and C4; 
• Centro-parietal (CP): CP3, CPz, and CP4; 
• Parietal (P): P3, Pz, and P4. 

Frontal and Parietal electrodes were also added for their role 
in GO/NOGO tasks [34, 35] when subjects plan a motor action 
or they inhibit it. The GFP resulted in a matrix of locations (5) 
x conditions (4) x time. The length of the temporal epoch for 
GFP calculation could be the whole mental preparation epoch 
(1 s) or subintervals of it (200 or 100 ms). Due to the 
additional property of GFP, subintervals of the whole epoch 
can be used to increase value density without introducing 
distortions in results. 
 

G. Dynamic TW 
To address Hypothesis 2, we compared the temporal 

characteristics of the EEG signals in every channel using 
dynamic TW. The usual method for comparing the evolution 
of data values over time is cross-correlation. In our case, we 
preferred a moment-by-moment measure of signal similarity, 
as the evolution of relevant neural signals during practice 
could imply that the same response would be elicited at 
different time points. Therefore, we used the dynamic TW 
algorithm to estimate dynamic correlations during the time 
course of the experiment and preserve the signal affinity 
between conditions. Dynamic TW was calculated in both the 
lower and upper alpha/mu intrasession sub-bands for each of 
the 15 electrodes. TW was computed by normalizing the 
length of the optimal warping path method: TW decreases 
when signals are similar. 
 

H. Mutual Information 
To investigate Hypothesis 3, we examined MutInf as a 

medium to compare the statistical properties of EEG signals. 
The normalized MutInf values of the fifteen electrodes were 
scored. 
MutInf compares the statistical properties of two signals and 
quantifies the amount of information shared between them. 
MutInf is a dimensionless quantity: the higher the MutInf 
between two signals, the more information they contain and 
the more likely it is that the two signals are related. 
 

V. RESULTS 
Instead of an active process of imagined movement, motor 
preparation for MI represents the activation of neural circuits 
associated with premovement changes or planning. We 
divided the following Results section into three sub-sections 
evaluating the outcome of each statistical descriptor. 

A. GFP 
To evaluate Hypothesis 1, the whole-epoch GFP was analyzed 

(descriptive statistics are shown in Tables 1 and 2) using the 
W test to identify both intrasession and intersession 
macroscopic regional scalp differences. We found 
significantly lower intrasession alpha differences in both the 
novice and practiced datasets (M.W. U novice: Z=-2.023 
p<0.05, practiced: Z=-2.402 p<0.05). A decrease in GFP was 
found after practicing. 
 
 
Table 1 
GFP values in lower alpha (whole epoch) 
 NDB NDE PDB PDE 

F 101.60 100.79 107.01 80.94 
FC 111.52 83.48 112.77 80.35 
C 156.40 92.12 95.46 81.41 
CP 193.72 154.11 145.19 103.10 
P 179.42 175.37 133.20 88.67 
Mean 148.53 121.18 118.73 86.89 
Std 40.71 40.93 20.14 9.67 
Median 156.40 100.79 112.77 81.41 
 
Table 2 
GFP values in upper alpha (whole epoch) 
 NDB NDE PDB PDE 
F 79.70 89.57 115.53 92.61 
FC 74.89 77.98 107.19 100.98 
C 128.62 99.84 103.51 98.03 
CP 133.01 155.62 150.15 131.32 
P 107.20 184.01 150.94 161.42 
Mean 104.68 121.41 125.46 116.87 
Std 26.89 45.97 23.30 29.11 
Median 107.20 99.84 115.53 100.98 
  

The following analysis was centered on the lower alpha 
frequencies due to the significant results of GFP changes in 
this frequency range. For lower alpha activation, envelopes of 
maximal GFP values revealed that GFP decayed over the time 
course of whole experiment. This behavior is summarized in 
the boxplot diagrams of Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Boxplot of maximal GFP values (y-axis) over experiment time course 

in lower alpha. The four experimental conditions are on the X-axis. 
 
These GFP results showed that practice decreased GFP in 
lower alpha across sessions. To explore the GFP variations in 
more detail, values were recomputed and analyzed in time 
blocks of 100 ms and tested for normality with the Shapiro-
Wilk test. Not all time sequences were normally distributed; 
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therefore, we used the M.W. U test. The novice dataset (NDB-
NDE) and practiced dataset (PDB-PDE) showed significant 
intrasession variations (novice: Z=-2.502 p=0.012, practiced: 
Z=-3.254 p=0.001). We explored the changes in the human 
brain during continuous performance of an MI-based BCI task 
considering practice and time on task as two separate 
phenomena. The intrasession difference in GFP could be 
related to a time-on-task phenomenon related to the mental 
fatigue associated with playing the videogame for one hour 
and half. However, M.W. U showed also significant 
intersession variations between the novice and practiced 
datasets at the beginning (NDB-PDB) of video gameplay (Z=-
2.558, p=0.011). In this case, the difference between NDB and 
PDB evaluates the practice effect excluding mental fatigue. 
 Altogether, these variations can be conceptualized by the 
probability density function (PDF; Fig. 3) that portrays a 
scenario in which GFP peak values decrease during the 
experiment. Here, each PDF was created by summing the 
smoothed individual probability density curve for each data 
value every 100 ms. In this case, not normalized values are 
displayed. Fig. 4 summarizes variations in GFP, showing that 
GFP values were negatively correlated with performance on 
the MI-based BCI task. The probability distribution of GFP 
amplitude became higher and narrower, while the mean of the 
PDF decreased as a consequence of MI-based BCI usage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Probability density functions describing GFP values (x axis) in lower 

alpha across the four experimental conditions. Note that the mean and 
standard deviation of the PDF both decrease with increased practice. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The GFP over brain regions during mental preparation. Significant 
differences marked with ‘*’ 

Considering all brain areas, lower alpha GFP values mainly 
decay in central and posterior regions, suggesting a possible 
connection with parietal areas elaborating attentional 
processes (Fig. 4) related to mental preparation. A previous 
study on well-trained athletes stated that their optimal 
performance, compared to non-athletes, involves lower 
cortical activation in alpha sub-bands over centro-parietal sites 
[36], similarly to our GFP regional outcomes.  
Regarding Hypothesis 1, we confirmed that practice affects 
intersession variables of mental preparation, while intrasession 
effects could be more easily explained with a time-on-task 
effect or mental fatigue. This isn’t in contrast with previous 
literature because EEG alpha band shares modifications for 
different kind of mental activities [37] ranging from ‘idling’ to 
active cognitive processes, including motor training [38] and 
mental fatigue [39]. 

B. Dynamic TW and MutInf 
TW and MutInf analysis techniques were applied on the same 
15 scalp electrodes used for the GFP studies. Further analysis 
was mainly carried out between intersession changes on the 
same electrode set. Features between the novice and practiced 
datasets averaged over electrodes are shown as the mean and 
standard deviation in 200 ms time blocks (low alpha in Table 
3 and high alpha in Table 4 with single electrode data 
available in Suppl. Mat.). The normality of the distribution 
was tested using the Shapiro-Wilk test, showing a normal 
distribution in only one of the five time sequences (practiced 
dataset TW: W=0.876, p<0.001, df=75). Therefore, we 
applied nonparametric statistical calculations such as the 
M.W. U test. A significant difference during all epochs was 
found between the novice and practiced dataset in upper alpha 
band TW values (Z=-5.268, p<0.000) and MutInf (Z=-3.035, 
p=0.002). In lower alpha, normality was found for TW values 
in both datasets (novice: W=0.931, p=0.001, df=75, practiced: 
W=0.905, p<0.001, df=75), and a two-sample t-test was 
applied (Levene test for equality of variances F=1.594, 
p>0.05, t(148)=2.226, p=0.028), while the nonnormal 
distribution of MutInf suggested that M.W. U should be 
applied again (Z=-1.366, p>0.05). Here, the TW results were 
significant in both sub-bands, but the MutInf in the lower 
alpha band was not. These findings suggest that practice 
influences similarity in both alpha sub-bands and dependency 
in the upper alpha signals over motor programming and visuo-
attentional-related cerebral areas. According to Hypothesis 2, 
practice stabilized the similarity between the PDB and PDE 
signals, thus decreasing the TW values between the novice 
and practiced datasets.  
 
Table 3 
Lower alpha: dynamic TW and MutInf averaged over electrodes 
Time TW MutInf 
 Novice Practiced Novice Practiced 
0-200ms 0.029±0.022 0.027±0.014 4.029±0.322 3.937±0.292 
200-400ms 0.030±0.022 0.024±0.018 4.046±0.235 4.054±0.359 
400-600ms 0.047±0.025 0.023±0.016 3.968±0.265 4.125±0.258 
600-800ms 0.036±0.016 0.033±0.019 4.066±0.196 4.160±0.365 
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800-1000ms 0.020±0.011 0.017±0.021 3.926±0.322 4.062±0.267 
 
Table 4 
Upper alpha: dynamic TW and MutInf averaged over electrodes 
Time TW MutInf 
 Novice Practiced Novice Practiced 
0-200ms 0.036±0.017 0.018±0.011 4.304±0.207 4.173±0.293 
200-400ms 0.044±0.017 0.028±0.018 4.276±0.300 4.103±0.321 
400-600ms 0.030±0.013 0.025±0.014 4.173±0.279 4.170±0.216 
600-800ms 0.028±0.013 0.022±0.024 4.254±0.335 4.126±0.211 
800-1000ms 0.037±0.012 0.014±0.016 4.287±0.272 4.033±0.305 
 
Regarding Hypothesis 3, the findings in the upper alpha sub-
bans suggest an increased independency with more evident 
changes in PDB-PDE than in NDB-NDE. To build a bivariate 
model for jointly portraying TW and the simultaneous MutInf 
changes evoked by mental practice, we focused on the upper 
alpha band, where both TW and MutInf changes were 
statistically significant. In the upper alpha band, changes 
during motor programming for imagined movement were 
restricted to the FC3, FC4, FCz, C3, C4, Cz, CP3, CP4, and 
CPz electrodes with values extracted every 200 ms during 
each epoch. These electrodes cover an area strictly 
surrounding the primary motor cortex. Table 5 presents 
descriptive statistics of the TW and MutInf data used in the 
following statistical analysis. 
 
Table 5 
Descriptive statistics of TW and MutInf over 9 channels 
Upper 
alpha 

TW (mean ± st dev) MutInf (mean ± st dev) 

Novice 
dataset 

0.034±0.015 4.236±0.267 

Practiced 
dataset 

0.022±0.017 4.063±0.269 

 
The W test on the selected subset of electrodes in upper 

alpha was significant (TW Z=-3.138 p=0.002, MutInf Z=-
3.121 p=0.002), as were other nonparametric tests (TW: K.S. 
Z=1.897, p=0.001; M.W. U Z=-3.7, p<0.000; MutInf: K.S. 
Z=1.897, p=0.001; M.W. U Z=-2.954, p=0.003). The linear 
relationship between corresponding pairs of TW and MutInf 
values was significant in both the novice (F= 107.6882 
p<0.000) and practiced (F= 39.2101 p<0.000) datasets. Both 
datasets successfully passed Box's test of equality of 
covariance matrices (M=0.7955, F(3)= 0.7759, p>0.05). For 
the bivariate analysis, we applied both the Hotelling T2 test 
(related T2= 19.2189, F(2,43)= 9.3911, p= 0.0004, 
independent T2= 20.4224, F(2,87)= 10.0951, p= 0.0001) and 
multivariate ANOVA (X2= 18.1567 df=2 p= 0.0001, lambda= 
0.8116, with homogeneity of variances confirmed by Levene 
test). Our statistical findings suggest that experience jointly 
influenced similarity and dependence in motor-related areas in 
upper alpha (Fig. 5). 
Confirming our hypothesis, we found that the TW results were 
easily related to practice, which should cause increased 
similarity between signals highlighted by a TW decrease. 
However, for MutInf, an explanation of the practice effect was 

less obvious. As TW is unaffected by phase, we analyzed the 
phase of the signals as a possible explanation of increased 
independency in the practiced dataset with decreased values of 
MutInf. Instantaneous phase shifts inside the upper alpha band 
between the novice and practiced data sets were calculated in 
support of this idea by applying the Hilbert transformation on 
the signals from both datasets over FC3, FCz, FC4, C3, Cz, 
C4, CP3, CP4, and CPz. The phase angle difference was 
extracted from the output of the Hilbert transformation. Phase 
differences were more sustained in the practiced datasets: 71% 
of the epoch points in the intersession signals of practice 
datasets had a higher instantaneous phase difference than 
those of novice datasets. These results are indicative of 
decreased interdependence between signals in the practiced 
condition. 

 
Fig 5. Single channel data of MutInf and TW during 1s of mental preparation 
 

VI. DISCUSSION 
The results show that our task manipulated induced 

changes in both lower and upper alpha/mu activities. The 
lower alpha/mu and upper alpha/mu are distinguished by their 
different roles in motor imagination [40]. Lower alpha/mu 
over central and parietal regions seems to be associated with 
general motor behavior, while upper alpha/mu 
desynchronizations are related to specific motor tasks [41]. In 
our work, we observed modulation in lower alpha/mu GFP, 
whereas the upper alpha/mu sub-band exhibited changes in 
both TW and MutInf before motor imagination 
(“Mathematical formulas” in Suppl. Mat.). Thus, we deduced 
that during mental preparation, we can identify two primary 
effects: 1) decreased GFP in lower alpha is positively 
correlated with the level of practice (intersession changes), 
and 2) upper alpha exhibits an inverse proportional 
relationship in TW-MutInf, with increased TW and decreased 
MutInf associated with practice.  

“Intra-day” and “inter-day” variations are mainly a problem 
for BCI classifiers targeting MI because they reduce the 
performance of the BCI system. In the present paper we 
propose a way to extract three features from “mental 
preparation before MI” that could be useful in future works to 
compensate the “inter-day” and “intra-day” effect on BCIs 
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working on MI. Features extracted from mental preparation 
could be used to determine the level of practice in the attempt 
to compensate “intra-day” (for example mental fatigue) or 
“inter-day” (for example changes in the ability to focus on the 
task due to psychological or physiological factors) variations. 
Authors of [4] provide a brief review of “intra-day” and 
“inter-day” factors affecting MI.  
 

A. Observed changes in brain activations induced by 
practice 
Previous studies have reported the roles of the lower and 
upper alpha bands not only in hand movements but also in 
attentional demands. Lower alpha has been associated with 
temporal attention when subjects prioritize the processing of 
certain task-relevant stimulus features to produce efficient 
behavior [42]. During the experiment, the appearance of the 
battery/bomb and the time taken by the crane to reach that 
object elicit the deployment of visual-attentional resources to 
specific brain areas that code the relevant feature of the scene 
[43] and [44], which enhances the speed or efficiency of the 
processes involved in the task. Intersession GFP decay could 
be related to this attentional process. For example, initially 
subjects pay attentional efforts to learn the structure of the 
videogame. The decrease in attentional resources deployed for 
learning results in reduced synchronization in the lower alpha 
band. In fact, the decreased GFP could be the consequence of 
a desynchronization in lower alpha. As shown in Fig. 4, we 
also found a more relevant effect in lower alpha over CP 
areas, which is compatible with the observations in cortical 
areas in recent literature [45]. A double role of the temporal 
orientation of attention in visual and motor programming has 
already been shown [46], which fits our hypothesis on the 
interaction of these two roles during mental preparation. In 
lower alpha, temporal attention in preparation for a general 
motor behavior should be modulated by practice, as stated in 
Hypothesis 1, where we theorized that practice could influence 
intersession alpha activity during the MI preparatory phase. 
However, we also observed modulations in the alpha band 
(intrasession) that could be related to how attention is 
conditioned by mental fatigue during long gameplay. This 
outcome could be explained by the fact that attention and 
mental fatigue distribute the same correlates in alpha band 
[47]. 

The similarity of the signals across alpha bands was greater 
in the practiced than in the novice dataset, providing some 
information about the task-specific motor system. 
Theoretically, after practice, subjects are better able to handle 
the MI-based task during the experimental situation: their 
stress level is low, and they have a high level of performance 
without wasting cognitive resources. Efficiency is reached 
when areas become specialized in one duty, deactivating 
unnecessary zones and stabilizing their activation pattern. This 
observation is in accordance with Hypothesis 2, which 
proposed that practice increases EEG signal amplitude 
stability during the MI preparatory phase. 

However, the MutInf results found in upper alpha could 
reflect a different concept. The amount of information that is 
‘shared’ or ‘mutual’ in a neural sequence is based on the 
concept of entropy. This degree of relatedness between signals 
can be interpreted as the quantity of information that survives 
after 90 minutes of BCI usage. Decreased values of MutInf 
mean increased independence in practiced dataset values  

 
 
(Hypothesis 3: practice decreases interdependence between 

brain areas during the preparatory phase of motor activity). 
Moreover, prominent MutInf changes between datasets in 

the left hemisphere could be explained by the role of this 
hemisphere in temporal attention rather than in spatial 
attention. In [48], hemispheric asymmetries were reported 
with preferential right and left parietal activation for spatial 
and temporal attention, respectively. Practicing motor gestures 
generates mechanisms of cortical plasticity [49], and 
asymmetries can also provide an index of these alterations for 
mental preparation. For example, in [50] authors stated the 
possibility of modifications in the distribution of visuospatial 
attention caused by training in professional athletes. Practice 
could enhance skill acquisition, leading to an increased 
lateralization of attentional networks with increased signal 
independency [24]. Fronto-parietal attentional networks 
related to orienting follow a bilateral dorsal pathway in the 
brain. Skill acquisition could change the activation of these 
routes with a hemispheric prevalence, leading to a lateralized 
specialization. Thus, MutInf could be another correlate of 
temporal attention, similar to our hypothesis for GFP in lower 
alpha. We could link this observation with Hypotheses 2 and 
3, asserting that practice increases signal stability (shape of the 
evoked brainwaves or similarity obtained by TW) while 
simultaneously decreasing interdependence (reflected by 
signal phase changes through MutInf). 

 

B. Possible future application: practice level detection in 
BCIs 
Many studies have investigated the neural correlates of 
perceptual performance and enhancing cognitive performance  
in athletes by examining practice effects using classic 
psychological paradigms with reaction times, EEG or evoked 
neurophysiological signals in go/no-go tasks [51], [52], [53]. 
In our paradigm, we used a video game in the form of a BCI, 
and we propose ways in which our findings can be applied in 

 
Fig. 6. Ideal 3D feature space collecting experimental results on mental 

preparation. The black ellipsoid encloses the 1.5 standard deviation values is 
the novice dataset, and the red ellipsoid encloses that in the practiced dataset. 
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this field. One potential future application could be developing 
a machine learning-based model for detecting the level of 
practice during the mental preparation phase in an MI task. To 
simulate this theoretical concept, we collected GFP values 
over five regions in the lower alpha and TW/MutInf over nine 
electrodes every 200 ms (adding Pz to provide a matrix of the 
same length as that for GFP). In this way, a 3D feature space 
representing mental practice could recognize the novice-
practiced separation line (Fig. 6) and share data with the main 
MI algorithm about the subjective practice level. Mental 
preparation could be used as a secondary BCI providing 
feedback or supporting a main MI algorithm targeting 
sensory-motor rhythms. In this configuration a hybrid BCI 
including mental preparation could provide more evidence 
regarding the practice level reached by the MI BCI user. 
Moreover, during intra-session recordings, such hybrid BCI 
could monitor the mental state of the user and its task-related 
modifications. For example, in case of mental fatigue 
detection it could send a feedback signal to the user suggesting 
to take a break. Latter case could be achieved calculating GFP 
while combination of GFP together with TW and MutInf 
could be used for user practice level detection. 
 

VII. CONCLUSION 
Mental preparation changes over time provide a quantitative 
measure of practice and mental effort via EEG recordings. 
Practicing an MI task involves motor-related areas 
surrounding the motor cortex and the attentional networks that 
connect these areas. We proposed that practice-induced 
changes in the alpha band during mental preparation could be 
schematized as an efficient resource allocation model. 

This model processes the incoming inputs and manages 
assets in a manner that supports the brain's strategic goals, 
reducing energy losses and optimizing the time factor. 
Intersession decreases in GFP and increases in signal 
similarity may reflect this energy-saving mode. Conversely, 
decreases in dependency might indicate the increased 
specialization of task-related brain areas. These findings 
identify some brain signatures of the MI-based BCI learning 
effect in the mental preparation phase. In the future, these 
outcomes could be included in a broad framework of an 
hybrid BCI to quantify the level of experience gained and 
stabilize performance, enabling each user to have a training 
duration fitted to his or her neurophysiological parameters. 
In this paper, we found that, under the theory of the allocation 
of resources, practice results in a decrease in lower alpha GFP 
associated with changes in attentional resources. We also 
observed changes in the upper alpha TW-MutInf bivariate 
relationship, which we interpret as a more direct practice 
effect on neural signal shape. The present study could be 
considered a pilot experiment for future investigations. We are 
also conscious of some limitations in this study, such as the 
number of participants and the absence of a control group. 
However, as a secondary BCI algorithm supporting a main 
BCI classifier targeting sensory-motor rhythms, we think that 
mental preparation could support and improve efficiency of 

the main MI BCI. With this article, we hope to open a 
discussion on the role of the proposed EEG variables over 
extended brain areas during mental preparation before MI. 
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