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Abstract: The disk dynamo plays an important role in studying the geodynamo and 

much research works have been devoted to the understanding of dynamo dynamics. 

This paper further investigates an extended disk dynamo system having three coupled 

conducting disks and incorporates the interaction-induced time delay in the dynamic 

governing equations. By carrying out a comparative analysis, the dynamic behaviors 

of the coupled three-disk dynamo system with and without time delay are studied to 

explore novel and complex nonlinear dynamic phenomena in the coupled delayed 

dynamo system. It is found that the double Hopf bifurcations can be induced in the 

time-delayed dynamo system. Three different topological structures of the unfolding 

are obtained under different time delays. Accordingly, it is shown that the novel 

dynamic behaviors, including quasi-periodic torus, three-dimensional torus and the 

coexistence of multiple attractors, can appear in the time-delayed dynamo system. 

Furthermore, by performing the continuation analysis on the periodic orbit generated 

from the Hopf bifurcation of equilibrium, some new coexistence patterns, e.g., the 
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coexistence of periodic orbits and chaos, the coexistence of quasi-periodic orbits and 

chaos, are observed in the dynamo system with time delay. Based on the obtained 

results, it is believed that the inclusion of time delay in the modelling of the three-disk 

dynamo system is necessary and meaningful for developing an in-depth understanding 

of dynamo dynamics. Finally, the results of theoretical analyses are verified by the 

numerical simulations. 

Key Words: Three-disk dynamo; Time delay; co-dimension two bifurcations; 

Coexistence of multiple attractors; Chaos.
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1 Introduction   

The disk dynamo is a simple yet effective mechanical model for explaining the 

geographical phenomenon of the irregular reversal of Earth’s magnetic pole. Thus, it 

has attracted much attention in the fields of geophysics and mathematics. In 1955, 

Bullard [1] firstly considered a homopolar dynamo as a possible analogy to the 

homogenous fluid dynamo of the earth, and studied the stability of a single disk 

system. In 1958, Rikitake [2] analyzed a coupled two-disk dynamo model and 

observed the reversal phenomenon of electric current and magnetic field in the system. 

In 1972, Cook [3] modified the governing equations of a two-disk dynamo model by 

considering the two major factors in the geodynamo, i.e., viscous friction and time 

delay. Later, extensive research works on modeling, dynamics analysis, motion 

control and circuit experiment were conducted for a further understanding of such 

systems. For example, a single-disc dynamo model with extra coil current considered 

in the modeling was studied in Ref. [4], showing that the non-periodic reversal 

behavior could occur in the simple dynamo model. A dynamo model with the 

azimuthal current of disc considered was proposed in Ref. [5]. The arrangement 

hierarchy of a series of self-exciting Faraday-disk homopolar dynamos was discussed 

in Ref. [6]. The bifurcations of equilibrium points in a self-exciting Faraday disk 

homopolar dynamo model with quadratic motor were studied in Ref. [7], where the 

Hopf bifurcation and double-zero bifurcations were observed in the system. The Hopf 

bifurcation of a two-disc dynamo model with viscous friction and time delays was 

studied in Ref. [8]. The global dynamics of a Rikitake system were investigated in Ref. 

[9], in which the similarity between the Lorenz-like attractor and the Rikitake 

attractor was discussed. Moreover, the chaotic attractors [10-12] and circuit 

simulations [13-14] of various disk dynamo systems were also considered.  
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Time delay as an inherent and non-ignorable factor can have significant effects 

on the linear stabilities and nonlinear responses of various dynamic systems. For 

example, time delay can change the stability of the trivial equilibrium of a dynamic 

system even when the value of time delay is small [15], and induce novel 

co-dimensional bifurcations of equilibrium [16]. Moreover, the chaotic behavior can 

occur even in the first-order dynamic systems [17], while such phenomenon cannot be 

observed in the corresponding systems without time delay. Although the time delay 

can deteriorate the performances of dynamic systems in most cases, the intentionally 

introduced time delay could be beneficial to the design of absorbers and isolators 

[18-20], as well as the stabilization and control of the undesired motions [21-23]. 

Generally, the dynamic responses of the dynamic systems without time delay 

(described by ordinary differential equations) are different from the behaviors 

appearing in the delayed systems governed by the functional differential equations 

[24-25].  

Recently, many studies are focused on the dynamics analysis of various delayed 

systems. For example, a single degree-of-freedom swing equation with a delayed 

damping term only was studied in Ref. [26] and a variety of bifurcation behaviors 

were observed in the delayed equation. The classical Duffing oscillator with the 

delayed damping term was investigated in Ref. [27] and the delay-induced resonance 

was addressed. In addition, a two-dimensional gut microbiota model with 

measurement delays was studied in Ref. [28], where a specific type of co-dimension 

two bifurcation (non-resonant double Hopf bifurcation) was noted. A two-dimensional 

Lengyel-Epstein chemical reaction model with the time delay in the 

self-decomposition of the activator was investigated in Ref. [29], where the stability 

switches of equilibrium were observed. A three-dimensional tumor-immune 
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competitive model with single interaction delay was proposed in Ref. [30] and the 

linear stability and the co-dimension one Hopf bifurcation of the equilibria were 

examined.  

Although extensive researches have been carried out on the dynamics analysis of 

delayed dynamic systems, little attentions have been paid on studying the influence of 

time delay on the dynamic behaviors of these systems. To bridge this gap, this paper 

aims to investigate the effect of time delay on the dynamics of a three-disk dynamo 

system. The contributions of this work are in the following aspects. First, a three-disk 

dynamo system with viscous friction and time delay is proposed and studied in this 

paper. Such a three-disk dynamo system with viscous friction and time delay has not 

been studied yet in the literature, due to the complexity on the theoretical analysis and 

numerical simulation of high-dimensional functional differential equations describing 

the delayed dynamo system. Second, novel delay-induced double Hopf bifurcations 

are observed in the disk dynamo system and different unfolding structures are 

obtained to show the rich dynamic behaviors of the system. Third, the secondary 

bifurcations and transitions between complex responses resulting from the Hopf 

bifurcation of equilibrium are illustrated in the delayed three-disk dynamo system. 

This work can be considered as a valuable contribution to the understanding of the 

mechanism of the multiple coupled disks dynamo system. 

The remainder of this paper is divided into six sections. The governing equations 

of the three-disk dynamo model with viscous friction and time delay are briefly 

introduced in Section 2. In Section 3, the dynamics of the three-disk dynamo system 

in the absence of time delay is studied to examine the stability and possible 

bifurcations of equilibria. It is found that only two types of co-dimension one 

bifurcations, i.e., the pitchfork and Hopf bifurcations, can occur on the stability 
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boundaries of equilibria for the non-delay case. The stability and co-dimension one 

bifurcations of equilibria for the delayed three-disk dynamo system are studied in 

Section 4. Some specific intersection points are observed on the stability boundaries 

of equilibriums, indicating the occurrence of co-dimension two bifurcations in the 

delayed system. The detailed analysis of the possible co-dimension two bifurcations 

of equilibrium is presented in Section 5. Furthermore, Section 6 illustrates the chaotic 

motions and some new nonlinear phenomena in the delayed dynamo system. Finally, 

conclusions are given in Section 7.   

 

2 The mechanical model and the governing equations 

The disk dynamo model studied in this paper is shown in Fig. 1, where three disk 

dynamos are coupled to each other. The magnetic field of the conducting disk (the 

second and third disks) is induced by the current of its left disk and the magnetic field 

of the first disk is induced by the current of the third. As described in Ref. [10], the 

governing equations of the three-disk dynamo system can be written as: 
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where 1x , 2x  and 3x  are the electric currents in the disks, 1y , 2y  and 3y  are the 

angular velocities and k  represents the Ohmic dissipation coefficient. Cook [3] 

introduced the viscous friction and the time delay in a classical two-disk Rikitake 

model to better describe the geodynamo. For the same reason, the two factors are also 

considered in the three-disk dynamo model governed by Eq. (1). Accordingly, the 

dynamic equations of the three-disk dynamo system can be extended to: 



 7 
















−−−=
−−−=
−−−=
−+−=
−+−=
−+−=

3233

2122

1311

2333

1222

3111

)(1
)(1
)(1

)(
)(

)(

cytxxy
cytxxy
cytxxy

txykxx
txykxx

txykxx

τ
τ
τ

τ
τ
τ













                     (2) 

where, in comparison with Eq. (1), the newly introduced terms 3,2,1, =− icyi  

represent the viscous frictions in the disks and c  denotes the coefficient of friction. 

τ  designates the interaction delay caused by the electromagnetic diffusion [3]. For 

the sake of convenience, ),( kcµµ =  is chosen as the main bifurcation parameter and 

τ  is set as the auxiliary parameter, with their ranges of ]2,0(∈c , ]2,0[∈k  and 

]2,0[∈τ .  

By letting the left hand sides of Eq. (2) be zero and solving the resultant 

algebraic equations, three possible equilibrium points are obtained for the three-disk 

dynamo system. The distribution of these equilibria in the ),( kc  plane is shown in 

Fig. 2, where the three equilibria are given by  

 
),,,1,1,1(

)1,1,1,0,0,0(

2,1

0

kkkckckckE
ccc

E

+−±+−±+−±=

= ，
         (3) 

Here 2,1E  can be considered as symmetric equilibrium points. It is noted that the 

curve P  in Fig. 2 satisfies 

1: =ckP                              (4) 

Due to the symmetry ),,,,,(),,,,,( 321321321321 yyyxxxyyyxxx −−−→ , the dynamic 

responses near the pair of symmetric equilibrium points 2,1E  are similar. For the sake 

of simplicity, 1E  is chosen as the equilibrium in the following analysis and the 

system response near equilibrium 2E  can be easily investigated in a same way.  
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The above-mentioned equilibria can be transformed into the origin by setting 

303620251014303320221011 ,,,,, yyuyyuyyuxxuxxuxxu −=−=−=−=−=−= , 

where ),,,,,( 302010302010 yyyxxx  are determined by the equilibria given in Eq. (3). 

Thus, Eq. (2) can be rewritten as 
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Furthermore, Eq. (5) can be expressed in a compact form as: 

))(,,( τµ −= tXXFX                         (6) 

where TuuuuuuX )( 654321= , ))(,,( τµ −tXXF  represents the right-hand side 

terms of Eq. (5), and ),( kcµµ =  is the bifurcation parameter. In the subsequent 

sections, the linear stability and nonlinear dynamic behaviors of the delayed 

three-disk dynamo system (6) will be studied. Two cases, i.e., 0=τ  and 0>τ , will 

be addressed. 

 

3 Stabilities and co-dimension one bifurcations of equilibria with 0=τ  

When the time delay is neglected in the three-disk dynamo system (6), the governing 

equations can be simplified to a set of ordinary differential equations: 

),( XFX µ=                           (7) 

Based on the governing equation (7), the stabilities and possible bifurcations of 

equilibria 0E  and 1E  will be analyzed in the following subsections. 

3.1 Stability and pitchfork bifurcation of equilibrium 0E    
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Linearizing Eq. (7) and substituting the variables ),,,,,( 302010302010 yyyxxx  by 

equilibrium 0E , results in a polynomial characteristic equation: 
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By applying the Routh-Hurwitz criterion, the stability region of equilibrium 0E  

can be determined, as the gray area shown in Fig. 3(a). On the boundary P  

determined by Eq. (4), a zero eigenvalue of Eq. (8) appears and this indicates the 

occurrence of the pitchfork bifurcation. To briefly verify the static bifurcation, the 

bifurcation diagram is drawn near the bifurcation point PB  in Fig. 3(a) and shown in 

Fig. 3(b). The theoretical predictions obtained from Eq. (3) are also presented in Fig. 

3(b). It is easy to notice that the theoretical predictions agree well with the numerical 

simulations.    

3.2 Stability and pitchfork bifurcation of equilibrium 1E   

Similarly, the linear stability of Eq. (7) at equilibrium 1E  can be determined by 

studying the following polynomial characteristic equation: 
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According to the Routh-Hurwitz criterion, the stability region of equilibrium 1E  is 

obtained as the gray area shown in Fig. 3(c). Pitchfork bifurcation occurs on the 
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stability boundary P  determined by Eq. (4) and the discussion on the pitchfork 

bifurcation is omitted here for brevity. Notably, there is only the curve P  with zero 

eigenvalue satisfied in the case. In addition to the boundary of zero eigenvalue, the 

boundary with a pair of purely imaginary eigenvalues 0, 00 ≠± ωωi  is found and 

marked by the blue solid line in Fig. 3(c), which indicates the occurrence of Hopf 

bifurcations if the eigenvalues satisfy the transversality condition.  

3.3 Hopf bifurcation analysis of equilibrium 1E  

To identify the generic Hopf bifurcation occurring on the stability boundary of 

equilibrium 1E  in Fig. 3(c), the method of multiple scales (MMS) [31-32] is applied 

to obtain the approximate solutions and the corresponding standard normal form. 

According to the MMS, the solution of Eq. (7) can be assumed as 
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where 1<<ε  is a small parameter and 2,0, == itT i
i ε  are the independent time 

scales. In the small neighborhood of bifurcation point 0k , the bifurcation parameter 

k  can be expressed as: 
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Substituting Eq. (10) and Eq. (11) into Eq. (7) and equating the coefficients of like 

powers of ε , yields 
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represent the derivatives of the right-hand side term of Eq. (7) with respect to the state 
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variables and the bifurcation parameter.  

For the first equation of Eq. (12), the general solution can be expressed as 

ccepMX Ti += 00
11

ω                      (13) 

where cc  is the complex conjugate of the preceding term, M  denotes the 

amplitude function, and 1p  stands for the right eigenvector of 0
XF  corresponding to 

the eigenvalue 0ωi . The vector 1p  is given by 
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where 1,,, 040302001 +−==+=+= ckkciki ααωαωα . Additionally, the left 

eigenvector 1q  of 0
XF , which will be used for the elimination of the secular terms, is 

calculated as 
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Under the orthogonality condition of 111 =pqH , the coefficient G  is computed as: 
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Substituting Eq. (13) into the second equation of Eq. (12) leads to 
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The particular solution of Eq. (16) is given by 
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1)( ppFzF XXX =− , respectively. Here, E  represents the identity matrix.  

Substituting Eq. (13) and Eq. (17) into the third equation of Eq. (12) and then 

eliminating the secular terms in the resultant equation leads to the equation involved 

with the derivative MD2 . The standard normal form of the generic Hopf bifurcation 

can then be obtained by using the derived expression from MD2  and absorbing the 

perturbation parameter ε  [32], which is given by 
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H ++=  is a constant determined by the Hopf bifurcation 

point. By setting θρ ieM = , Eq. (18) can be rewritten in polar form as: 

3
1111 )( ρρρ ε RkR +=                        (19) 
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where ))(Re()( 11 εµε kCkR =  and )Re( 111111 CR = . The phase equation is not 

presented here for brevity. The characteristics of the bifurcated periodic orbits, i.e., 

direction and stability, can be theoretically determined from Eq. (19). To verify the 

theoretical analysis, a bifurcation diagram near the point CH  in Fig. 3(c) is drawn in 

Fig. 3(d). At the bifurcation point CH , the coefficients of Eq. (19) are calculated as 

εε kkR 0.865703)(1 −≈  and 0636171111 .R −≈ . Therefore, the bifurcated periodic 

orbits which exist for 0<εk  are stable. The theoretically predicted radius of the 

stable periodic orbit in terms of the bifurcation parameter k  can be obtained as 

.14547400.529103 +−≈ kr δ                   (20) 

where δ  is a scalar coefficient and is given by 

θ
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The corresponding δ  for the bifurcation point CH  is obtained as 3.626554. From 

Fig. 3(d), it can be seen that the theoretical predictions are in good agreement with the 

numerical simulations.  

 

4 Stabilities and co-dimension one bifurcations of equilibria with 0>τ   

In this section, the stabilities and bifurcations of equilibria 0E  and 1E  are 

investigated in the three-disk dynamo system (6) with 0>τ . In order to explore the 

transition of stability boundaries of the equilibria with respect to the time delay, a 

series of discrete time delays, i.e., 2,5.1,1,5.0=τ , are chosen for the subsequent 

analysis. The realization of the numerical calculation of the delayed dynamo system 

(6) is based on the fourth-order Runge-Kutta method with fixed integration step [23]. 

4.1 Stability and pitchfork bifurcation of equilibrium 0E  
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The transcendental characteristic equation for the case of 0>τ  can be obtained 

by linearizing Eq. (6) and substituting the trial solution teXX λ=  into the resultant 

equation. For equilibrium 0E , the characteristic equation is given by:  

0)()(),( 3 =+= − λτλλτλ eQPD                   (21) 

where 
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The equilibrium 0E  is asymptotically stable when all the eigenvalues of Eq. (21) 

have negative real parts. By assuming purely imaginary eigenvalue 0, ≥= ωωλ i  

and substituting it into Eq. (21), the corresponding frequency equations can be derived 

by separating the real and imaginary parts as: 
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From Eq. (22), it is easy to notice that the equality 1=ck  holds when 0=ω , 

indicating the curve P  with 1=ck  remains as the pitchfork bifurcation curve and 

the time delay does not have any effect on such bifurcation. The detailed analysis of 

the pitchfork bifurcation is given in the previous section. For other possible 

delay-induced stability boundaries in the two-parameter ),( kc  plane, the 

D-subdivision method [33] is adopted here. The stability region of equilibrium 0E  

with different delays are shown in Fig. 4(a), where the gray shadow region represents 
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the stable equilibrium 0E . It is seen that the stability region of equilibrium 0E  

remains unchanged as the delay varies from the value of 0.5 to the value of 2.   

4.2 Stability and co-dimension one bifurcations of equilibrium 1E  

The stability of equilibrium 1E  is determined by the following transcendental 

characteristic equation: 
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Similarly, substituting 0, ≥= ωωλ i  into Eq. (23) yields the following frequency 

equations: 
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 (24) 

Notably, 1=ck  holds when 0=ω  in Eq. (24) and the curve P  remains 

unchanged as the pitchfork bifurcation curve irrespective of the value of time delay. 

The D-subdivision method [33] is applied again to obtain the stability boundaries of 

equilibrium 1E  with different delays and the corresponding stable regions are shown 

in Figs. 4(b-e). Obviously, the time delay can lead to complicated stability boundaries 

of equilibrium 1E . Besides, the size and shape of the stability regions are changed as 

the time delay varies, indicating the phenomenon of stability switches of equilibrium 
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as shown in Fig. 5 where the stability of equilibrium switches twice. 

Moreover, same as the co-dimension one bifurcations of equilibrium 1E  for the 

case of 0=τ , the pitchfork and generic Hopf bifurcations can also occur in the delay 

case. The detailed analysis is omitted here to avoid the repetition of presentation. 

Differently, some specific intersection points are found on the stability boundaries of 

equilibrium 1E , which are indicated by the asterisks in Figs. 4(b-e). These points are 

the potential co-dimension two bifurcation points. The analysis of the system response 

near the newly appeared intersection points will be performed in the following 

section. 

 

5 Delay-induced co-dimension two bifurcations of equilibrium 1E  

As mentioned previously, the delay-induced intersection points are found on the 

stability boundaries of equilibrium 1E , where more bifurcation behaviors can be 

observed in the delayed dynamo system (6). The intersection points marked in Figs. 

4(b-e) are associated with two pairs of purely imaginary eigenvalues and the 

corresponding bifurcations are termed as the double Hopf bifurcation [34]. It should 

be pointed out that the resonance condition is not satisfied at these double Hopf 

bifurcation points in Figs. 4(b-e). Next, the unfolding of all the double Hopf points in 

Figs. 4(b-e) will be studied by using MMS. 

5.1 Unfolding of double Hopf bifurcations 

In this study, the truncated third-order normal form is used to analyze the system 

response in the small neighborhood of the marked double Hopf bifurcation points in 

Figs. 4(b-e). By applying the MMS to the delayed system (6), the truncated 

third-order normal form of the double Hopf bifurcations can be expressed as [35] 
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where ),( εεεε µµ kc=  is the perturbation parameter and it is assumed as εε µεµ ˆ2= . 

By letting 2,1, == ieM ii
ii

θρ , the corresponding amplitude equations can be 

obtained as: 

3
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where εεεµ ααµ kcCR i2i1ii +== ))(Re( , )Re( ijkijk CR = , and the coefficients i2i1 αα ,  

and ijkR  are the real numbers which are determined by the double Hopf bifurcation 

point. According to Eq. (26), the possible solutions and their corresponding existence 

conditions are  

(C0) )0,0(),(: 210 =ρρN  exists for all small perturbation parameters; 

(C1) )0,(),(:
111

1
211 R

RN −=ρρ  exists if 01111 <RR  holds and 0: 11111 =RRL  

represents the critical line; 

(C2) ),0(),(:
222

2
212 R

RN −=ρρ  exists if 02222 <RR  holds and 0: 22222 =RRL  is 

the critical line; 

(C3) ),(),(:
212211222111

11122111

212211222111

22212122
213 RRRR

RRRR
RRRR

RRRR
N

−
−

−
−

=ρρ  exists if and only if 

the following conditions hold: 





>−−
>−−

0))((
0))((

21221122211111122111

21221122211122212122

RRRRRRRR
RRRRRRRR

  

In this case, the corresponding critical lines are: 
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
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Here, solution 0N  corresponds to the equilibrium of the delayed system (6), 

1N  and 2N  are associated with the periodic solutions with 02 =ρ  and 01 =ρ , 

respectively, while 3N  with 02,1 >ρ  represents the quasi-periodic solution. The 

stability of iN , 3,2,1,0=i , can be studied based on the corresponding characteristic 

equation which is obtained by linearizing Eq. (26) at each solution 

2
2

2
1212211

2
1211

2
22222

2
2212

2
11111 4))3())(3(()( ρρρρλρρλλ RRRRRRRRD

iN
−++−++−=  

(27) 

The solution 3,2,1,0, =iNi  is stable if the real parts of all the eigenvalues of Eq. 

(27) are negative. Four cases (S0)-(S3) corresponding to the four solutions of Eq. (26) 

are discussed below as the stability conditions: 

(S0) For solution 0N , the corresponding eigenvalues are 

2211 , RR == λλ                         (28) 

therefore, 0N  is stable if 01 <R  and 02 <R . 

(S1) For the periodic solution 1N , the eigenvalues are 

111

1211
2211 ,2

R
RR

RR −=−= λλ                   (29) 

therefore, 1N  is stable if 01 >R  and 0
111

1211
2 <−

R
RR

R  are satisfied. 

(S2) For the periodic solution 2N , the eigenvalues are 

222

2212
1221 ,2

R
RR

RR −=−= λλ                   (30) 
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therefore, 2N  is stable if 02 >R  and 0
222

2212
1 <−

R
RR

R  are satisfied. 

(S3) For the quasi-periodic solution 3N , the eigenvalues are 

2
)(4)()( 2

2,1
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=λ            (31) 

where  
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Then, the solution 3N  is stable if 0<tr  and 0det >  hold. Here )( batr ′+′= , 

)(det dcba ′′−′′= . Specifically, a pair of purely imaginary eigenvalues appears in Eq. 

(31) when the condition of 0=tr  is satisfied. In this case, the solution 3N  loses its 

stability at the critical line 

0)()(: 222111212111222211122221115 =−+− RRRRRRRRRRL         (32) 

and a three-dimensional torus solution can be bifurcated from the quasi-periodic 

solution 3N  [35]. For this case, the stability conditions and the corresponding 

existence conditions for each solution iN , 3,2,1,0=i  should be considered 

simultaneously. In the next subsection, the unfolding results for the marked double 

Hopf bifurcation points in Figs. 4(b-e) will be presented. 

5.2 Numerical examples with different delays 

The double Hopf bifurcation point 1H  with 5.0=τ  in Figs. 4(b) is located at 

)397493.0,294678.0(),( 00 =kc  and the corresponding frequencies are calculated as 
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547704.01 ≈ω  and 174274.12 ≈ω . By implementing the MMS, the deterministic 

amplitude equations (26) for the bifurcation point 1H  are given by 

3
22

2
122

2
21

3
111

077205.0474446.0)153181.0528117.0(
191842.1369149.1)514915.0589831.0(

ρρρρρ

ρρρρρ

++−−=

−−−−=

εε

εε

kc
kc




    (33) 

Further, by considering the existence conditions (C0)-(C3) and the stability conditions 

(S0)-(S3) of the possible solutions in Eq. (33), the bifurcating response near 

bifurcation point 1H  is shown in Fig. 6, where the bifurcation lines 

54,,3,2,1, =iLi  are calculated as  

.950603.2:,036013.3:
,208932.2:,447674.3:,145492.1:

54

321

εεεε

εεεεεε

ckLckL
ckLckLckL

−=−=
−=−=−=

  (34) 

In this case, a secondary bifurcation occurs. The solution 3N  loses its stability at 

bifurcation line 5L  and a three-dimensional torus solution arises. It should be 

mentioned that the existence region of the three-dimensional torus solution in the 

),( εε kc  plane is not specifically delineated for its narrow characteristic. To briefly 

describe the dynamic response presented in Fig. 6, a clockwise direction from regions 

Ⅰ to Ⅶ is selected. In region Ⅰ, only trivial equilibrium 0N  exists, which is a saddle 

point for Eq. (33). By crossing the bifurcation line 2L  to region Ⅱ, an unstable 

periodic solution 2N  is generated from the Hopf bifurcation of trivial equilibrium 

0N , and 0N  becomes stable. On passing through the bifurcation line 1L  to region 

Ⅲ, a stable periodic solution 1N  appears and the trivial equilibrium 0N  becomes a 

saddle point again. By changing the parameters into region Ⅳ, system (6) has a stable 

quasi-periodic solution which is related to the stable focus in Eq. (33), and 1N  

becomes a saddle point. When the parameters are changed across line 5L  into region 

Ⅴ, the quasi-periodic solution 3N  loses its stability and a three-dimensional torus 
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solution emerges. Further, after colliding with the periodic solution 2N  at line 4L , 

the unstable quasi-periodic solution 3N  disappears in region Ⅵ. As the parameters 

are changed across line 2L  into region Ⅶ, the periodic solution 2N  collides with 

the trivial equilibrium 0N  and disappears, and 0N  changes from a saddle point to 

an unstable node. Finally, the periodic solution 1N  collides with 0N  at line 1L  and 

disappears in region Ⅰ, and 0N  returns to the saddle.  

To illustrate the theoretically predicted stable response in Fig. 6, some phase 

portraits corresponding to regions Ⅱ, Ⅲ and Ⅳ are shown in Figs. 7(a-d). The stable 

equilibrium corresponding to region Ⅱ is displayed in Fig. 7(a), the stable periodic 

solution corresponding to region Ⅲ is illustrated in Fig. 7(b) and the stable 

quasi-periodic solution corresponding to region Ⅳ is demonstrated in Figs. 7(c-d). 

This indicates that the theoretical analysis is well verified by the numerical 

simulations. 

When the delay is increased to 1=τ , the double bifurcation point 2H  

appearing in Fig. 4(c) is located at )143178.0,591407.0(),( 00 =kc . At the bifurcation 

point, the frequencies are calculated as 502343.01 ≈ω  and 108387.12 ≈ω . The 

corresponding amplitude equations at this point are given by  
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117106.0924591.0)453216.0418125.0(
494655.2260580.1)736909.0285825.0(
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−−−−=

−−−−=

εε

εε

kc
kc




     (35) 

Accordingly, the dynamic behaviors near the bifurcation point 2H  is shown in Fig. 8. 

Only the stable equilibrium 0N  exists in region I. By crossing the line 1L  into 

region Ⅱ, a stable periodic solution 1N  arises and 0N  becomes unstable. Upon 

passing the line 2L  into region Ⅲ, a new and unstable periodic solution 2N  appears. 
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When the parameters are located in region Ⅳ, an unstable quasi-periodic solution 3N  

emerges and two stable periodic solutions, i.e., 1N  and 2N  coexist. The unstable 

quasi-periodic solution 3N  collides with the stable periodic solution 1N  at line 3L , 

resulting in the disappearance of quasi-periodic solution 3N  and an unstable periodic 

solution 1N . The periodic solution 1N  further disappears in region Ⅵ by colliding 

with the equilibrium 0N . Finally, the stable periodic solution 2N  collides with 

equilibrium 0N  at line 2L  and disappears in region Ⅰ. 

To verify the theoretical results presented in Fig. 8, six groups of perturbation 

parameters corresponding to regions Ⅰ-Ⅵ, are chosen to obtain the numerical 

solutions, which are displayed in Figs. 9(a-f). It is evident that the numerical 

simulations and the theoretical analyses are in good agreement. 

As the time delay is sequentially varied to 5.1=τ  and 2=τ , three new double 

bifurcation points 5,4,3, =iHi , appear on the stability boundaries of equilibrium 

1E , which correspond to Fig. 4(d) and Fig. 4(e), respectively. By performing the 

unfolding analysis at these three bifurcation points, it is found that the system 

responses near points 3H  and 4H  are topologically equivalent to the case shown in 

Fig. 8. However, the unfolding at the bifurcation point 5H  is different from the 

aforementioned cases shown in Fig. 6 and Fig. 8. At the bifurcation point 5H , the 

corresponding frequencies are obtained as 610585.01 ≈ω  and 152642.12 ≈ω , and 

the deterministic amplitude equations (26) are: 
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111

042133.0535384.0)015836.0318728.0(
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


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Accordingly, the system response near the bifurcation point 5H  is presented in Fig. 
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10. In region Ⅰ, only stable equilibrium 0N  exists. By moving across line 1L  into 

region Ⅱ, a stable periodic solution 1N  appears and 0N  becomes unstable. In 

region Ⅲ, a stable quasi-periodic solution 3N  is generated from the Hopf bifurcation 

of periodic solution 1N  and the periodic solution 1N  loses its stability. On entering 

into region Ⅳ by crossing line 2L , a new and unstable periodic solution 2N  arises. 

The stable quasi-periodic solution 3N  collides with the unstable periodic solution 

2N  at line 4L  and disappears in region Ⅴ. Meanwhile, the periodic solution 2N  

becomes stable. The unstable periodic solution 1N  disappears in region Ⅵ. After 

that, the stable periodic solution 2N  collides with the unstable equilibrium 0N  at 

line 2L , and the equilibrium 0N  regains its stability in region Ⅰ.  

To demonstrate the theoretically predicted results shown in Fig. 10, six groups of 

perturbation parameters corresponding to regions Ⅰ-Ⅵ are chosen and the numerical 

solutions are presented in Figs. 11(a-h). A good agreement is achieved between the 

theoretical predictions and numerical simulations. 

5.3 Other possible co-dimension two bifurcations 

According to the above analysis, there are two types of stability boundaries, i.e., 

the stability boundary with zero eigenvalue marked by the black solid lines in Figs. 

3-4 and the stability boundary with purely imaginary eigenvalue marked by the blue 

solid lines in Figs. 3-4. In addition to the observed double Hopf bifurcation, the other 

possible co-dimensional two bifurcations, i.e., the double zero bifurcation and the 

zero-Hopf bifurcation will be discussed in the subsection by analyzing the 

characteristic equations. 

First, the existence of double zero bifurcation is considered for the system. Based 

on the characteristic equations (21) and (23) for equilibriums 0E  and 1E , only one 



 24 

curve with 1ck =  satisfied is calculated as the curve of zero eigenvalue and the time 

delay does not change the curve of zero eigenvalue. Therefore, the double zero 

bifurcation is impossible for the two equilibria 0E  and 1E . 

Secondly, the existence of zero-Hopf bifurcation is studied. For equilibrium 0E , 

two families of characteristic Eq. (21) should be satisfied if there exists a zero-Hopf 

bifurcation point in the case, which are given by  
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The corresponding frequency equations (22) can then be obtained as  
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Substituting the first equation 0f  in Eq. (38) into the last two equations and 

considering the condition of 1)3(cos)3(sin 22 =+ ωτωτ , yields the following 

frequency equation 
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Therefore, there exists a zero-Hopf bifurcation point for equilibrium 0E  if Eq. (39) 

has the solution ),( ωc  with 0≠ω . By considering the existence condition of 

equilibrium 0E , i.e., 0≠c , it can be seen that no such solution ),( ωc  can be 

detected in Eq. (39) for the reason of 03 >f  with 0≠c  and 0≠ω . Thus, no 
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zero-Hopf bifurcation point could exist for equilibrium 0E . In addition, it should be 

mentioned that the time delay has no impact on the zero-Hopf bifurcation, since no 

solution ),( ωc  is found  from Eq. (39) and the corresponding delay for the 

zero-Hopf bifurcation does not exist. For equilibrium 1E , the two families of 

characteristic equations and frequency equations corresponding to the zero-Hopf 

bifurcation are identical to the expressions for equilibrium 0E  in Eq. (37) and Eq. 

(38), since equilibrium 0E  and equilibrium 1E  collide as one point when the 

condition of 0=λ , i.e., 1=ck  is considered. Thus, there is no zero-Hopf 

bifurcation for equilibrium 1E  either, and this situation is not affected by changing 

the time delay. 

    In summary, the other possible co-dimensional two bifurcations, i.e., the double 

zero and zero-Hopf bifurcations, would not occur in the system. 

 

6 Delay-induced chaotic motions and new coexistence patterns of multi-stability 

in the three-disk dynamo system 

It has been demonstrated that the effect of time delay on the local dynamics of 

the three-disk dynamo system cannot be neglected, while the effect on the dynamic 

behavior of the system corresponding to the parameter regions of unstable equilibrium 

is unknown. In order to study the system behaviors in the parameter regions where the 

equilibrium is unstable and examine the influence of time delay, a group of fixed 

system parameters ),( kc  is chosen to analyze the evolution process of system 

behaviors with the time delay considered as the single bifurcation parameter. The 

system parameters are chosen as )2.0,4.0(),( =kc , where three equilibria 

2,1,0, =iEi  are all unstable in the case. For a better visualization on the evolution 
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process of system behaviors with different initial conditions, the numerical 

simulations conducted in the section are directed to the original system (2). Moreover, 

the simulated results of dynamic responses near equilibrium 0E  with the fixed initial 

condition )5.2,5.2,5.2,0,0,1.0( , equilibrium 1E  with the fixed initial condition 

)2.0,2.0,2.0,96.0,96.0,06.1( , and near equilibrium 2E  with the fixed initial 

condition )2.0,2.0,2.0,96.0,96.0,06.1( −−− , are marked by red, blue and black 

colors, respectively. To begin with, define the Poincare section as 

}0,0|),,,,{( 11
5

32321 >=∈=Π yyRyyxxx                (40) 

First, the system response is discussed for the case of 0=τ . Two stable periodic 

orbits generated from the Hopf bifurcation of equilibria 2,1E  are shown in Fig. 12. To 

further illustrate the global continuation of the bifurcated periodic orbits with respect 

to the time delay, the bifurcation diagrams with above-mentioned three initial 

conditions are plotted in Fig. 13(a). Meanwhile, the largest Lyapunov exponent LLE  

is calculated to distinguish different attractors. The corresponding three curves of 

largest Lyapunov exponents are presented in Fig. 13(b). It is noted that the curves of 

largest Lyapunov exponents marked by the blue solid line and the black solid line are 

overlapped. As shown in Fig. 13, there exist two period-1 attractors when the time 

delay is small. As the delay increases, a chaotic attractor appears and coexists with the 

two period-1 attractors, as shown in Figs. 14(a-b). Further, the pair of period-1 

attractors disappear and only the chaotic attractor exists in the system for a large range 

of time delay. The coexistence of two quasi-periodic attractors is then observed in the 

system as illustrated in Figs. 14(c-d). When the value of time delay is gradually 

increased, the pair of quasi-periodic attractors disappear and the chaotic attractor 

appears again. Finally, the two quasi-periodic attractors coexisting with a chaotic 
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attractor are observed in the system, as shown in Figs. 14(e-f). According to the above 

continuation analysis, many new delay-induced nonlinear behaviors are observed in 

the three-disk dynamo system with certain system parameters, including diverse 

coexistence patterns of multiple attractors and the chaotic motions.  

 

7 Conclusions 

By investigating and comparing the dynamic behaviors of a coupled three-disk 

dynamo system with and without time delay, it has clearly demonstrated that the time 

delay could significantly affect the dynamic behaviors of the three-disk dynamo 

system. The main conclusions are listed below: 

1. For the equilibrium 0E , the corresponding local stability and bifurcation remain 

unchanged as the time delay varies from 0 to 2. Only the pitchfork bifurcation occurs 

on the stability boundary of the equilibrium; 

2. For the equilibrium 1E , the time delay can influence the local stability and 

bifurcation of the equilibrium. Compared to the non-delay case, more complicated 

stability boundaries are caused by the time delay. Meanwhile, the size and shape of 

the stability region of the equilibrium are changed and the phenomenon of stability 

switches is observed in certain parameter regions. As for the bifurcations occurring on 

the stability boundaries, two types of co-dimension one bifurcations, i.e., the pitchfork 

and generic Hopf bifurcations, are found for both cases of 0=τ  and 0>τ . 

3. Due to the appearance of the intersection points on the stability boundaries of 

equilibrium 1E , a novel co-dimension two bifurcation, i.e., double Hopf bifurcations, 

is induced by time delay in the three-disk dynamo system. By performing the 

bifurcation analyses for all intersection points, three different topological structures of 

unfolding are found with certain time delays. Accordingly, the new steady-state 
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responses, including the two-dimensional torus, three-dimensional torus and the 

coexistence of multiple attractors, can arise in the delayed dynamo system. Notably, a 

variety of coexistence patterns of multiple attractors can be observed in the small 

neighborhood of double Hopf bifurcation points, including the coexistence of two 

stable periodic orbits, the coexistence of four stable periodic orbits, and the 

coexistence of two stable quasi-periodic orbits, due to the symmetry property. 

4. On the stability boundaries of the system, i.e., the boundaries with zero eigenvalue 

and purely imaginary eigenvalues, two types of co-dimensional two bifurcations, the 

double zero and zero-Hopf bifurcations, would be expected to appear in some 

intersection points. However, by detecting the existence of characteristic eigenvalues 

corresponding to these two types of bifurcations, it is theoretically proved that the 

double zero and zero-Hopf bifurcations cannot arise in the system and the time delay 

does not have any influence on the existence of these two bifurcations.  

5. In addition to the local dynamics analyses, the dynamic responses occurring in 

other two-parameter regions corresponding to the unstable equilibria are also 

discussed with the aid of numerical techniques. Many new nonlinear phenomena, e.g., 

the chaotic motions, two period-1 attractors coexisting with a chaotic attractor, and 

two quasi-periodic attractors coexisting with a chaotic attractor, can be induced in the 

three-disk dynamo system by changing the time delay only.    

In short, the necessity of considering time delay effect in a three-disk dynamo 

system has been confirmed in this study. Compared to the three-disk dynamo system 

in the absence of time delay, more rich and complex nonlinear behaviors are observed 

in the delayed three-disk dynamo system. In view of this, it is hoped that the present 

work could provide an useful reference on the study of geodynamo for the possible 

similarity in the coupling and behaviour.  

JC Ji
Please check whether my adding “the coexistence of” is correct.
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Finally, although the time delay is demonstrated to have a substantial effect on 

the dynamic behavior under certain system parameters belonging to the parameter 

regions of unstable equilibria, the global behaviors in the whole two-parameter plane 

are yet to be fully investigated. In order to develop an in-depth understanding of the 

three-disk dynamo dynamics, the two-parameter global dynamics analysis will be 

conducted in the future.  
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Fig. 1  Mechanical model of the three-disk dynamo.  



 33 

Fig. 2  The existence regions of equilibria of system (2) in the two-parameter ),( kc  

plane.  

Fig. 3  Linear stabilities and nonlinear dynamic responses of the equilibria with 

0=τ . (a) Stability region of equilibrium 0E  and the point PB  with )1,1(),( =kc  

denotes the pitchfork bifurcation point. (b) Pitchfork bifurcation of equilibrium 0E  

near PB . (c) Stability region of equilibrium 1E  and the point CH  with 

)274944.0,5.0(),( =kc  denotes the generic Hopf bifurcation point. (d) Generic Hopf 

bifurcation of equilibrium 1E  near CH . 

Fig. 4  Linear stabilities and nonlinear dynamic responses of the equilibria with 

0>τ , where the black stability boundary curves represent the pitchfork bifurcations 

and the blue stability boundary curves represent the generic Hopf bifurcations. The 

asterisks ‘*’ indicate the double Hopf bifurcation points, where 1H  corresponds to 

)397493.0,294678.0(),( =kc , 2H  corresponds to )143178.0,591407.0(),( =kc , 

3H  corresponds to )050393.0,860436.0(),( =kc , 4H  corresponds to 

)021681.0,028187.1(),( =kc  and 5H  corresponds to )517501.1,095406.0(),( =kc . 

(a) Equilibrium 0E  with 2,5.1,1,5.0=τ . (b) Equilibrium 1E  with 5.0=τ . (c) 

Equilibrium 1E  with 1=τ . (d) Equilibrium 1E  with 5.1=τ . (e) Equilibrium 1E  

with 2=τ . 

Fig. 5  The stability switch with the fixed system parameters )15.0,6.0(),( =kc  and 

the initial condition )0,0,0,0,0,01.0( . 

Fig. 6  The unfolding of double Hopf bifurcation point 1H  with 5.0=τ . 

Fig. 7  Numerical simulations of regions Ⅱ, Ⅲ and Ⅳ in Fig. 6. (a) The stable 

equilibrium with the perturbation parameters )0.010.01,(),( =εε kc  and the initial 
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condition )0,0,0,0,0,006.0( , where the red dot represents the simulated end point. (b) 

The stable periodic orbit with the perturbation parameters )0.0150.01,(),( −=εε kc  

and the initial condition )0,0,0,0,0,1.0( . (c-d) The quasi-periodic orbit with 

perturbation parameters )0.0250.01,(),( −=εε kc  and the initial condition 

)0,0,0,0,0,3.0( .  

Fig. 8  The unfolding of double Hopf bifurcation point 2H  with 1=τ . 

Fig. 9  Numerical simulations of regions Ⅰ-Ⅵ in Fig. 8, where the periodic orbits 

marked by the blue solid lines and the red solid lines correspond to the motions with 

frequencies 1ω  and 2ω , respectively. (a) The stable equilibrium with perturbation 

parameters )0.010.01,(),( =εε kc  and the initial condition )0,0,0,0,0,600.0( , where 

the red dot denotes the simulated end point. (b) The stable periodic orbit with 

perturbation parameters )0.010.015,(),( −=εε kc  and the initial condition 

)0,0,0,0,0,1.0( . (c) The stable periodic orbit with perturbation parameters 

)0.00950.01,(),( −=εε kc  and the initial condition )0,0,0,0,0,1.0( . (d) The stable 

periodic orbits with perturbation parameters )0.010,(),( −=εε kc , where the blue 

solid line corresponds to the initial condition )50.0,05.0,09.0,14.0,07.0,07.0( −−−  

and the red solid line corresponds to the initial condition )0,0,0,0,0,1.0( . (e) The 

stable periodic orbit with the perturbation parameters )0.01,01.0(),( −−=εε kc  and 

the initial condition )0,0,0,0,0,54.0( . (f) The stable periodic orbit with perturbation 

parameters )0.01,015.0(),( −=εε kc  and the initial condition )0,0,0,0,0,5.0( . 

Fig. 10  The unfolding of double Hopf bifurcation point 5H  with 2=τ . 

Fig. 11  Numerical simulations of regions Ⅰ-Ⅵ in Fig. 10, where the periodic orbits 

marked by the blue solid lines and the red solid lines correspond to the motions with 
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frequencies 1ω  and 2ω , respectively. (a) The stable equilibrium with perturbation 

parameters )0.010,(),( =εε kc  and the initial condition )0,0,0,0,0,100.0( , where the 

red dot represents the simulated end point. (b) The stable periodic orbit with 

perturbation parameters )0.0460.004,(),( −=εε kc  and the initial condition 

)0,0,0,0,0,2.0( . (c-d) The quasi-periodic torus with perturbation parameters 

)0.03,002.0(),( −=εε kc  and the initial condition )2.0,2.0,2.0,3.0,3.0,2.0( . (e-f) 

The quasi-periodic torus with perturbation parameters )0.035,0015.0(),( −=εε kc  

and the initial condition )0,0,0,0,0,4.0( . (g) The stable periodic orbit with 

perturbation parameters )0.010,(),( −=εε kc  and the initial condition 

)0,0,0,0,0,4.0( . (h) The stable periodic orbit with perturbation parameters 

)0.040.003,(),( −=εε kc  and the initial condition )0,0,0,0,0,4.0( . 

Fig. 12  Phase portraits of system (2) with the fixed system parameters 

)2.0,4.0(),( =kc  and time delay 0=τ , where the steady-state responses marked 

by blue and black solid lines are obtained from the initial conditions 

)2.0,2.0,2.0,96.0,96.0,06.1(  and )2.0,2.0,2.0,96.0,96.0,06.1( −−− , respectively.  

Fig. 13  Numerical simulations of system (2) with the fixed system parameters 

)2.0,4.0(),( =kc  and bifurcation parameter τ , where the steady-state responses 

marked by red, blue and black solid lines are obtained from the initial conditions 

)5.2,5.2,5.2,0,0,1.0( , )2.0,2.0,2.0,96.0,96.0,06.1(  and 

)2.0,2.0,2.0,96.0,96.0,06.1( −−− , respectively. (a) Bifurcation diagram. (b) The 

largest Lyapunov exponents. 

Fig. 14  Numerical simulations of system (2) with the fixed system parameters 

)2.0,4.0(),( =kc  and time delay 0>τ , where the different steady-state responses 
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are obtained from different initial conditions and the descriptions can be found in Fig. 

13. (a) Phase portrait with 55.0=τ . (b) Poincare section with 55.0=τ . (c) Phase 

portrait with 68.1=τ . (d) Poincare section with 68.1=τ . (e) Phase portrait with 

9.1=τ . (f) Poincare section with 9.1=τ . 
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