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One of the basic scheduling problems, the open-shop scheduling problem has a broad range of applica- 

tions across different sectors. The problem concerns scheduling a set of jobs, each of which has a set of 

operations, on a set of different machines. Each machine can process at most one operation at a time 

and the job processing order on the machines is immaterial, i.e., it has no implication for the schedul- 

ing outcome. The aim is to determine a schedule, i.e., the completion times of the operations processed 

on the machines, such that a performance criterion is optimized. While research on the problem dates 

back to the 1970s, there have been reviving interests in the computational complexity of variants of the 

problem and solution methodologies in the past few years. Aiming to provide a complete road map for 

future research on the open-shop scheduling problem, we present an up-to-date and comprehensive re- 

view of studies on the problem that focuses on minimizing the makespan, and discuss potential research 

opportunities. 

© 2021 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license 
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. Introduction 

The open-shop scheduling is one of the basic scheduling prob- 

ems, in which a set of jobs are processed on a set of different ma-

hines such that a performance criterion is optimized. The open- 

hop scheduling problem has a broad range of applications across 

ifferent sectors. An example of the problem in the health care 

ector is as follows: Scheduling patients for diagnosing the coro- 

ary heart disease. A patient needs to undergo the diagnosis in 

hree stages, namely blood testing, ultrasonic cardiogramming, and 

oronary computed tomography scanning, in any order. Each stage 

equires multiple facilities and/or medical personnel to conduct the 

iagnosis. In general, the open-shop problem concerns scheduling 

 set of jobs, each with a set of operations, on a set of different

achines, where each machine can process at most one opera- 

ion at a time and no order for processing the jobs on the ma- 

hines is given. The scheduler wishes to construct a feasible sched- 

le (containing the completion times of all the operations on the 
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achines) such that a performance criterion is optimized. A sched- 

le is feasible if the operations of each job do not overlap and each 

achine executes at most one operation at any point in time. 

While research on the open-shop scheduling problem dates 

ack to the 1970s, there have been reviving interests in the com- 

utational complexity of variants of the problem and solution 

ethodologies in the past few years. We set out to provide a com- 

lete road map for future research on the open-shop scheduling 

roblem, presenting an up-to-date and comprehensive review of 

tudies on the problem that focuses on minimizing the makespan, 

.e., the maximum completion time of all the jobs, and discussing 

otential research opportunities. 

As the structure of the present review paper, in the remainder 

f Section 1 we detail the scope and coverage of the paper, and po- 

ition the paper within the shop scheduling domain ( Section 1.1 ), 

ollowed by an analysis of the publications distribution in differ- 

nt time periods and the publication outlets ( Section 1.2 ). Then, in 

ection 1.3 , we present the open-shop scheduling problem and the 

ajor notations that we use in the paper, and in Section 1.4 , we

iscuss a number of applications of the problem. 

We devote Sections 2 to 4 to discussing and reviewing the avail- 

ble studies on the problem. We propose three sections of clas- 

ical open-shop ( Section 2 ), the non-classical open-shop focusing 

n resource (machine) settings ( Section 3 ), and the non-classical 
nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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pen-shop focusing on the job settings ( Section 4 ). In the classical 

pen-shop, we aim to cover the papers on the standard open-shop 

cheduling problem without specific settings for the machines or 

obs. We also review the available exact and heuristic methods 

hat generate a schedule for the open-shop scheduling problem in 

he same section. In Section 3 , we focus on studies that investi- 

ate the open-shop scheduling problem under various settings for 

rocessing resources, e.g., availability and renewablility of the re- 

ources. In Section 4 , we focus on studies that consider the open- 

hop scheduling problem with different constraints on the jobs, in- 

luding the precedence, release and processing times. The section 

lso reviews the studies on job batching and rejection. 

We highlight the main open problems and potential areas for 

uture research on the open-shop scheduling problem in Section 5 , 

nd we conclude the present review paper in Section 6 . 

.1. Scope and classification 

We present a detailed literature review of the classical open- 

hop scheduling problem. Unless otherwise stated, we assume that 

ll the parameters, e.g., the processing times of job operations on 

he machines, the deadlines, the release times etc, are known and 

eterministic. 

We confine the scope of the paper to the performance crite- 

ion (or objective function) of minimizing the makespan. Therefore, 

e do not review the other performance criteria. This is because 

f several reasons. First, makespan minimization is the most stud- 

ed performance criterion in the open-shop problem that has many 

eal-world applications, some of which are discussed in Section 1.4 . 

econd, as we discussed in the following, the existing review pa- 

ers on the open-shop problem with makespan minimization are 

either up-to-date nor comprehensive. Third, given that a large 

umber of papers have been published on performance criteria 

ther than the makespan, including all these studies will result in a 

engthy review that will exceed the journal’s page limit. However, 

 few variants of the problem concern performance criteria that 

re related to the makespan even though they consider slightly 

ifferent objective functions. To provide a through review, we dis- 

uss those studies as well. We only focus on the open-shop envi- 

onment, so do not review studies on generalization of the open- 

hop scheduling environment, e.g., the multi-processor open-shop 

 Adak, Akan, & Bulkan, 2020 ), where parallel identical machines 

rocess the jobs in every stage. We do not review studies on hy- 

ridization of the open-shop scheduling problem with other shop 

cheduling environments (e.g., job-shop or flow-shop). We do not 

eport results on mixed-shop scheduling ( Shakhlevich, Sotskov, & 

erner, 20 0 0 ), in which some jobs have fixed machine orders (as

n the job-shop), whereas the operations of the other jobs may be 

rocessed in an arbitrary order (as in the open-shop). Neither do 

e study the super-shop setting ( Strusevich, 1991 ), in which the 

obs may have same (as in the flow-shop), fixed, or arbitrary pro- 

essing routes. 

On the open-shop scheduling problem to minimize the 

akespan, we present a comprehensive review of the pertinent 

tudies that include various constraints and jobs’ execution set- 

ings. While we have made a meticulous effort to include all the 

elated studies that we are aware of, we might have missed some 

apers. In particular, we are only aware of a few review papers 

n the open-shop scheduling problem. One extensive review paper 

n deterministic machine scheduling problems that also includes 

he open-shop problem is due to Chen, Vestjens, and Woeginger 

1998) . The authors reviewed more than 550 papers across topics 

f single and parallel machines, and flow-shop, job-shop and open- 

hop settings. The paper reviews the complexity results, and ex- 

ct and heuristic algorithms for a number of performance criteria 

uch as maximum weighted earliness and tardiness, total weighted 
400 
ompletion times and weighted number of late jobs. Since the 

ublication of that paper in 1998, almost 200 papers on the open- 

hop problem with the makespan minimization have been pub- 

ished. The review papers by Gonzalez (2004) , Prins (2010) and 

nand, Panneerselvam et al. (2015) on the open-shop schedul- 

ng are limited in many aspects. The brief survey by Gonzalez 

2004) merely covers 46 papers and spans as late as 2002. While 

he criteria of completion (mean flow) and total completion times, 

n addition to the makespan, were considered, the survey only dis- 

usses the well-known results for some restricted settings, e.g., the 

wo-machine and non-preemptive schedules. The paper by Prins 

2010) reviews about 45 papers on the complexity and algorithmic 

evelopments for the open-shop with the makespan minimiza- 

ion. An interesting aspect of that review includes performance 

omparison of a number of heuristic and meta-heuristic methods. 

onetheless, that review did not go beyond the year 2007 and 

ince then almost 100 papers on the open-shop with the makespan 

inimization were published. The most recent review paper is due 

o Anand et al. (2015) . That review study is limited to the papers

ublished between 1981 and 2013. Despite reviewing various ob- 

ective functions that intuitively leads to the expectation that a 

arge number of papers were reviewed, Anand et al. (2015) cov- 

red only 100 papers, implying that many studies between 1981 

nd 2013 were missing from their review. Notably, we review 263 

apers on makespan minimization. Also, we include all 55 rele- 

ant studies conducted between 2014 and 2020, which account for 

ore than half of the papers on various performance criteria re- 

iewed in Anand et al. (2015) . In addition, we provide an analysis 

f the publication rate of papers (on open-shop scheduling to min- 

mize the makespan) over the years and the publication outlets. 

We organize the rest of the paper as follows: In the next 

ubsection we present an analysis of the reviewed papers. In 

ection 1.3 we formally define the problem and introduce the main 

otation that we use throughout the paper, followed by discussion 

f a number of applications of the open-shop scheduling problem 

n Section 1.4 . In Section 2 we review studies on the open-shop 

cheduling problem in its basic setting. We review studies on the 

roblem in specific settings of the machines or resources, and jobs 

n Sections 3 and 4 , respectively. We discuss the potential research 

pportunities in Section 5 , followed by concluding the paper in 

ection 6 . 

.2. Analysis of the reviewed papers 

In this survey, we review all the available studies on the open- 

hop scheduling problem, including the early results published in 

970s. We collect and review 263 papers in total. Eight papers 

ere published before 1980, followed by a total of 23 papers that 

ere published in the 1980s. The next decade witnessed a large 

ncrease in the interest in the open-shop scheduling, with a to- 

al of 82 papers published in the 1990s. We also observe that 65 

apers appeared in the 20 0 0s and 85 papers in the 2010s and af-

erwards. The trend shows that even though open-shop is a classi- 

al scheduling problem and that significant results were presented 

n the 1980s and 1990s, the problem’s properties and the solu- 

ions are yet to be fully discovered, so there is still much interest 

n the problem. Figure 1 shows the number of papers published 

ver time, from 1970 up to the present time. Table 1 reports the 

utlets that have published more than two papers on open-shop 

cheduling, where the entries are sorted in non-increasing order 

f number of published papers in major journals, followed by book 

hapters, technical reports, theses and conference proceedings. The 

able shows that European Journal of Operational Research , Journal 

f Scheduling , Annals of Operations Research , Discrete Applied Mathe- 

atics , Computers & Operations Research , and Naval Research Logis- 
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Fig. 1. Distribution of the number of papers published in the area of open-shop scheduling in different time periods. 

Table 1 

Distribution of papers by the major publication outlets that have published more 

than two papers. 

Outlet Number of 

papers (%) 

European Journal of Operational Research 26 (9.89) 

Journal of Scheduling 16 (6.08) 

Annals of Operations Research 14 (5.32) 

Discrete Applied Mathematics 14 (5.32) 

Computers & Operations Research 11 (4.18) 

Naval Research Logistics 10 (3.80) 

Operations Research 8 (3.04) 

Operations Research Letters 8 (3.04) 

Mathematics of Operations Research 6 (2.28) 

The Journal of the Operational Research Society 5 (1.90) 

IIE Transactions 4 (1.52) 

Theoretical Computer Science 4 (1.52) 

INFOR: Information Systems and Operational Research 3 (1.14) 

The International Journal of Advanced Manufacturing 

Technology 

3 (1.14) 

Mathematical Methods of Operations Research 3 (1.14) 

Zeitschrift für Operations Research 3 (1.14) 

Book chapters, reports, Ph.D. theses, and 65 other 

journals 

95 (36.12) 

Proceedings 30 (11.41) 

Total 263 (100) 
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Table 2 

Mathematical notation used throughout the paper. 

Notation Description 

Set: 

N Jobs, N = { 1 , . . . , n } . 
M Machines, M = { 1 , . . . , m } . 
Parameter: 

n Number of jobs. 

m Number of machines. 

p i j Processing time of job j on machine i, p i j ∈ Z + . 
p max The longest processing time among all the operations. 

p min The smallest processing time among all the operations. 

p(p i ) A common processing time (a common processing time 

on machine i ). 

d j Deadline of job j. 

r j Release time of job j. 

e j Rejection cost of job j. 

s i j Setup time of job j on machine i . 

s f Setup time of batch f . 

M max Maximal machine. 

l i Load of machine i ( l i = 

∑ 

j p i j ). 

l max Maximum machine load ( l max = max { l i } ). 

L ( ̄L ) Exact (minimum) amount of delay. 

αi j Basic processing time of job j on machine i (in the 

time-dependent setting). 

βi j Deterioration rate of job j on machine i (in the 

time-dependent setting). 
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ics have published almost 35% of the papers, suggesting that they 

re the ideal outlets for future research on the problem. 

Next, we formally define the open-shop scheduling problem 

nd introduce the major notation that we use throughout the pa- 

er. 

.3. Problem statement and notation 

We define the “classical” open-shop scheduling problem as fol- 

ows: There is a set N = { 1 , . . . , n } of jobs, each of which has a

et of operations, to be processed on a set of different machines 

 = { 1 , . . . , m } . The operation of job j on machine i is denoted by

 i j and its duration, i.e., its processing time, is p i j . If job j is given

 release time and a deadline, we let r j and d j denote them, re-

pectively. Deadline d j for operation j means that the operation 

ust be completed by its given deadline. The processing order of 

ach job on the machines is immaterial, i.e., it has no implication 

or the scheduling outcome. Each machine can process at most one 

peration at a time. The aim is to determine a feasible schedule, 

.e., the completion times of the job operations on the machines, 

uch that a performance criterion is optimized. A schedule is feasi- 

le if the operations of each job do not overlap and each machine 
401 
rocesses at most one operation at any point in time. In this study 

e focus on minimizing the makespan, as well as on the perfor- 

ance criteria related to the makespan. It is clear that in the open- 

hop setting, one can swap the jobs and machines since they play 

quivalent roles. It should be noted that there might be additional 

arameters that are defined in specific settings. We define all the 

ajor notation in Table 2 . 

We use the standard three-field notation α| β| γ introduced by 

raham, Lawler, Lenstra, and Rinnooy Kan (1979) for describing 

cheduling problems throughout the paper, where α, β, and γ
epresent the scheduling environment, the job characteristics, and 

he performance criterion, respectively. With respect to the field 

, the open-shop scheduling problem is denoted by O . For two, 

hree or a fixed number of machines m, we use O 2 , O 3 , and

m, respectively. However, if the number of machines is a part 

f the input, i.e., given, we use O . Regarding the field β, vari- 

us characteristics have been considered in the existing literature 

hat we will review throughout the paper. For example, if preemp- 

ion of the operations is allowed, i.e., the execution of the opera- 

ions can be interrupted and will be resumed or re-started later, it 

s shown by prmp. Considering the field γ , we confine to stud- 
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Table 3 

Details of the discussed applications of the open-shop scheduling problem. 

Application Job Machine Operation Reference 

Timetabling: 

Job fair meeting scheduling Firms Students Meetings Bartholdi and McCroan (1990) 

National hockey league scheduling Home games Road games Games Costa (1995) 

University educational programme 

scheduling 

Teachers Classes Lectures de Werra et al. (2002 , 2000) 

Trade fair meeting scheduling Buyers Sellers Meetings Ernst et al. (2003) 

School meeting scheduling Parents Teachers Meetings Rinaldi and Serafini (2006) 

Workplace training scheduling Apprentices Practice placements Trainings Czibula et al. (2016) 

Airplane garage task scheduling Technicians Airplanes Checking or maintenance 

operations 

Grinshpoun et al. (2014, 2017) 

Satellite communication: 

Time slot assignment A group of packets Satellite repeaters Sending packets Inukai (1979) ; Prins (1994) 

Health care management: 

Endoscopy scheduling Patients Endoscopy operating 

rooms 

Gastroscopy and 

colonoscopy tests 

Fei et al. (2009) 

Laboratory scheduling Patients Place or staff in the 

laboratory 

Medical tests Azadeh et al. (2014) 

Coronary heart disease diagnosis Patients Medical equipments Medical checks Bai et al. (2016) 

Medical clinic scheduling Patients Diagnostic stations Medical tests Baron et al. (2016) 

Rehabilitation scheduling Patients Therapists Therapeutic processes Zhao et al. (2018) 

Transport: 

Crane scheduling Holds Cranes Unloading holds Daganzo (1989) 

Truck scheduling Trucks Dock doors Delivering parts Cankaya et al. (2019) 

Port traffic scheduling Chemical tankers Port terminals Loading and unloading 

cargoes 

Cankaya et al. (2019) 

Robot task scheduling Transport robots Pick robots Order picking and 

transporting 

Wang et al. (2020) 

Tourism: 

Museum visitor routing Visitor groups Exhibit rooms Visits Chou and Lin (2007) ; Vincent 

et al. (2010) 

Event-bus scheduling Buses Locations Visits Brandinu and Trautmann (2014) 
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es that minimize the makespan, i.e., the maximum completion 

ime of the jobs. Let C i j denote the completion time of job j on 

achine i . Then, the makespan is defined as C max = max j∈ N { C j } ,
here C j = max i ∈ M 

{ C i j } . 

.4. Applications 

One of the basic scheduling problems, open-shop has a broad 

ange of applications across different sectors. In this section we 

iscuss several applications of this scheduling model. For each ap- 

lication, we provide the descriptions of the jobs, operations, and 

achines in Table 3 . 

Consider a large automobile workshop with specialized shops 

nd a set of automobiles that require different types of repairs, 

anging from general services such as changing oil, rotating 

ires, and checking electrical parts to specialized services, e.g., 

ainting. No two operations on an automobile can be executed 

imultaneously due to the different locations of the shops and the 

haracteristics of the operations. It is also clear that the order of 

erforming the operations by the mechanics is immaterial ( Adiri 

 Amit, 1983; Kubzin, Strusevich, Breit, & Schmidt, 2006 ). 

In satellite communication, two or more earth stations may 

ommunicate by exchanging data packets. The transmitting earth 

tation sends a packet to the satellite in a specified frequency, i.e., 

he uplink frequency. The packet is then converted into a differ- 

nt frequency, i.e., the downlink frequency, by the satellite repeater 

nd is sent to the receiving station. The incoming packets from the 

arth stations are transmitted cyclically and each cycle, called a 

frame”, takes typically two milliseconds. The order of sending the 

ackets is immaterial. An on-board n × n switch is used to con- 

ect n transmitting stations and n receiving ones. The time needed 

o transmit data from a transmitting station i to a receiving sta- 

ion j is denoted by p i j , while transmitting (receiving) more than 

ne packet at a time is prohibited. In addition, two stations cannot 

end a packet at the same time to the same repeater. The prob- 
402 
em is then to schedule the transmission of all the data within 

 short cycle. A schedule is constructed by assigning packets to 

he repeaters and setting the transmission times. Therefore, p i j is 

ent through different modes of an on-board switch and each time 

 fraction of it will be sent over. It is not hard to see that this

roblem is equivalent to the open-shop scheduling problem ( Prins, 

994 ). 

The timetabling problem can also be modelled and solved as 

he open-shop scheduling problem. de Werra, Asratian, and Du- 

and (2002) ; de Werra, Hertz, Kobler, and Mahadev (20 0 0) dis- 

ussed the timetabling issue arising in universities and educational 

entres, where there are group lectures (given by one teacher to a 

roup of classes) and individual lectures (given by one teacher to 

ne class). Group lecturing takes place in the basic programmes of 

he universities and schools. In this setting, a class is defined as 

 group of students following the same programme, and the set 

f classes is partitioned into a collection of groups such that each 

lass belongs to exactly one group. However, there is a possibil- 

ty that several groups contain exactly one class. In this context, 

achines represent the teachers and jobs denote the classes. The 

obs are allowed to be preempted and must be processed within 

 time units. In the context of sport scheduling, Costa (1995) dis- 

ussed the resemblance between the problem of national hockey 

eague scheduling and the preemptive open-shop scheduling prob- 

em. Teams in the league can be split into two sets of M and N. 

eams in M only play on the road, whereas teams in N always stay 

t home. Therefore, M and N may represent machines and jobs, 

espectively. A game is defined when a team from M matches up 

ith a team from N. Other timetabling applications that can be 

odelled as the open-shop scheduling problem include scheduling 

 job fair ( Bartholdi & McCroan, 1990 ), a trade fair ( Ernst, Mills,

 Welgama, 2003 ), school meetings ( Rinaldi & Serafini, 2006 ) and 

orkplace training ( Czibula, Gu, & Zinder, 2016 ). 

The airplane garage task scheduling is another application of 

he open-shop problem. Consider a fleet of airplanes. A set of op- 
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rations need to be performed on each plane in order to pre- 

are it for take-off. Each operation is performed by a technician 

a machine) that has the expertise only for that operation. While 

ome operations can be performed simultaneously on a plane, e.g., 

ne technician checks the engine while the other technician in- 

pects the wings, there are operations that cannot be performed 

oncurrently, leading therefore to the classical open-shop setting 

 Grinshpoun, Ilani, & Shufan, 2014; 2017 ). We note that it is called

he concurrent open-shop if all the operations of a job can be per- 

ormed in parallel and it is called the partially concurrent open- 

hop if only some of the operations of a job can be performed in

arallel. 

Askin, Dror, and Vakharia (1994) modelled the problem of as- 

embling k types of printed circuit boards (PCB) as the open-shop 

cheduling problem. First, the electrical components to be placed 

n PCBs by machines are assigned to the machines. Then, the PCBs 

ith the same requirements are grouped into families. The objec- 

ives include minimizing the makespan of the assembly time and 

inimizing the flow time. Daganzo (1989) studied the problem of 

rane scheduling to unload holds for a set of ships at berth. Con- 

idering each hold as a single-operation job and each crane as a 

achine, and assuming that two or more cranes are not allowed 

o work on a hold simultaneously, the problem can be modelled 

s classical open-shop scheduling. Another interesting application 

f the open-shop in this area includes the problem of scheduling 

hemical tankers’ arrivals in ports. An arriving tanker must visit 

ultiple terminals in a port in any order. The aim is to deter- 

ine the order in which a tanker visits a terminal and the order in

hich a given terminal services the tankers ( Cankaya, Wari, & Tok- 

oz, 2019 ). This is an important application. For example, Cankaya 

t al. (2019) pointed out that almost half of the traffic in the Hous- 

on ship channel is due to chemical tanker movements that carry 

iquid cargoes between multiple terminals. 

The open-shop scheduling problem can be used to model a 

ange of problems arising in the health care sector. Consider 

cheduling patients for diagnosing the coronary heart disease. A 

atient needs to undergo the diagnosis in three stages, namely 

lood testing, ultrasonic cardiogramming, and coronary computed 

omography (CT) scanning, in any order. Each stage requires mul- 

iple facilities and/or medical personnel to conduct the diagnosis 

 Bai, Zhang, & Zhang, 2016 ). Other problems in health care sector 

hat have been modelled as the open-shop scheduling problem in- 

lude the endoscopy scheduling problem ( Fei, Meskens, Combes, 

 Chu, 2009 ), patient scheduling in emergency department lab- 

ratories ( Azadeh, Farahani, Torabzadeh, & Baghersad, 2014 ), pa- 

ient scheduling in medical clinics ( Baron, Berman, Krass, & Wang, 

016 ), and the rehabilitation scheduling problem ( Zhao, Chien, & 

en, 2018 ). 

The open-shop scheduling problem is also applicable to the 

ransport sector. For example, Chou and Lin (2007) and Vincent, 

in, and Chou (2010) introduced the museum visitor routing prob- 

em. By treating the jobs and machines as visitor groups and ex- 

ibition rooms, respectively, the problem aims to ensure that each 

isitor group visits each exhibition room exactly once, and at any 

rder, such that the time by which the last visitor group leaves 

he museum, i.e., the makespan, is minimized. Brandinu and Traut- 

ann (2014) discussed the event-bus scheduling problem that can 

e modelled as the open-shop problem. Given a number of buses 

arrying tourists that visit the sites of famous Bollywood movies, 

he problem’s characteristics include parking at most one bus at 

ny location at a time and not having a fixed route for the buses. 

irth and Emde (2018) showed that scheduling trucks on factory 

remises may be modelled as the open-shop scheduling problem, 

here a fleet of trucks must visit and deliver parts to a number 

f premises in a factory in any order. In addition, no two trucks 

an be handled simultaneously at any destination. In a recent at- 
403 
empt, Ahmadian, Salehipour, and Kovalyov (2020) introduced the 

ollowing application: There are n trucks each delivering a consol- 

dated cargo to m destinations in any order. No two trucks can be 

andled simultaneously at any destination. The travel time is neg- 

igible compared with the service time at any destination. The het- 

rogeneous robot task scheduling, which arises in order fulfillment 

ystems on logistic networks, is another application of the open- 

hop problem. Consider two types of robots, namely, the trans- 

ort robots that are responsible for transporting items, and the 

ick robots that pick items from storage locations and place them 

nto the transport robots. Here, the transport robots represent jobs 

n the open-shop setting and the pick robots present machines 

 Wang, Chen, & Wang, 2020 ). 

Next, we introduce the classical open-shop scheduling problem 

nder, e.g., various numbers of machines and preemption. We also 

eview the major solution methods developed to deal with the 

lassical open-shop scheduling problem in Section 2 . 

. The classical open-shop scheduling problem 

In this section we focus on the classical open-shop scheduling 

roblem. We review variants of the problem in Sections 3 and 4 . 

n the classical variant, we review the basic and fundamental char- 

cteristics of the open-shop scheduling problem, such as the num- 

er of machines and the preemption/non-preemption conditions. 

e also review the general solution methods, ranging from exact 

o heuristic approaches, that have been developed to generate a 

chedule for the open-shop scheduling problem. 

.1. The two-machine open-shop 

The number of machines vastly impacts the computational 

omplexity of the open-shop scheduling problem. For example, the 

ell-known two-machine problem to minimize the makespan is 

olynomially solvable (see, e.g., Gonzalez & Sahni, 1976 ) whereby 

he same problem under an arbitrary number of machines is 

trongly NP -hard ( Williamson et al., 1997 ). Therefore, in this sec- 

ion we review studies that consider the two-machine setting, and 

n the next section we review studies that consider an arbitrary 

umber of machines. 

Interestingly, Dell’Amico and Martello (1996) , and Martello 

2010) argued that the algorithm of Gonzalez and Sahni (1976) for 

he two-machine open-shop to minimize the makespan, which 

uns in O (n ) , is indeed an implementation of the results of 

gerváry (1931) published in the early 1930s. Cheng and Shakhle- 

ich (2007) stated that the algorithm constructs an optimal sched- 

le such that each machine has at most one idle time in the inter- 

al [0 , C max ] . In addition to the linear-time algorithm of Gonzalez

nd Sahni (1976) , other O (n ) algorithms exist for the two-machine 

pen-shop problem to minimize the makespan. One example is 

he longest alternative processing time (LAPT) dispatching rule of 

inedo and Schrage (1982) . The second algorithm includes the de 

erra (1989) ’s method that partitions the jobs into three batches. 

n interesting characteristic of the method lies in the fact that the 

obs of a batch may have their processing order changed with- 

ut impacting the optimal makespan. Soper (2015) generalized the 

ethod to the case with more than three batches. The general- 

zation solves the two-machine n -job open-shop problem through 

olving the two-machine flow-shop problem with n − 1 jobs. The 

ne “omitted” job is then added to the constructed flow-shop 

chedule, where it is first processed on the second machine be- 

ore processing all the other jobs, and then on the first machine 

fter processing all the other jobs. 

Shakhlevich and Strusevich (1993) presented an O (n ) -time 

lgorithm for solving the two-machine open-shop problem with 

rbitrary regular penalty functions associated with “machine 
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sage”, i.e., the penalty is a function of the length of the time 

uring which the machines operate. Van Den Akker, Hoogeveen, 

nd Woeginger (2003) used the algorithm of Shakhlevich and 

trusevich (1993) and investigated the existence of a feasible 

chedule such that all the jobs can be completed before k 1 and 

 2 , where [0 , k 1 ] and [0 , k 2 ] are given time windows during which

achines 1 and 2 are available. It is evident that their study 

ims to verify whether the given time windows can lead to a 

easible schedule. It is also evident that the case of k 1 = k 2 leads

o makespan minimization. 

.2. The m -machine open-shop 

In reviewing studies on the classical m -machine open-shop 

cheduling problem, we first consider the studies that focus on the 

omplexity analysis of the problem. Then we report the papers that 

tudy the problem with the so-called “dense” schedules, followed 

y works that aim at reducing the solution (feasible search) space. 

omplexity 

Contrary to the case with two machines, the open-shop 

cheduling problem with an arbitrary number of machines, i.e., 

 ≥ 3 , to minimize the makespan is strongly NP -hard (see 

onzalez, 1982; Lawler, Lenstra, Kan, & Shmoys, 1993 ). However, 

f the number of machines is fixed, i.e., it is not part of the input,

nd the problem instance includes at least one job with three op- 

rations, it is ordinary NP -hard ( Gonzalez & Sahni, 1976 ). Another 

rdinary NP -hard case includes four machines with two opera- 

ions per job, where each job is processed on only two machines 

 Gonzalez & Sahni, 1976 ). In general, the complexity of the three- 

achine problem is still open if each job has exactly two opera- 

ions. An easy problem is O | UET | ( ∑ 

C j ∩ C max ) , i.e., the open-shop

ith unit execution time (UET) jobs to minimize the makespan and 

otal completion time that can be solved by the O (mn ) -time algo-

ithm by Adiri and Amit (1984) where in the optimal schedule of 

he algorithm both 

∑ 

C j and C max are minimized simultaneously. 

lso, problems O | n = 2 | C max and O | n = k, prmp| C max are polynomi-

lly solvable, whereas problem O | n = 3 | C max is NP -hard ( Brucker,

otskov, & Werner, 2007 ). 

Williamson et al. (1997) showed that no polynomial-time 

-approximation algorithm, ρ < 

5 
4 , exists for problem O || C max 

nless P = NP . When m is fixed, Sevast’yanov and Woeginger 

1998) showed that there exists a ( 1 + ε)-approximation scheme 

or the problem that is polynomial in the size of the instance, 

ut exponential in m and 1 /ε. It has also been conjectured that 

he optimal solution for O || C max is at most 3 
2 larger than that of

 | prmp| C max ( Schuurman & Woeginger, 1999 ). It is known, due to 

árány and Fiala (1982) , that the makespan of a solution obtained 

y any list scheduling heuristic is at most two times greater than 

he optimal makespan (because Bárány and Fiala (1982) is in Hun- 

arian, we refer the interested reader to Shmoys, Stein, and Wein 

1994) ). The results also hold when each job has a release time r j 
t which it becomes available for processing ( Wein, 1991 ). 

Certain studies apply the mass polynomial-time reduction from 

he UET open-shop to the parallel-machine case, and vice versa, 

n order to determine the complexity of a large number of open- 

hop scheduling problems. For example, Brucker, Jurisch, and Ju- 

isch (1993) showed that the complexity of solving a number of m - 

achine open-shop problems with UET operations is O (k + n 2 m ) 

r O (k + nm ( log nm ) 2 ) if the corresponding parallel-machine prob-

em can be solved in O (k ) time. Their proposed algorithm trans- 

orms the problem to an m -identical parallel machine under the 

ondition that all the problem’s parameters, including the start 

imes, completion times, preemption times, and re-start times of 

he jobs only take integer values. While the overall complexity of 

heir algorithm is O (n 2 m ) , it can be improved to O (nm ( log nm ) 2 )
404 
y using edge colouring algorithm of Gabow and Kariv (1982) in 

ipartite graph. Timkovsky (2003) proposed two mass reduc- 

ions, namely the “open-shopping” and the “open-shop parallel- 

ng”, which can be applied for any criterion except the total com- 

letion time. The former maps the preemptive identical parallel- 

achine problem with arbitrary jobs’ processing times to the UET 

pen-shop, and the latter reduces the UET open-shop problem to 

he non-preemptive identical parallel-machine problem with UET 

obs. 

Using a specific matrix of “latin rectangle” (a latin rectan- 

le LR [ n, m, k ] is a matrix in the format [ n × m ] with the entries

aken from the set { 1 , . . . , k } , where every entry occurs at most

nce in every row and column) to present a schedule, Tautenhahn 

1994) proposed a polynomial algorithm for the open-shop prob- 

em with UET operations, in which every operation must be com- 

leted by its given deadline. They proposed an O (n 2 m ) algorithm 

hat delivers the optimal schedule for O | UET , C j ≤ d j | C max and also

or O | UET , C j ≤ d j | ∑ 

C j , and showed that there is a common opti-

al schedule for both problems. In addition, they used the same 

lgorithm to solve the problem to minimize the number of tardy 

obs and the maximum lateness, and improved the earlier result of 

iu and Bulfin (1988) . 

Impagliazzo and Paturi (2001) introduced the exponential time 

ypothesis (ETH) as follows: The 3-SAT (a very strict form of the 

atisfiability problem) with the parameter n, where n is the num- 

er of variables, has no sub-exponential algorithm. That is, 3-SAT 

annot be solved in 2 O (n ) time. This conjecture is important be- 

ause one may use it to derive lower bounds on the running times 

f algorithms for other combinatorial or computational problems. 

or example, Jansen, Land, and Land (2016) showed that O 3 || C max 

annot be decided in 2 O (n ) time and O || C max does not admit any 

-approximation algorithm for any ρ ≤ 5 
4 in 2 O (n ) time unless ETH 

s invalid. Sevastianov (2005) presented a 4-parameter complexity 

nalysis of the open-shop scheduling problem. In this approach, 

nstead of establishing the complexity result for a problem based 

n a single parameter, say, the number of machines or jobs, a set 

f important parameters are considered and the complexity analy- 

is of sub-problems can be studied. A sub-problem is characterized 

y each combination of the constraints. That study investigated a 

omplete basis system of the sub-problems of the open-shop with 

he four parameters of number of jobs, maximum number of op- 

rations per job, number of machines, and maximum number of 

perations on a machine. Using a basis system, one can determine 

he complexity of any other sub-problems. Kononov, Sevastyanov, 

nd Sviridenko (2012) studied the complexity of an infinite class 

f shop scheduling problems, including the open-shop, with com- 

inations of constraints imposed on the processing times of the 

perations and the maximum number of operations per job, and 

n upper bound on the length of the schedule. They presented 

 finite basis system of sub-problems for these problems that in- 

ludes ten problems, five of which are polynomially solvable, and 

he other five are NP -complete. They showed that the problem 

f deciding the existence of a schedule with a length of at most 

our for the open-shop with processing times one and two, with 

t most two operations per job and at most three operations per 

achine, i.e., O | p i j ∈ { 1 , 2 } , k 1 ≤ 2 , k 2 ≤ 3 | C max ≤ 4 , is NP -complete,

here k 1 and k 2 represent the maximum number of operations per 

ob and per machine, respectively. 

ense schedules 

In the open-shop with “dense” schedule, the machine is idle 

nly if there is no job that is ready to be processed on that ma-

hine ( Bárány & Fiala, 1982 ). Aksjonov (1988) and Shmoys et al. 

1994) showed that the worst-case performance ratio for any dense 

pen-shop schedule is 2, since the makespan of a dense sched- 
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le cannot be more than the maximum of jobs’ durations plus the 

aximum of machines’ loads. 

For the m -machine open-shop problem, Bárány and Fiala 

1982) proved that any dense schedule is at most (m − 1) p max 

arger than the optimal solution, where m ≥ 1 and p max is the 

ongest processing time among all the operations, and that the 

ound is tight. It should be noted that a general conjecture on the 

orst-case ratio of the dense schedule is 2 − ( 1 m 

) due to Chen and

trusevich (1993) . The conjecture has not yet been proved for arbi- 

rary m . Nonetheless, Chen and Strusevich (1993) proved the con- 

ecture for m = 3 and proposed two approximation algorithms. The 

rst algorithm is a greedy one that has an approximation bound 

qual to 5 
3 of the optimal schedule. The second algorithm improves 

he bound to 3 
2 , through reducing the idle time on the third ma- 

hine and by moving the jobs (other than the last two jobs) on 

he first two machines to the end of the schedule. Sevast’yanov 

nd Tchernykh (1998) provided an O (n ) algorithm to improve the 

ound to 4 
3 , where they showed that any instance with n jobs 

an be transformed to an instance with five “aggregated” jobs. The 

onjecture was later proved for m = 4 , 5 , 6 by Chen and Yu (2001,

0 03, 20 0 0) , and for m = 7 , 8 by Chen, Huang, Men, and Tang

2012) . In addition, Chen et al. (2012) presented certain types of 

ense schedules under which the conjecture is always true. 

olution space reduction 

A few studies have attempted to identify subsets of the solution 

pace that contains at least one optimal schedule. Two such sub- 

ets include the dense schedules and the so-called “rank-minimal”

chedules discussed in Bräsel, Tautenhahn, and Werner (1993) . If 

e present the problem by a rank matrix, the rank-minimal sched- 

les are those that the largest value of the rank for all the oper-

tions is minimal and is equal to max { n, m } . Bräsel and Kleinau

1992) established a one-on-one mapping between the feasible 

chedules of O | UET | C max and a special latin rectangle called “plan”

here, for every entry a i j > 1 , there exists element a i j in row i

r in column j), and determined the numbers of optimal solu- 

ions for O 2 | UET | C max and O 3 | UET | C max . For small n and m, they

roposed an enumeration algorithm that delivers the exact num- 

er of feasible schedules for O || C max . We note that the rank ma-

rix is a special latin rectangle. Bräsel and Kleinau (1996) showed 

hat the set of irreducible sequences contains at least one opti- 

al sequence. They also showed that the active (a schedule is ac- 

ive if no operation can be started earlier without delaying an- 

ther operation), rank-minimal, and irreducible sets are neither 

isjoint nor equivalent. Later, Bräsel, Harborth, Tautenhahn, and 

illenius (1999b) and Bräsel, Harborth, Tautenhahn, and Willenius 

1999a) presented necessary and sufficient conditions for feasibil- 

ty that can be verified in polynomial time, and developed enu- 

eration algorithms to identify the set of irreducible sequences. 

ndresen and Dhamala (2012) attempted to answer the open ques- 

ion of whether a given open-shop sequence is irreducible. They 

roposed three conjectures that if any of them holds, the given 

pen-shop sequence can be polynomially verified to be irreducible. 

evertheless, the problem whether a given sequence is irreducible 

emains an open question. For a given sequence under certain 

ssumptions the conjectures of either a reducible sequence ex- 

sts or a sequence is feasible can be verified in O (n 9 m 

9 ) and

 (n 5 m 

5 2 n 
2 m 

2 
) time, respectively. Next, we review the major results 

n the preemptive open-shop scheduling problem. 

.3. The preemptive open-shop 

In scheduling theory, preemption refers to the situation where 

he execution of a job or operation can be interrupted so that 

nother job or operation is executed. Depending on the setting, 

he preempted job may be resumed or re-started. Minimizing 
c

405 
he makespan in the two-machine open-shop scheduling prob- 

em leads to identical optimal makespan for both the preemptive 

nd non-preemptive variants ( Gonzalez & Sahni, 1976 ). In addi- 

ion, when m > 2 the optimal makespan for the preemptive vari- 

nt can be obtained by either of the two polynomial algorithms 

y Gonzalez and Sahni (1976) , which have the time complexity of 

 (k 2 ) and O (k ( min { k, m 

2 } + m log n )) , where k is the number of

on-zero operations (with non-zero processing time). Gabow and 

ariv (1982) later improved the complexity of those algorithms 

or certain special cases. A similar polynomial algorithm to that 

f Gonzalez and Sahni (1976) was independently proposed for the 

reemptive m -machine open-shop by Inukai (1979) . Lawler and La- 

etoulle (1978) proposed a linear program to solve the preemptive 

pen-shop scheduling problem. 

Assuming at most min { kn, km, n 3 , m 

3 } preemptions, i.e., an up- 

er bound on the number of preemptions, Gonzalez (1979) showed 

hat the problem can be solved in O (k + min { m 

4 , n 4 , k 2 } ) time.

owever, if there is a lower bound on the number of preemp- 

ions, the problem is NP -hard ( Gonzalez & Sahni, 1976 ). Baptiste 

t al. (2011) proved the integer preemption property for the 

wo-machine problem. Under that property, if the input data for 

n instance are integral, then there exists an optimal preemptive 

chedule where all the interruptions, and start and completion 

imes occur at integral times. Shchepin and Vakhania ( 2015; 2008; 

011 ) attempted to minimize the number of preemptions for the 

roblem, such that the problem remains polynomially solvable. 

he problem can be mapped to an acyclic machine dependency 

raph in which each machine is denoted by a node and each job 

s represented by an edge to be processed by the pair of nodes 

machines) connected by the edge. They proposed an O (nm ) -time 

lgorithm if at most m − 2 preemptions are allowed, and showed 

hat the problem with at most m − 3 preemptions is NP -hard. 

hey showed that the 2-approximation algorithm for the classical 

pen-shop problem also holds for the non-preemptive acyclic 

roblem, i.e., where the associate graph is acyclic. 

Due to the absence of processing routes among the opera- 

ions in the open-shop setting, it is possible to interrupt a job on 

 machine and resume it on another one, although such a fea- 

ure might be undesirable for some real-world applications. There- 

ore, the case where the interrupted job must wait because it 

annot be processed on another machine has also been studied. 

e may distinguish the machine-preemption-only and the job- 

reemption-only cases. In the former, interrupted job j on ma- 

hine i cannot be transferred to other machines, while machine 

 can process other jobs during the interruption of job j. In the 

atter, interrupted job j on machine i can be processed on other 

achines, but machine i cannot process other jobs until job j

esumes its processing. We note that due to symmetry of the 

obs and machines in the open-shop scheduling environment, both 

ases, i.e., machine-preemption-only and job-preemption-only, are 

quivalent. The case of machine-preemption-only is also known 

s “open-shop with no passing” ( Cho & Sahni, 1981 ) and “open- 

hop with restricted preemptions” ( de Werra & Solot, 1993 ). Cho 

nd Sahni (1981) showed that finding a feasible schedule for 

he machine-preemption-only with the common release time and 

eadline of 1, i.e., O | prmp, r j = 1 , d j = 1 |−, is NP -hard for m > 2 .

ater, de Werra and Solot (1993) studied O | prmp|− with restricted 

reemption and showed that obtaining a feasible schedule is NP - 

ard. de Werra and Erschler (1996) studied restricted preemption 

nd modelled it as a variant of the colouring problem (the graph 

olouring problem concerns using the smallest number of distinct 

olours such that no two adjacent edges have the same colour) and 

roved that the decision problem is NP -complete. 

Bräsel and Shakhlevich (1998) proved that the preemptive 

ET open-shop problem is equivalent to the preemptive identi- 

al parallel-machine problem with UET operations. They also dis- 

ussed that while the number of dense schedules for the preemp- 
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ive problem is uncountable, i.e., infinite, it is finite for the non- 

reemptive counterpart. Baptiste et al. (2009) proved a number of 

roperties for the feasible and optimal preemptive schedules for 

he open-shop problem. For example, they showed that contrary to 

he results in Gonzalez and Sahni (1976) , the maximum number of 

artial schedules (“slices”) in an optimal solution of O | prmp| C max , 

 ≤ n, can be reduced to k + m, where k is the total number of op-

rations (of all the jobs). de Werra, Hoffman, Mahadev, and Peled 

1996) considered the decision problem of scheduling the preemp- 

ive open-shop within k time units, in which some operations are 

re-assigned to machines at some point. They introduced a few 

olynomially solvable cases. 

In the next section, we focus on the open-shop scheduling 

roblem where the jobs or machines follow specific structures. 

.4. The structured open-shop 

As discussed earlier, the open-shop scheduling problem is poly- 

omially solvable only for a few variants and under very restricted 

onditions, see Sections 2.1 and 2.3 . It follows that certain struc- 

ures and properties of those variants are important for solving 

he problem. Therefore, there is a stream of research that aims 

o identify special structures for the input data so the problem 

s polynomially solvable. Five such important special structures 

ave been studied in the literature, namely (1) “machine load”, (2) 

dominating machine”, (3) “bottleneck machine”, (4) “proportion- 

te scheduling”, and (5) “ordered scheduling”. We discuss these 

tructures in the following. 

achine load 

By establishing a relationship between the maximum machine 

oad and the maximum operation length, Fiala (1983) showed 

hat an optimal schedule of length l max can be constructed for 

 || C max in O (n 2 m 

3 ) time, if l max ≥ (16 m 

′ log 2 m 

′ + 5 m 

′ ) p max , where

 

′ = 2 � log 2 m 	 and p max is the longest processing time among 

ll the operations. Bárány and Fiala (1982) improved l max : If 

 max ≥ (16 m log 2 m + 26 m ) p max , the optimal schedule can be con-

tructed in O (nm 

3 ) time (for the details see Sevast’yanov, 1992 ). 

 series of improvements was later proposed. For example, if 

 max ≥ ( 16 
3 m log 2 m 

′′ + 

13 
9 m − 4 m 

9 m 

′′ (−1) k ) p max , where m 

′′ = 2 k and 

 = log 2 m, the optimal schedule is obtained in O (nm 

2 log 2 m ) 

ime ( Sevast’yanov, 1992 ), and if l max ≥ (m 

2 − 1 + 

1 
m −1 ) p max , the

ptimal schedule of length l max can be obtained in O (n 2 m 

2 ) 

ime ( Sevast’yanov, 1995 ). If all the processing times are selected 

rom a bounded set of non-negative integers, the O (nm ) algo- 

ithm by Čepek, Vlach, and de Werra (1994) solves the restricted 

ase considered by Fiala (1983) . If l max ≥ 7 p max , the algorithm 

y Sevast’yanov (1998) (called the “non-strict vector summation”) 

olves the three-machine open-shop problem in O (n log n ) time. 

ominating machine 

Machine i ′ dominates machine i, if the minimum process- 

ng time on machine i ′ is at least as large as the longest pro-

essing time on machine i, i.e., min j { p i ′ j } ≥ max j { p i j } . Adiri and

izikowitz (1989) investigated the three-machine problem in the 

resence of a dominating machine and n ≥ m . They showed that 

hat case can be solved in O (n ) time (so can its flow-shop coun-

erpart). To solve the problem, one may disregard the dominated 

achine and solve the resulting two-machine problem by us- 

ng the algorithm by Gonzalez and Sahni (1976) . Then, the jobs 

n the dominated machine can be scheduled without conflicts. 

evast’yanov (1996) introduced two polynomially solvable cases of 

 || C max . He showed that for the open-shop with dominant ma- 

hine i ′ of load l i ′ = l max and � = l max − l i ≥ (2 m − 4) p max , i 
 = i ′ ,
here exists an optimal schedule of length l max that can be con- 
406 
tructed in O (nm 

2 ) time. In addition, if l max ≥ (5 . 45 m − 7) p max and

≥ (m − 1) p max , then a greedy algorithm always exists that deliv- 

rs an optimal schedule in O (n 2 m 

2 ) time. He also presented an ap-

roximation algorithm for the problem satisfying l max ≥ (m 

′ ) p max , 

here m 

′ is a function of the number of machines. The algo- 

ithm has a running time of O (nm 

2 ) with an absolute perfor- 

ance guarantee of (� 3 m 

2 −2 m 

l max +2 mp max 
	 − 1) p max . Assuming zero-one 

perations (i.e., p max = 1 ) and the machines numbered in non- 

ecreasing order of their loads, Kononov, Sevast’yanov, and Tch- 

rnykh (1999) showed that the optimal schedule for problem 

 3 || C max can be constructed in O (n ) time, if l 1 = l 2 ≥ l 3 + 2 . They

lso gave the conditions under which the optimal schedule can be 

btained polynomially for some cases with m ≥ 4 . For the same 

roblem, Tanaev, Gordon, and Shafransky (2012) also presented an 

 (nm ) algorithm. It should be noted that the problem with a dom- 

nating machine, but without the condition of n ≥ m, is NP -hard. 

ottleneck machine 

The bottleneck machine refers to the case where a job is pro- 

essed on a subset of machines, rather than on all the machines. 

ere, a machine is a bottleneck if one of the operations of ev- 

ry job needs to be processed on that machine. Gonzalez and 

ahni (1976) showed that the four-machine problem is NP -hard 

ven for two-operation jobs, i.e., each job has exactly two opera- 

ions. This NP -hardness result also holds if one of the machines is 

 bottleneck. For the three-machine and two-operation open-shop 

roblem with a bottleneck machine, Drobouchevitch and Struse- 

ich (1999) presented a linear-time solution algorithm, although 

he flow-shop counterpart of the problem is strongly NP -hard 

see Herrmann & Lee, 1992 ). Recently, Drobouchevitch (2020) pro- 

osed an alternative linear-time algorithm for the same prob- 

em. Kyparisis and Koulamas (20 0 0) investigated the m -machine 

ase of the same problem and showed that it can be solved in 

 (n + m log m ) time if the bottleneck machine i ′ is also the maxi-

al machine, i.e., p i ′ j ≥ p i j , ∀ j ∈ N, ∀ i ∈ M \ { i ′ } . 

roportionate scheduling 

The proportionate open-shop scheduling problem is character- 

zed by the fact that all the jobs have the same processing time 

n a given machine, i.e., p i j = p i , ∀ i ∈ M. The three-machine prob-

em is known to be at least ordinary NP-hard due to Liu and 

ulfin (1987) . Under the assumption that p 1 ≥ p 2 ≥ · · · ≥ p m 

, Dror 

1992) proposed (1) an optimal O (mn ) algorithm for O | prop, n ≥
 | C max , where prop denotes the proportionate setting, (2) an opti- 

al O (m ) algorithm for O | prop, n = 2 , m > 2 | C max , and (3) an NP -

ardness proof for O | prop, n ≥ 3 , n < m | C max . In the three-machine

etting, Koulamas and Kyparisis (2015) proved that if p 1 = p 2 , 

he problem is polynomially solvable, and remains polynomially 

olvable even if p 1 > p 2 and l max ≤ 2 p 1 + p 2 , or if p 1 > p 2 and

 max ≥ 3 p 1 + p 3 . Under the general condition, they proposed an 

 (n log n ) -time 7 
6 -approximation algorithm. Naderi, Zandieh, and 

azdani (2014) studied problem O | prop| C max and proposed a poly- 

omial algorithm to solve the case where n ≥ m, and for m > n, 

resented an approximation algorithm with the worst-case perfor- 

ance bound of 2 − 1 
n , and provided a heuristic algorithm by con- 

erting the problem into a simpler problem called the “machine 

atch fitting” problem. The complexity of the three-machine prob- 

em was investigated by Sevastyanov (2019) . The study proposed a 

seudo-polynomial time algorithm, and also new solvable cases. 

rdered scheduling 

The ordered assumption is indeed a generalization of the pro- 

ortionate case. We call two machines i, i ′ ∈ M, i 
 = i ′ ordered and

enote it as M i > M i ′ , if p i j ≥ p i ′ j , ∀ j ∈ N. Analogously, jobs j, j ′ ∈
, j 
 = j ′ are ordered ( j > j ′ ) if the processing time of j is larger
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Table 4 

Major abbreviations used throughout the paper sorted in alphabetical order. 

Abbreviation The complete term 

ACO Ant colony optimization 

B&B Branch-and-bound 

BS Beam search 

GA Genetic algorithm 

PSO Particle swarm optimization 

SA Simulated annealing 

TS Tabu search 

VNS Variable neighbourhood search 
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r

han that of j ′ , i.e., if p i j ≥ p i j ′ , ∀ i ∈ M ( Khatami & Salehipour,

020b; Khatami, Salehipour, & Hwang, 2019 ). An open-shop prob- 

em is ordered if it includes both ordered machines and ordered 

obs. 

Liu and Bulfin (1987) showed that the three-machine ordered 

pen-shop problem, i.e., O 3 | ord| C max , where ord denotes the or-

ered setting, is NP -hard, implying that problems O 3 | j > j ′ | C max 

with ordered jobs only) and O 3 | M i > M i ′ | C max (with ordered ma-

hines only) are NP -hard. They proposed an O (n ) algorithm for 

roblem O 3 | M i > M i ′ | C max with the additional constraint that the

ob with the longest processing time on the first machine is dif- 

erent from the job with the longest processing time on the sec- 

nd machine, i.e., the longest jobs on the machines are differ- 

nt. Kyparisis and Koulamas (1997) proposed an O (n ) algorithm 

or problem O | M 1 > M i , m ≤ n | C max when the i th longest process-

ng time on machine 1 is as large as the processing times of all

he operations on machines i through m . They also generalized the 

esults of Liu and Bulfin (1987) for the three-machine open-shop 

ith ordered machines. 

.5. Solution methods 

Various solution techniques, including exact, heuristic and 

eta-heuristic have been proposed for challenging and more gen- 

ral variants of the open-shop scheduling problem. In this section, 

e first review the characteristics of the well-known benchmark 

nstances for the open-shop, and then we review the available so- 

ution techniques. Table 4 lists the abbreviations for major solution 

echniques that we review in this section. 

enchmark instances 

Three well-known sets of benchmark instances are available for 

he open-shop scheduling problem. These three sets (and some- 

imes extended variants of them) have been utilized by many re- 

earchers for assessing the performance of the algorithms and the 

olution techniques. The benchmark instances are due to Taillard 

1993) , Brucker, Hurink, Jurisch, and Wöstmann (1997) , and Guéret 

nd Prins (1999) . 

Taillard (1993) introduced the first set of benchmark instances 

or the open-shop scheduling problem, in which an instance is 

haracterized by the pair ( n, m ) and consists of six different sizes

s follows: (4,4), (5,5), (7,7), (10,10), (15,15), and (20,20), where the 

rocessing times are randomly generated from the discrete uni- 

orm distribution in the range U[1 , 99] . For each size, they gen-

rated ten instances that resulted in a total of 60 instances. This 

et of instances is considered easy because the trivial lower bound 

B 0 (see below) is equal to the optimal makespan for 40 of the 

arger instances ( Malapert et al., 2012 ). The trivial lower bound on 

he makespan can be calculated as the maximum of jobs’ durations 

nd machines’ loads, denoted as LB 0 , as follows: 

B 0 = max { max 
j 

{ ∑ 

i 

p i j } , max 
i 

{ ∑ 

j 

p i j }} . (1) 
e

407 
The first term in the lower bound represents the longest job 

uration and the second term defines the maximum machine load 

 max , i.e., l max = max { l i } , where l i = 

∑ 

j p i j represents the load of

achine i . It should be noted that the first non-trivial lower bound 

or the open-shop scheduling problem is due to Guéret and Prins 

1999) . The lower bound is calculated by determining the optimal 

akespan for a relaxed version of the problem. We refer the inter- 

sted reader to Guéret and Prins (1999) for the details. 

Brucker et al. (1997) proposed a few measures to capture the 

ardness of an instance and applied them to Taillard (1993) ’s in- 

tances. Since they observed that Taillard (1993) ’s instances are 

asy to solve, they generated their own instances. They proposed a 

et of 52 challenging instances. Similar to the instances of Taillard 

1993) , they considered an equal number of jobs and machines to 

enerate the instances. They proposed eight instances for n = m ∈ 

 3 , 8 } and nine instances for n = m ∈ { 4 , . . . , 7 } . The third bench-

ark is that of Guéret and Prins (1999) , in which there are ten in-

tances for each size of n = m ∈ { 3 , . . . , 10 } , leading to 80 instances.

t should be noted that the benchmarks proposed by Brucker et al. 

1997) , and Guéret and Prins (1999) are more challenging than 

hose of Taillard (1993) because the advanced GA by Prins (20 0 0) ,

CO by Blum (2005) , and PSO by Sha and Hsu (2008) struggle to

ptimally solve all the instances of Brucker et al. (1997) and Guéret 

nd Prins (1999) . We refer the interested reader to Malapert et al. 

2012) for the details on the performance of exact and heuristic 

ethods in solving the instances of Taillard (1993) , Brucker et al. 

1997) , and Guéret and Prins (1999) . 

Next, we review the available exact methods, followed by the 

euristic and meta-heuristic algorithms that were proposed to 

olve the general open-shop scheduling problem. 

.5.1. Exact algorithms 

The open-shop scheduling problem typically has a larger solu- 

ion space compared with, e.g., the job-shop and the flow-shop 

roblems, due to its unrestricted job processing order. The free job 

oute also leads to a smaller gap between the optimal makespan 

nd a lower bound ( Guéret & Prins, 1999; Prins, 20 0 0 ). The major

xact solution methods to solve the open-shop scheduling prob- 

ems include the B&B algorithm, the constraint programming and 

ynamic programming techniques. 

ranch-and-bound based algorithms 

Brucker et al. (1997) and Brucker, Hilbig, and Hurink (1999) pro- 

osed the first B&B algorithms for the open-shop problem. Brucker 

t al. (1997) used the ideas from Grabowski, Nowicki, and Zdrzałka 

1986) for branching and from Carlier and Pinson (1989) for im- 

ediate selection of operations and developed a depth-first B&B 

ased on a disjunctive graph formulation of the problem. They 

ested the algorithm on the instances of Taillard (1993) . In Brucker 

t al. (1999) , they first reduced an instance of the open-shop 

o a dedicated parallel-machine scheduling problem and then to 

 single-machine scheduling problem with positive and negative 

ime-lags. Positive and negative time-lags are used as general tim- 

ng constraints between the start times of the jobs. They concluded 

hat such a transformation technique is not as efficient as solv- 

ng the problem directly, i.e., without applying the transformation. 

uéret and Prins (1998b) attempted to improve the performance of 

he B&B method by Brucker et al. (1997) . Their proposed technique 

dentifies certain forbidden intervals for the start and completion 

imes of the operations, during which no operation can start or 

nd in an optimal solution. For this reason, n + m subset-sum 

roblems are solved by an efficient dynamic program. Each subset- 

um problem corresponds to either a job or a machine. They solved 

0 instances of the benchmark of Taillard (1993) and obtained 

eductions in the number of backtracks for 31 instances. This is 

quivalent to more than 75% improvement. They also reported im- 
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roved solutions for certain instances. Guéret, Jussien, and Prins 

20 0 0) also proposed an advanced backtracking scheme and com- 

ined it with the B&B by Brucker et al. (1997) . They showed that it

educes the number of backtracks. Dorndorf, Pesch, and Phan-Huy 

2001) designed several consistency tests that reduce the search 

pace of their B&B algorithm. They used the two strategies of 

top-down” and “bottom-up” to guide the search. These strategies 

nly differ in the way in which the initial upper bound is chosen. 

he top-down strategy starts with an upper bound and attempts 

o improve it by applying the B&B algorithm. In the bottom-up 

pproach, however, a lower bound is selected as a target upper 

ound and it is incremented until a feasible solution is found. They 

howed that the proposed algorithm outperforms those of Brucker 

t al. (1997) and Guéret et al. (20 0 0) . 

The solution technique by Tamura, Taga, Kitagawa, and Banbara 

2009) includes incorporating the constraint satisfaction problem 

ith integer linear constraints into the Boolean satisfiability prob- 

em. The constraint satisfaction problem is defined by a set of vari- 

bles and a set of constraints where each variable has a domain of 

ossible values and each constraint specifies the allowed combina- 

ions of values over a subset of variables. Their method is similar 

o that of Crawford and Baker (1994) for the job-shop scheduling 

roblem. They showed that the method is able to find the optimal 

olutions for all 192 instances of the three benchmarks of Taillard 

1993) , Brucker et al. (1997) , and Guéret and Prins (1999) , includ-

ng the three instances of Brucker et al. (1997) that had not been 

ptimally solved earlier. 

onstraint programming based techniques 

Laborie (2005) proposed a constraint programming method 

ased on detection and resolution of the minimal critical set 

MCS). The minimal critical set specifies the minimum requirement 

or a resource R that would be over-consumed if executed simulta- 

eously. MSCs are chosen in such a way that the size of the search

pace is minimized. In the disjunctive scheduling context, MCSs are 

airs of activities that conflict for the same unary resource. At each 

ode, the branching consists of (1) selecting an MCS according to 

n estimation of the related reduction of the search space, (2) ap- 

lying a simplification procedure on each MCS, and (3) branching 

n its possible precedence in the children nodes until no MCS re- 

ains. They managed to solve the 34 and then open instances of 

uéret and Prins (1999) , and Brucker et al. (1997) , respectively. 

The constraint programming method by Grimes, Hebrard, and 

alapert (2009) sets the makespan equal to LB + UB 
2 and iteratively 

olves a feasibility problem until the interval is empty. They op- 

imally solved all the instances of the three benchmarks in rea- 

onable times. The constraint programming algorithm by Malapert 

t al. (2012) combines randomization with the re-start techniques, 

nd applies efficient propagation and scheduling heuristics. The al- 

orithm not only generates all the known optimal solutions, it also 

utperforms all the previous methods in terms of the computa- 

ional effort. 

ynamic programming techniques 

Ozolins (2019) proposed a dynamic program for the open-shop 

cheduling problem. They proposed a dominance rule and utilized 

he ideas of forbidden intervals by Guéret and Prins (1998b) and 

ymmetry breaking by Malapert et al. (2012) in their dynamic 

rogram. They showed that the algorithm solves instances from 

enchmarks of Taillard (1993) and Brucker et al. (1997) with up 

o 7 jobs and machines. 

.5.2. Heuristic and meta-heuristic algorithms 

In this section we review major heuristic and meta-heuristic 

lgorithms developed to tackle the open-shop scheduling prob- 

em. Those heuristics are mainly different in their mechanism for 
408 
cheduling the operations, i.e., selecting the operation to be sched- 

led next. While some of the heuristic methods schedule one op- 

ration at a time, the others schedule a set of operations in each 

teration of the algorithm. In general, the problem of inserting an 

dditional job into a given schedule of n jobs such that the order 

f the n jobs in the given schedule does not change and the result- 

ng makespan is as small as possible is strongly NP -hard ( Vestjens, 

ennink, & Woeginger, 2007 ). 

The “insertion” algorithm of Bräsel et al. (1993) schedules one 

peration at a time. The algorithm is indeed a restricted B&B algo- 

ithm with O (n 2 m 

2 ) time complexity that iteratively inserts an op- 

ration into a partially constructed schedule. The algorithm utilizes 

he BS procedure, a heuristic search exploring a graph through 

ranching the most promising node, meaning that a number of so- 

ution paths in the branching tree is explored. They showed that 

heir insertion algorithm performs better than the TS by Taillard 

1993) because it obtains improved solutions for almost all the in- 

tances of Taillard (1993) . Ramudhin and Marier (1996) general- 

zed the shifting bottleneck procedure originally proposed for the 

ob-shop scheduling problem ( Adams, Balas, & Zawack, 1988 ). Their 

rocedure consists of iteratively selecting a bottleneck job or ma- 

hine, and re-optimizing its execution sequence. Another heuris- 

ic that works by scheduling a single operation is the algorithm 

f Guéret and Prins (1998a) , which is a list scheduling method 

ith O (n 2 m 

2 ) time complexity. Given a priority (dispatching) rule, 

 list scheduling algorithm essentially determines the earliest time 

hat a yet-to-be scheduled operation with the highest priority can 

e started. The process is iterated until all operations are sched- 

led. Two priority rules based on the residual work durations of 

he operations, similar to those of Prins and Carlier (1986) , were 

sed by Guéret and Prins (1998a) in order to prioritize the oper- 

tions. Naderi, Ghomi, Aminnayeri, and Zandieh (2010) ’s heuristic 

lgorithms remove redundant solutions, which are generated as a 

esult of permutation list encoding methods. For this reason, they 

roposed four rules. Indeed, these rules lead to four heuristics, 

ll of which apply the insertion operator. They showed that their 

euristics have superior performance to the existing algorithms of 

he longest total processing time (a generalization of the LAPT rule 

y Pinedo and Schrage (1982) for the two-machine problem), the 

ethod by Liaw (1998) , and the generation of active and non-delay 

chedules based on the SPT rule. 

The heuristic algorithm proposed by Bräsel et al. (1993) oper- 

tes by iteratively scheduling a set of min { n, m } operations. For 

hat, the algorithm finds the rank-minimal schedules by succes- 

ively solving the weighted bipartite maximum cardinality match- 

ng problems. That results in a set of min { n, m } operations with 

ank 1, then rank 2 and so on. The heuristic of Guéret and Prins 

1998a) includes two phases. The first phase partitions the op- 

rations into subsets by computing each subset as a matching 

n a weighted bipartite graph. For this reason, a weighted bi- 

artite graph G (X ∪ Y, E, P ) is constructed, in which each ma-

hine i and job j correspond to a vertex in X and a vertex 

n Y, respectively. Each operation O i j is represented by an edge 

n E with the associated weight p i j ∈ P . Next successive match- 

ngs are extracted from G until G is decomposed, i.e., all the 

ertices have a zero degree. Each matching specifies a subset 

f operations that can be performed simultaneously and there- 

ore form a schedule slice. The resulting schedule slices are then 

oncatenated in the order of generation to make a complete 

chedule (similar to Brucker et al., 1997 ). The second phase im- 

roves the schedule obtained in the first phase. The iterative 

mprovement procedure of Liaw (1998) generates an initial so- 

ution by applying a heuristic that uses “the longest total re- 

aining processing on the other machines” dispatching rule by 

inedo (1995) . The improvement method of the procedure sep- 

rates the sequencing and scheduling problems. The sequencing 



M.M. Ahmadian, M. Khatami, A. Salehipour et al. European Journal of Operational Research 295 (2021) 399–426 

p

d

d

w

d

s

s

t

1  

j  

s

m

w

a  

n

t  

t

m

i

G

(

o

p

t

g

F

g

t

c

P

u

s

V

i

L

a

g

V

p

p

l  

V

a

a

p

T

t

s

n

r

c

2

s

A

i

p

c

r  

d  

b

t

(  

a

L

a

f

d

t

i

a

a

(

t

p

p

p

g

t

B

e

A

l

t

i

t

c

b

i

t

t

f

t

i

t

p

t

m

t

a

a

c

s

a

r

t  

t

o

(

h

p

i

o

a

r

s

l

T

o

3

p

p

roblem is solved via an iterative procedure that is based on Ben- 

ers’ decomposition, and the scheduling part is shown to be the 

ual of the longest path problem that can be efficiently solved 

ith a label correcting algorithm. They showed that the proce- 

ure is able to solve most of their own randomly generated in- 

tances within 1% deviation from the trivial lower bound LB 0 . The 

o-called rotation schedule by Bai and Tang (2011) is a heuristic 

hat first schedules all the jobs on the first machine in the order 

 to n . Then, on any machine 2 ≤ i ≤ m, the schedule starts with

obs j to n, and then jobs 1 to j − 1 are added. The algorithm has

everal theoretical advantages. First, it is an asymptotically optimal 

ethod when the number of jobs n goes to infinity. Second, its 

orst case ratio is equal to the number of machines m . 

The greedy algorithm by Strusevich (1998) for Om || C max gener- 

tes dense schedules and has an O (m log m + nm min { n, m } ) run-

ing time. It has been conjectured that the algorithm guarantees 

he worst-case ratio of 2 − 2 
(m +1) 

for any m . It has also been shown

hat the algorithm obtains a schedule at most 3 
2 times of the opti- 

al one and the bound is tight. 

The major meta-heuristic methods proposed for the open-shop 

nclude the evolutionary algorithms. The first such method is the 

A by Fang, Ross, and Corne (1993) . Later, Fang, Ross, and Corne 

1994) used a simple heuristic rule within GA, chosen from a pool 

f eight heuristic rules, as well as adaptively choosing the dis- 

atching rules during the course of the algorithm, and showed that 

he adaptive strategy leads to new best solutions. Several strate- 

ies have been investigated to improve the performance of GA. 

or example, the GA by Louis and Xu (1996) uses the knowledge 

ained from solving the problem, by storing the past moves, and 

hat by Khuri and Miryala (1999) incorporates the longest pro- 

essing time (LPT) dispatching rule to generate quality solutions. 

rins (20 0 0) introduced advanced crossover operators and sched- 

le generators that produce non-delay and active schedules. Other 

tudies to improve the performance of GA include Puente, Díez, 

arela, Vela, and Hidalgo (2003) , in which the initial population 

s seeded by the probabilistic version of the dispatching rules by 

iaw (1998) , and Senthilkumar and Shahabudeen (2006) , who used 

n operation-based representation and a scheduling algorithm that 

enerates the active schedules. Recently, Rahmani Hosseinabadi, 

ahidi, Saemi, Sangaiah, and Elhoseny (2019) investigated the im- 

act of the crossover and mutation operators, and designed a com- 

etitive GA. GA has also been combined with other algorithms that 

ead to hybridized methods. Examples include TS ( Liaw, 20 0 0 ) and

NS ( Zobolas, Tarantilis, & Ioannou, 2009 ) algorithms. Ahmadizar 

nd Hosseinabadi Farahani (2012) presented a hybrid GA, in which 

 local optimization heuristic is applied in order to improve a 

re-specified per cent of individuals selected from the population. 

herefore, a fraction of the individuals undergo the local optimiza- 

ion heuristic (instead of all of them). Their hybrid GA performs 

ignificantly better than that of Prins (20 0 0) . However, there is 

o statistically significant difference between their proposed algo- 

ithm and the GA of Liaw (20 0 0) . 

Other proposed evolutionary algorithms include the hybridized 

onstructive algorithms of BS and ACO, called Beam-ACO ( Blum, 

005 ). In each iteration, every ant performs a probabilistic BS, in- 

tead of using the traditional solution construction mechanism of 

CO. To this end, adding a new component to a partial solution 

s performed by using a transition probability, and extending the 

artial solution is done by a reduced set of feasible solutions. The 

onstructed solution is then improved by a local search. The algo- 

ithm outperforms the GAs by Prins (20 0 0) and Liaw (20 0 0) . The

iscrete PSO of Sha and Hsu (2008) , in which the algorithm is hy-

ridized with four different decoding operators, has been shown 

o outperform the earlier meta-heuristics by Blum (2005) ; Liaw 

20 0 0) ; Prins (20 0 0) . Motivated by “the smaller the idle-time of
 g

409 
 partial solution, the smaller the makespan” premise, Huang and 

in (2011) proposed a bee colony optimization algorithm that uses 

n idle time-based filtering scheme aiming to terminate the search 

or partial schedules with insufficient profitability. To this end, they 

efine profitability of a partial schedule as reciprocal of its idle 

ime, implying that the larger the idle time, the smaller the prof- 

tability. The filtering algorithm then fathoms further search on 

 partial schedule whose profitability is smaller than an accept- 

ble threshold. The parallel GA by Ghosn, Drouby, and Harmanani 

2016) solves the non-preemptive open-shop, and the swarm in- 

elligence algorithm by Bouzidi, Riffi, and Barkatou (2019) solves 

roblem O || C max . Pongchairerks and Kachitvichyanukul (2016) pro- 

osed a two-level PSO. The upper-level of the algorithm tunes the 

arameters of the lower-level process. They showed that their al- 

orithm, which considers parameterized active schedules, is able 

o deliver slightly better solutions than, e.g., the Beam-ACO by 

lum (2005) , although they did not discuss the computation 

ffort. 

Two other widely applied meta-heuristics include TS and SA. 

lcaide, Sicilia, and Vigo (1997) proposed a TS algorithm for prob- 

em O || C max . The initial solution is selected from the best solu- 

ions generated by using three simple list scheduling algorithms, 

.e., the best solution delivered by the three algorithms is used as 

he initial solution. This solution is then improved by two criti- 

al path-based neighbourhood structures that are similar to those 

y Dell’Amico and Trubian (1993) . They conducted numerical stud- 

es on instances with up to 25 machines and 250 jobs to assess 

he performance of the algorithm. Liaw (1999b) used the disjunc- 

ive graph model of Roy and Sussmann (1964) and proposed TS 

or the problem of finding the critical path on the graph (when 

he problem is modelled as a disjunctive graph, finding the crit- 

cal path on the graph results in fining the optimal solution for 

he associated scheduling problem). The critical path is decom- 

osed into a number of blocks, i.e., a sub-sequence of operations 

hat belongs to the same job or that is processed on the same 

achine. The neighbourhood move includes swapping operations 

hat belong to the same block. Testing the algorithm on random 

nd benchmark instances, they obtained the optimal solutions for 

lmost 97% of the randomly generated instances, and quality in- 

luding optimal solutions, for the majority of the benchmark in- 

tances of Taillard (1993) . Jussien and Lhomme (2002) proposed an 

lgorithm based on TS and a filtering technique. Testing the algo- 

ithm on the three benchmarks, they obtained superior solutions 

o Alcaide et al. (1997) , Liaw (1999b) , and Prins (20 0 0) . In addi-

ion, the algorithm generates new best solutions for 25 instances 

f Guéret and Prins (1999) , including six optimal solutions. Liaw 

1999a) proposed SA that uses the neighbourhoods developed in 

is earlier work ( Liaw, 1999b ). Even though the algorithm is ca- 

able of finding quality solutions for a wide range of benchmark 

nstances, it has a long computation time for large instances. An- 

ther SA is due to Harmanani and Ghosn (2016) that swaps, shifts, 

nd rotates the neighbourhoods. 

Colak and Agarwal (2005) proposed a neural network algo- 

ithm that uses ten heuristic rules. In this method, the open- 

hop problem is first converted into a neural network. Then a 

earning strategy is iteratively applied to improve the solutions. 

hey obtained competitive solutions for the benchmark instances 

f Taillard (1993) . 

. Non-classical resource settings in the open-shop scheduling 

roblem 

In Section 2 , we introduced the classical open-shop scheduling 

roblem and reviewed studies that consider the problem in the 

eneral settings. In this section we review studies that investigate 
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Table 5 

Summary of results with machine unavailability. 

Problem Complexity and solution method Reference 

O | prmp, h i | C max Polynomial for undetermined holes; if holes are 

pre-determined, and if preemption is allowed in non-integer 

intervals, polynomial, and strongly NP-hard otherwise 

Vairaktarakis and Sahni (1995) 

O 2 | β| C max , where β is: 

h (1 , 0) , t h = 0 Polynomial in O (n ) , the result holds for h (0 , 1) as well Lu and Posner (1993) 

h (1 , 0) , t h > 0 , Re NP-hard, the result holds for h (0 , 1) as well Breit et al. (2001) 

Ordinary NP-hard, the result holds for h (0 , 1) as well Lorigeon et al. (2002) 

h (1 , 1) , t h > 0 , Re PTAS Kubzin et al. (2006) 

h (k, 0) , t h > 0 , Re PTAS Kubzin et al. (2006) 

h (2 , 1) , t h > 0 , Re Inapproximable, the result holds for h (1 , 2) as well Breit (2000) 

h (1 , 0) , t h > 0 , N − Re 4 
3 

-approximation, the result holds for h (0 , 1) as well Breit et al. (2003) 

h (1 , 1) , t h > 0 , N − Re 2-approximation Breit et al. (2003) 

h (2 , 0) , t h > 0 , N − Re Inapproximable, the result holds for h (0 , 2) as well Breit et al. (2003) 

h (1 , 0) , t h ∈ [ k 1 , k 2 ] , N − Re 3 
2 

-approximation, the result holds for h (0 , 1) as well Mosheiov et al. (2018) 

f (1 , 1) , t f > 0 Optimal in O (n ) Kubzin and Strusevich (2006) 
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he open-shop scheduling problem in various settings and under 

ifferent conditions on the machines (processing resources), e.g., 

achine availability, competing agents, and renewable and non- 

enewable resources. 

.1. Machine availability 

The machine availability constraint models the situation in 

hich the machines are not continuously available due to, e.g., 

aintenance or rest periods. A non-availability period is often 

alled a “hole”. For the two-machine problem, the machine avail- 

bility constraints are represented by h (k 1 , k 2 ) , where k 1(2) de-

nes the number of holes on machine 1 (2) and k 1 + k 2 ≥ 1 ( Breit,

chmidt, and Strusevich, 2003 , for the details see). In the follow- 

ng, we focus on the case where the machine unavailability dura- 

ions are constant and known in advance. Vairaktarakis and Sahni 

1995) studied the preemptive open-shop scheduling problem with 

n arbitrary number of holes and showed that when the start 

imes of the holes are undetermined, i.e., the scheduler can decide 

he start times, the optimal solution can be found in polynomial 

ime. Given pre-determined holes and preemption allowed in non- 

nteger intervals, they also proposed a linear program. The prob- 

em, however, is strongly NP -hard if preemption is only possible 

ithin integer intervals. 

The majority of the research with the machine availability 

onstraint focuses on the non-preemptive open-shop. Under the 

on-preemptive condition, the three cases of “resumable”, “non- 

esumable”, and “semi-resumable” model the different impacts of 

he holes on the interrupted operations. The resumable setting (de- 

oted as “Re” in Table 5 ) allows an interrupted operation (caused 

y a hole) to be resumed after the hole with no penalty. The non-

esumable case (denoted as “N-Re” in Table 5 ) does not allow re- 

umption, so the interrupted operation must be re-started. The 

emi-resumable refers to a situation in which the interrupted op- 

ration is partially re-started after a hole ( Ma, Chu, & Zuo, 2010 ).

e note that, to the best of our knowledge, there is no study on 

he open-shop scheduling problem in the semi-resumable setting. 

Breit, Schmidt, and Strusevich (2001) studied the two-machine 

roblem in the resumable setting. They showed that the problem 

ith a single hole, which is not at the beginning of the sched- 

le, i.e., t h > 0 is NP -hard, and proposed a 4 
3 -approximation al- 

orithm. Later, Lorigeon, Billaut, and Bouquard (2002) proposed 

 pseudo-polynomial time dynamic program for the same prob- 

em and showed that the problem is ordinary NP -hard. They also 

howed that the worst-case performance ratio of any heuristic for 

he problem is 2. It should be noted that if the hole is at the begin-

ing of the schedule ( t h = 0 ), the problem is solvable in O (n ) time

ue to Lu and Posner (1993) . It is known that the two-machine 
410 
pen-shop with two holes on one machine and one hole on the 

ther, i.e., h (2 , 1) or h (1 , 2) cannot be approximated unless P = NP 

 Breit, 20 0 0 ). Kubzin et al. (20 06) studied two additional cases of

 single hole on each machine and several holes on one machine. 

hey proposed polynomial-time approximation schemes for each 

ase. 

Breit et al. (2003) studied two-machine problem in the non- 

esumable setting. They showed that the problem with two holes 

n either machines cannot be approximated in polynomial time 

nless P = NP . They provided a 2- and a 4 
3 -approximation algo- 

ithms for cases with one hole on each machine, i.e., h (1 , 1) , and

ne hole on either machines, i.e. h (1 , 0) or h (0 , 1) . Mosheiov, Sarig,

trusevich, and Mosheiff (2018) considered the two-machine prob- 

em in the non-resumable setting where a single hole is to be 

cheduled on either machines and it must be started in a given 

ime window [ k 1 , k 2 ] . They proposed a 3 
2 -approximation algorithm 

or the problem. 

It is also possible that the durations of the holes are not con- 

tant, in which case there are “floating” holes, each of which, de- 

oted by f (k 1 , k 2 ) , is a time-dependent operation whose dura- 

ion deteriorates as a function of its start time. Kubzin and Struse- 

ich (2006) studied the two-machine problem with floating holes 

here there is one hole on each machine, i.e., f (1 , 1) . Using the

lgorithm by Lu and Posner (1993) , they proposed an O (n ) time 

lgorithm to optimally solve the problem. Table 5 summarizes the 

forementioned studies with the machine availability constraint. 

n the table, PTAS denotes the polynomial-time approximation 

cheme. 

.2. Two competing agents 

In the two-agent setting, there are two agents each aiming to 

inimize its own objective, which only depends on its own jobs. 

hao and Wang (2015) considered the two-machine open-shop 

cheduling problem with two competing agents and deteriorating 

rocessing times. They proved that minimizing the makespan of 

ne agent, while the makespan of the other agent is bounded by 

 certain threshold (denoted as k and is a given parameter), is NP - 

ard. Jiang, Zhang, Bai, and Wu (2018) considered the two-machine 

roblem with two competing agents to minimize the weighted 

um of the makespan of the two agents. They proved that the 

roblem of minimizing C A max + kC B max , with k > 0 , where C A (B ) 
max de-

otes the makespan of agent A (B ) , is ordinary NP -hard. They also

howed that the LAPT rule provides a 2-approximation algorithm 

hen k = 1 . Su and Hsiao (2015) studied the more general case 

here m machines with the machine availability and eligibility 

onstraints exist, preemption is allowed, and the jobs have release 

imes. They considered the same objective function as that of Zhao 
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Table 6 

Summary of the results with two competing agents. 

Problem Complexity and solution method Reference 

O 2 | p A (B ) 
i j 

= αA (B ) 
i j 

t, C B max ≤ k | C A max NP-hard Zhao and Wang (2015) 

O 2 || C A max + kC B max Ordinary NP-hard Jiang et al. (2018) 

O 2 | i = 1 , 2 | C A max + C B max 2-approximation Jiang et al. (2018) 

O | C B max ≤ k, r j , prmp, a v ail., elig. | C A max LP, heuristic Su and Hsiao (2015) 
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f  
nd Wang (2015) . The eligibility constraint models the situation 

here the number of operations of a job can be fewer than the 

umber of machines. Su and Hsiao (2015) presented an LP and 

roposed a dispatching rule-based heuristic for the problem. Table 

 summarizes the major studies in the context of two competing 

gents. 

.3. Renewable and non-renewable resources 

The required resources for processing the operations can 

e classified as renewable and non-renewable. Additional non- 

achine resources, e.g., manpower and tools, can be denoted as 

es κχδ, where κ, χ and δ denote the number of resources, the to- 

al amount of available resources per time unit, and the maximum 

esource requirement of the operations, respectively. In addition, 

he “.” for each of those parameters indicates that the correspond- 

ng parameter can take any integer value, whereas a positive in- 

eger indicates that the value of the parameter is fixed, i.e., given. 

lso, r es and tr es indicate time-dependent and time-independent 

esources, respectively. The availability or consumption of a time- 

ependent resource may change over time. 

Generally speaking, finding a feasible schedule for the resource 

onstrained open-shop scheduling problem, even with one renew- 

ble resource over different time periods is NP -hard both with and 

ithout preemption ( de Werra & Solot, 1993 ). The first studies on 

he open-shop scheduling problem with renewable resources were 

onducted by Blazewicz, Lenstra, and Kan (1983) and Blazewicz, 

ellary, Slowinski, and Weglarz (1986) , who presented the com- 

lexity results of some variants of the problem in the UET set- 

ing. Cochand, de Werra, and Slowinski (1989) and de Werra, 

ewicz, and Kubiak (1991) considered non-renewable resources. 

hey showed that problem O | p i j = { 0 , 1 } , nr staircase | C max (where

nr staircase ” denotes the non-renewable staircase, and a staircase 

attern refers to the situation in which a non-renewable resource 

uch as money may be available only at certain times and in 

xed quantities, so its availability follows the staircase pattern) is 

trongly NP -hard, while problem O | UET , nr staircase | C max is solv-

ble in O (mn ) time. de Werra (1990) modelled the preemptive and 

on-preemptive open-shop scheduling problem as a graph, where 

he nodes represent the resources and the weighted edges denote 

he jobs. They called it the “chromatic scheduling problem”. They 

roposed an algorithm that solves the preemptive case and showed 

hat the algorithm polynomially solves the non-preemptive vari- 

nt if the graph has certain properties. de Werra and Blazewicz 

1992) and de Werra and Blazewicz (1993) extended the results of 

e Werra et al. (1991) and studied the preemptive open-shop with 

 renewable or a non-renewable resource. They showed that the 

roblem is equivalent to the edge colouring problem in the bipar- 

ite multi-graph, and presented some cases that are polynomially 

olvable. Tautenhahn and Woeginger (1997) studied the UET open- 

hop problem in which the availability of a renewable resource 

hanges over time, i.e., it is time-dependent. They showed that 

he problem to minimize the regular objective function 

∑ 

f j (C j ) , 

.e., O | UET , tres κχδ| ∑ 

f j (C j ) , is polynomially solvable if the num-

er of machines, number of resources, and resource demand of 

ach operation are bounded. They also established the complex- 

ty status of some cases of the problem to minimize other objec- 
411 
ive functions. Jurisch and Kubiak (1997) considered O 2 | res 1 .. | C max 

nd O 2 | res 211 | C max . For the former, in which each operation needs

 number of a single renewable resource, they developed an O (n 3 ) 

olution algorithm, that can also solve the preemptive case, i.e., 

 2 | res 1 .. , prmp| C max with no change in the makespan value. For 

he latter, in which each operation requires at most one unit of 

ither resources, they showed that it is NP -hard, and its general 

ersion with an arbitrary number of resources, i.e., O 2 | res . 11 | C max ,

s strongly NP -hard. 

Shabtay and Kaspi (2006) developed an O (n log n ) algorithm 

or the two-machine open-shop with resource-dependent process- 

ng times, in which the availability of additional resources leads 

o shorter processing times, i.e., p i j = (w i j /res i j ) 
k , where w i j is a

ositive value representing the workload of the operation, res i j 

s the resource consumed by job j on machine i, and k is a 

ositive constant. The total amount of the resource consumed 

s upper-bounded by R ( 
∑ 2 

i =1 

∑ n 
j=1 res i j ≤ R ), where R is a posi- 

ive number. They showed that the general problem, i.e., O | p i j = 

w i j /res i j ) 
k , 

∑ 2 
i =1 

∑ n 
j=1 res i j ≤ R | C max is NP -hard when m ≥ 3 , and

resented a fully polynomial-time approximation scheme (FP- 

AS) when preemption is allowed. Oulamara, Rebaine, and Serairi 

2013) considered the two-machine open-shop in which every job, 

efore its execution, undergoes a preparation phase. This phase re- 

uires a number of renewable resources that have capacity limits. 

ence, the processing time of a job on each machine consists of 

wo parts, preparation times, denoted by p ′ 
1 j 

, p ′ 
2 j 

, and execution 

imes, denoted by p ′′ 
1 j 

, p ′′ 
2 j 

. It is evident that preparation always 

recedes execution. The problem is denoted as O 2 | res prp 
... | C max ,

here prp indicates that the resource consumption is related to 

he preparation phase. They showed that the problem is strongly 

 P -hard, and N P -hard for the non-preemptive and preemptive 

ases, respectively. They also proved that the problem remains NP - 

ard even either the preparation times or the processing times 

re constant, i.e., p ′ 
1 j 

, p ′ 
2 j 

= p ′ or p ′′ 
1 j 

, p ′′ 
2 j 

= p ′′ . However, if both

he preparation and processing times are constant, the problem is 

olynomially solvable by a reduction to perfect matching in a spe- 

ific bipartite graph. 

Certain jobs cannot be processed simultaneously on differ- 

nt machines. This is referred to as the open-shop with conflict 

raphs (OSC) and the jobs that cannot be processed simultane- 

usly are presented by adjacent vertices in the conflict graph. 

ellache and Boudhar (2017) showed that OSC is equivalent to 

roblem O | res idnt 
. 11 

| C max , where idnt denotes that all the opera- 

ions of a job have identical resource requirements. They pro- 

osed a heuristic algorithm for the general OSC problem. Also, they 

howed that the two-machine OSC problem is strongly NP -hard 

f p 1 j = p 2 j = p j , p j ∈ { 1 , 2 , 3 } , and the conflict graph is the com-

lement of the bipartite graph. This implies that O 2 | res idnt 
. 11 

, p i j ∈
 1 , 2 , 3 }| C max is also strongly NP -hard. They then proved that the

hree-machine OSC problem is strongly NP -hard for any arbi- 

rary conflict graph even with UET operations, which leads to 

he strong NP -hardness of O 3 | res idnt 
. 11 

, UET | C max . They also identi-

ed some polynomially solvable cases: (1) the two-machine OSC 

roblem with any arbitrary conflict graph is solvable in O (n 2 . 5 ) 

ime if p i j ∈ { 0 , 1 , 2 } , which results in the same complexity status

or problem O 2 | res idnt 
. 11 

, p i j ∈ { 0 , k, 2 k }| C max for any fixed given in-
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Table 7 

Summary of the major studies with resource constraints. 

Problem Complexity and solution method Reference 

O 2 | res ... , UET | C max O (n 2 . 5 ) Blazewicz et al. (1983) 

O 2 | res 111 , chain, UET | C max Strongly NP-hard Blazewicz et al. (1986) 

O 3 | res 1 .. , UET | C max Strongly NP-hard Blazewicz et al. (1986) 

O 3 | res . 11 , UET | C max Strongly NP-hard Blazewicz et al. (1986) 

O | p i j = { 0 , 1 } , nr staircase | C max Strongly NP-hard Cochand et al. (1989) ; de Werra et al. (1991) 

O | UET, nr staircase | C max O (mn ) Cochand et al. (1989) ; de Werra et al. (1991) 

O 2 | res 1 .. ; prmp| C max O (n 3 ) Jurisch and Kubiak (1997) 

O 2 | res 1 .. | C max O (n 3 ) Jurisch and Kubiak (1997) 

O 2 | res 122 | C max NP-hard Jurisch and Kubiak (1997) 

O 2 | res . 11 | C max Strongly NP-hard Jurisch and Kubiak (1997) 

O 2 | UET, tres . 11 | C max Strongly NP-hard Tautenhahn and Woeginger (1997) 

O 2 | UET, tres 1 .. | C max Strongly NP-hard Tautenhahn and Woeginger (1997) 

O | UET, tres 1 . 1 | C max Strongly NP-hard Tautenhahn and Woeginger (1997) 

O 2 | p i j = (w i j /res i j ) 
k , 

∑ 2 
i =1 

∑ n 
j=1 res i j ≤ R | C max O (n log n ) Shabtay and Kaspi (2006) 

O 3 | p i j = (w i j /res i j ) 
k , 

∑ 2 
i =1 

∑ n 
j=1 res i j ≤ R | C max NP-hard Shabtay and Kaspi (2006) 

O | p i j = (w i j /res i j ) 
k , 

∑ 2 
i =1 

∑ n 
j=1 res i j ≤ R, prmp| C max FPTAS Shabtay and Kaspi (2006) 

O 2 | res prp 
... | C max Strongly NP-hard Oulamara et al. (2013) 

O 2 | res prp 
... ; prmp| C max NP-hard Oulamara et al. (2013) 

O 2 | res idnt 
. 11 , p i j ∈ { 1 , 2 , 3 }| C max Strongly NP-hard Tellache and Boudhar (2017) 

O 3 | res idnt 
. 11 , UET | C max Strongly NP-hard Tellache and Boudhar (2017) 
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eger k, (2) the preemptive two-machine OSC problem is solvable 

n O (n 3 ) time for any arbitrary conflict graph, and (3) the three-

achine OSC problem with UET operations is solvable in O (n 2 . 5 ) 

ime if the conflict graph is a complement of a triangle-free graph. 

 similar problem to OSC is the open-shop problem with agree- 

ent graphs, where the jobs that can be processed simultane- 

usly are presented by adjacent vertices in the agreement graph. 

ellache, Boudhar, and Yalaoui (2019) proved that the two-machine 

pen-shop problem with proportionate processing times on cer- 

ain types of agreement graphs is strongly NP-hard. On arbitrary 

raphs, they showed that the problem can be solved in O (n 3 ) if all

on-zero processing times on one of the machines are equal to 1. 

e summarize those reviewed studies in Table 7 . 

.4. Transfer resource 

The basic assumption for many scheduling problems is that as 

oon as a job is completed on a machine, it can be instantly pro-

essed by the next machine. In real-world practice, however, there 

ight be a “time lag” or “delay” between the completion time of 

 job on the preceding machine and the start time of the job on 

he succeeding machine. The delay is typically incurred due to the 

ransport time between the two machines that may need a set of 

ransporters. The delay may also be caused by processing opera- 

ions that are not in the form of machines, such as cooling pro- 

edures. In this section, we review different approaches that have 

een proposed to study such environments by grouping them into 

nterstage delay and transport delay. The former studies concern 

elay due to technological reasons, while the latter studies deal 

ith delay due to transporting jobs between machines. We then 

resent the results for interstage resource, where the transporter 

oves the jobs between the processing machines. 

.4.1. Interstage delay 

Delay can be due to technological reasons. For example, a cool- 

ng process may cause the delay. In the open-shop setting, such a 

elay has been characterized as either minimal or exact. The min- 

mal delay is where the time lag is at least equal to the amount of

he delay. We denote a minimum amount of delay by L̄ . The exact 

elay describes the situation where a succeeding operation should 

e started after its preceding operation, plus an exact amount 

f time. This case is commonly referred to as the coupled task 

cheduling problem ( Khatami, Salehipour, & Cheng, 2020 ). We let 

 present an exact amount of delay. Also, the delay is “symmetric”
412 
f it has the same value from machine i to machine i ′ and from

achine i ′ to machine i . For simplicity, for a two-machine problem 

ith job-independent delay, we let τ = L̄ 12 and σ = L̄ 21 . If all the 

elays are identical, it is called the uniform delay. 

Rayward-Smith and Rebaine (1992) investigated the non- 

reemptive open-shop scheduling problem with minimal delay. 

hey proved that the two-machine problem is NP -hard even for 

he uniform delay. The problem with symmetric delay and an ar- 

itrary number of machines is NP -hard, even for UET operations. 

owever, the problem with uniform delay, an arbitrary number of 

achines and UET operations is solvable in polynomial time. It is 

lso known that the non-preemptive two-machine problem with 

ymmetric delay is strongly NP -hard even if the processing time 

f each job is identical on both machines ( Dell’Amico & Vaessens, 

996 ). Also, the problem remains strongly NP -hard for minimal 

ymmetric delay, even with UET jobs ( Yu, Hoogeveen, & Lenstra, 

004 ). 

Rebaine and Strusevich (1999) studied the two-machine prob- 

em with machine-dependent but job-independent delay, de- 

oted by O 2 | τ, σ | C max . They developed an 

8 
5 -approximation al- 

orithm, which achieves the ratio of 3 
2 if τ = σ . They showed 

hat both bounds are tight. Brucker, Knust, Cheng, and Shakhle- 

ich (2004) showed that the problem is solvable in constant time 

f all the operations have the same processing time, i.e., p i j = p. 

y extending the algorithm by Pinedo and Schrage (1982) , they 

lso proposed an O (n ) -time algorithm for O 2 | τ j = σ j , max { τ j } ≤
p min , n ≥ 6 | C max , where p min > 0 is the smallest processing time of

ll the operation. Later, Strusevich (1999) investigated the general 

ob-dependent case of the problem, i.e., O 2 | τ j = σ j | C max , and pre-

ented an O (n log n ) -time 3 
2 -approximation algorithm and showed 

hat the bound is tight. Munier-Kordon and Rebaine (2010) pro- 

osed an O (n log n ) -time algorithm for two solvable cases of the 

roblem with minimal integral delay and UET operations: All dis- 

inct delays and only two distinct delays. They also presented two 

euristics with an approximation ratio of 3 
2 − 1 

2 n and an asymptotic 

orst-case ratio of 5 
4 , respectively. 

Ageev (2018) considered the problem with exact delay. They 

howed that the two-machine problem is NP -hard because the 

roblem with exact delay is indeed a generalization of the no-wait 

nvironment. We note that the two-machine no-wait open-shop 

cheduling problem is NP -hard ( Giaro, 2001 ). Ageev (2018) also 

roved that the existence of a ( 1 . 5 − ε)-approximation algorithm 

or the special case of p 1 j = p 2 j implies P = NP for any ε > 0 .
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Table 8 

Summary of results concerning interstage delay. 

Problem Complexity and solution method Reference 

O 2 | UET, τ j = σ j | C max Strongly NP-hard Yu et al. (2004) 

O 2 | p 1 j = p 2 j , τ j = σ j | C max Strongly NP-hard Dell’Amico and Vaessens (1996) 

O 2 | τ j = σ j | C max 
3 
2 

-approximation algorithm Strusevich (1999) 

O 2 | UET, τ j = σ j | C max 
3 
2 

− 1 
2 n 

and 5 
4 

-approximation algorithms Munier-Kordon and Rebaine (2010) 

O (n log n ) if all delays are distinct, and pseudo-polynomial if 

L̄ j ∈ { ̄L 1 , ̄L 2 } 
Munier-Kordon and Rebaine (2010) 

O 2 | τ = σ | C max NP-hard, remains NP-hard even if the processing times on 

one of the machines are all zero ( Strusevich, 1999 ) 

Rayward-Smith and Rebaine (1992) 

3 
2 

-approximation algorithm Rebaine and Strusevich (1999) 

O 2 | τ, σ | C max 
8 
5 

-approximation algorithm Rebaine and Strusevich (1999) 

O 2 | p i j = p, τ, σ | C max O (1) Brucker et al. (2004) 

O 2 | τ j = σ j , max { τ j } ≤ p min , n ≥ 6 | C max O (n ) Rebaine and Strusevich (1999) 

O | UET, ̄L ii ′ = ̄L i ′ i | C max NP-hard Rayward-Smith and Rebaine (1992) 

O | UET, ̄L ii ′ = ̄L i ′ i = ̄L | C max Polynomial Rayward-Smith and Rebaine (1992) 

O 2 | L j | C max ( 1 . 5 − ε)-approximation algorithm means P = NP Ageev (2018) 
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hen the delay takes only two values, they showed that there is 

o approximation algorithm with a ratio better than ( 1 . 25 − ε) for 

ny ε > 0 , unless P = NP . Table 8 summarizes the major studies

onsidering interstage delay. 

.4.2. Transport delay 

Delays may also be caused by transporting jobs between ma- 

hines. The routing open-shop scheduling problem ( Averbakh, 

erman, & Chernykh, 20 05; 20 06 ) includes the transport time, 

here the jobs are located at the nodes of an undirected trans- 

ort network represented by graph G = (V, E) with the set V of 

odes and set E of edges, and the machines travel, typically at a 

nit speed, between the jobs. So, not only the processing times of 

he operations but also the travel times between the jobs should 

e considered. Starting at the depot the machines will return to 

he depot after finishing all the jobs. The problem is denoted as 

O || C max . The makespan is calculated as the time span between the 

tart time of processing or moving of machines and the returning 

ime of the last machine to the depot after performing all of its 

perations. 

In a two-node network of two machines and n jobs, where 

ore than one job can be located at a vertex, Averbakh et al. 

2005) proposed a linear-time approximation algorithm with 

he worst-case performance ratio of 6 
5 . Chernykh and Pyatkin 

2017) presented certain specific results regarding the approxima- 

ion algorithm of Averbakh et al. (2005) . For example, they deter- 

ined how the maximal ratio of the optimal makespan to a stan- 

ard lower bound depends on the jobs’ load distribution between 

he two nodes. They also presented an approximation algorithm 

ith the same worst case as that by Averbakh et al. (2005) ; how-

ver, the worst case is completely specific to the load distribution. 

ater, Averbakh, Berman, and Chernykh (2006) showed that prob- 

em RO 2 || V | = 2 | C max (in a two-node network) is NP -hard both for

wo machines, and for two jobs and m machines. By excluding 

he assumption concerning the number of nodes, they proposed 

 ( 1 + 

ρ
2 )-approximation and an ( (m +1) 

2 + ρ)-approximation algo- 

ithm for the two-machine and m machine variants, respectively, 

here a ρ-approximate solution for TSP, ρ ≤ 2 , is given. Those 

pproximation ratios were later improved by Yu, Liu, Wang, and 

an (2011) to max {� m 

2 	 , 4 3 ρ} + 

1 
3 and max { 4 ρ+3 

2 ρ+3 , 
2 ρ+2 

3 } . Kononov

2012) proposed an FPTAS for RO 2 || V | = 2 | C max , and also intro-

uced conditions under which the problem is solvable in linear 

ime. Pyatkin and Chernykh (2012) showed that RO 2 | prmp, | V | =
 | C max (the preemption variant) is solvable in linear time, whereby 

hat with an arbitrary number of machines is strongly NP -hard. 

he two-node routing open-shop with UET and unit travel times 

s conjectured to be polynomially solvable if m = n ( Golovachev & 

yatkin, 2019 ). van Bevern, Pyatkin, and Sevastyanov (2019) pro- 
413 
osed the first algorithm with parameterized complexity for UET 

perations, and Chernykh and Lgotina (2020) and Chernykh and 

rivonogova (2020) presented solvable case for the two-machine 

n a tree and three-machine problems, respectively, including a 

inear-time 4 
3 approximation algorithm for the three-machine two- 

ode-network problem. A tree is a connected graph that has no 

ycle. 

A number of studies addressed the triangular network, i.e., 

 V | = 3 . For example, Chernykh and Kuzevanov (2013) pre- 

ented an 

11 
10 -approximation algorithm for RO 2 || V | = 3 , prmp| C max ,

nd Chernykh and Lgotina (2016) and Chernykh and Lgotina 

2019) studied the non-preemptive variant with identical and un- 

elated travel speeds, and proposed 

6 
5 and 

5 
4 -approximation algo- 

ithms, respectively, which run in linear time. 

Several studies investigated the variant with an arbitrary 

umber of machines. Chernykh, Kononov, and Sevastyanov 

2013) use a 3 
2 -approximation algorithm, originally proposed for 

SP, and developed a ρ-approximation algorithm for RO || C max , 

here ρ = O ( 
√ 

m ) , and a 13 
8 -approximation algorithm for 

O 2 || C max . By reducing the original problem to the classi- 

al flow-shop scheduling problem, Yu and Zhang (2011) im- 

roved the results of Chernykh et al. (2013) and presented an 

 ( log m ( log log m ) 1+ ε ) -approximation algorithm for RO || C max .

ater, Kononov (2015) showed that there exists an O ( log m ) - 

pproximation algorithm for RO || C max . van Bevern and Py- 

tkin (2016) proposed a fixed-parameter algorithm for the 

roblem with UET jobs and showed that it can be solved in 

 

| V || M| 2 log | V || M| .poly (| N| ) time, where M and N are the machine 

nd job sets, respectively. 

In the classical parallel-machine scheduling models, machines 

an have identical, uniform, or unrelated speeds ( Pinedo, 2016 ). 

nspired by the classical parallel-machine models, Chernykh 

2016) relaxed the assumption of unit speed. Each machine there- 

ore has its own unrelated speed, leading to different travel times 

or the machines. The problem is denoted as RO 2 | Rt t | C max . He pre-

ented an approximation algorithm. Also, he proposed a linear- 

ime algorithm for the case where the transport network is a tree 

nd the depot is not pre-defined, i.e., it has to be chosen. In Yu

t al. (2011) ’s study, the machines do not return to the depot. 

he makespan is then the maximum completion time of all the 

obs. They proposed an ( 8 −3 ρ
5 −2 ρ )-approximation algorithm for the 

wo-machine case, where ρ ≤ 2 is the approximation factor for 

he shortest Hamiltonian path problem. They also presented a ρ ′ - 
pproximation algorithm for the m -machine case, where 

′ = 

{
max {� m 

2 
	 , 2 } + 

1 
2 
, m ≤ 6 , 

� m 

2 
	 + 

1 
3 
, m > 6 . 

(2) 
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Table 9 

Summary of the results on transport delay. 

Problem Complexity and solution method Reference 

RO 2 || V | = 2 | C max NP-hard and 6 
5 

-approximation algorithm Averbakh et al. (2006, 2006) 

RO || C max Strongly NP-hard (when neither m nor n is bounded) Averbakh et al. (2006) 

RO 2 || V | = 2 | C max FPTAS Kononov (2012) 

RO 2 | prmp, | V | = 2 | C max O (n ) Pyatkin and Chernykh (2012) 

RO | prmp, | V | = 2 | C max Strongly NP-hard Pyatkin and Chernykh (2012) 

RO 2 || V | = 3 , prmp| C max 
11 
10 

-approximation algorithm Chernykh and Kuzevanov (2013) 

RO 2 || V | = 3 | C max 
6 
5 

-approximation algorithm Chernykh and Lgotina (2016) 

RO 2 || C max 
13 
8 

-approximation algorithm Chernykh et al. (2013) 

OR 2 | Rt t , t ree, v ariable − depot| C max O (n ) Chernykh (2016) 

RO || V | = 3 , n = 1 , Qt t | C max (single job routing 

open-shop with uniform travel times) 

NP-hard Chernykh (2016) 

RO 2 || V | = 3 , Rt t | C max 
5 
4 

-approximation algorithm Chernykh and Lgotina (2019) 

RO || C max O ( log m ) -approximation algorithm Kononov (2015) 

Table 10 

Summary of the studies considering interstage transporters. 

Problem Complexity Reference 

T O 2 | τ, σ, k = 1 , c ≥ n | C max 2-approximation algorithm Lee and Strusevich (2005) 

T O 2 | τ = σ, k = 1 , c ≥ n | C max 
5 
3 

-approximation algorithm Lee and Strusevich (2005) 

T O 2 | k = 1 , c ≥ n | K 7 
5 

-approximation algorithm Lushchakova et al. (2009) 
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It should be noted that the routing open-shop scheduling prob- 

em can also be seen as a variant of the open-shop with sequence- 

ependent families or batch setup times. That is, the travel times 

f the machines between the nodes can be modelled as the 

equence-dependent setup time and, because a node may include 

everal jobs, a family or a batch of jobs is visible. Whether the 

outing open-shop problem parameterized with number of batches 

s fixed-parameter tractable is an open question ( Mnich & van 

evern, 2018 ). Table 9 summarizes the major studies considering 

ransport delay. 

.4.3. Interstage resource 

The interstage resource is different from the transport resource 

ecause in the former the transporter moves the jobs between 

he processing machines, so the machines are fixed. In the latter, 

owever, the machines move to the jobs to process them, mean- 

ng that the jobs are fixed. Lee and Strusevich (2005) studied this 

roblem with an uncapacitated interstage transporter for the two- 

achine problem. The transporter can carry the jobs between ma- 

hines 1 and 2, i.e., from machine 1 to 2 and also from machine

 to 1, where the transport times are denoted by τ and σ, re- 

pectively. The problem is then shown by T O 2 | k = 1 , c ≥ n | C max ,

here k is the number of transporters and c is the capacity of the 

ransporters. The transporter has indeed infinite capacity because 

 ≥ n . They proposed an approximation algorithm with a ratio of 

, which can be improved to 5 
3 if the transport times are sym- 

etric, i.e., τ = σ . Lushchakova, Soper, and Strusevich (2009) gen- 

ralized the problem: The transporter first carries the jobs to one 

f the machines at the beginning of the schedule and then col- 

ects all of them at the end of the schedule. Therefore, the objec- 

ive function is to minimize the time when all the completed jobs 

re collected by the transporter, denoted by K, and the problem is 

enoted by T O 2 | ν = 1 , c ≥ n | K. They proposed a 7 
5 -approximation

lgorithm and showed that the bound is tight. Table 10 summa- 

izes the major studies considering interstage transporters. 

.5. No-wait, no-idle, and blocking open-shops 

In this section we review studies that consider no-wait, no-idle, 

nd blocking in the open-shop scheduling problem. No-wait means 

hat the processing of a job/operation must immediately start af- 

er completion of the job on the preceding machine. In addition, if 
414 
ach machine processes the operations with no idle time, then the 

roblem is denoted as no-wait no-idle. Blocking occurs when there 

s no (or limited) intermediate storage between the machines. 

The two-machine preemptive no-wait open-shop schedul- 

ng problem to minimize the makespan, denoted as 

 2 | prmp, no − wait| C max , has been shown to be strongly NP -

ard ( Hall & Sriskandarajah, 1996; Strusevich, 1991 ). The non- 

reemptive variant, i.e., O 2 | no − wait| C max , in which the jobs must

isit both machines, is also known to be strongly NP -hard ( Sahni 

 Cho, 1979 ). Gonzalez (1982) later showed that the problem 

ith an arbitrary number of machines, i.e., O | no − wait| C max , 

s strongly NP -hard even if all the non-zero operations have 

dentical positive processing times. They proved that for the 

wo-machine case if all the jobs go through both machines and 

ll the operations are identical, the problem is, however, trivial. 

rucker et al. (1993) showed that the no-wait UET open-shop 

an be transformed to the m identical parallel-machine prob- 

em, and used the transformation to prove the NP -hardness 

f O | UET , prec, no − wait| C max . They showed that the following

roblems are polynomially solvable: O | UET , r j , no − wait| C max ,

 | UET , tree, no − wait| C max , and O 2 | UET , prec, no − wait| C max .

idney and Sriskandarajah (1999) showed that the algorithm 

y Gilmore and Gomory (1964) , which optimally solves the 

wo-machine no-wait flow-shop problem in O (n log n ) time, has 

 tight bound of 3 
2 for the two-machine open-shop problem. 

anwalkar and Koulamas (2014) studied the proportionate pro- 

essing times in the two-machine problem. They showed that 

 2 | p i j = p j , no − wait| C max and O 2 | p i j = p j + s i , no − wait| C max 

an be solved in O (n log n ) time, where s i is a machine-specific

etup time. In addition, they significantly improved the exhaustive 

numeration effort s required for problems O 2 | no − wait| C max and 

 2 | p i j = 

p j 
v i 

, no − wait| C max , where v i ≥ 1 is the speed of machine

 . 

In regard to producing schedules, the B&B algorithm by Liaw, 

heng, and Chen (2005) optimally solves small instances of the 

wo-machine no-wait problem. Their heuristic algorithm that has 

n O (n 3 ) running time is able to solve larger instances. Naderi 

nd Zandieh (2014) proposed three mixed-integer linear programs 

or the no-wait problem. To overcome the limitation of the well- 

nown permutation and rank matrix encodings for the open- 

hop scheduling problem, which likely generate infeasible solu- 

ions for the no-wait problem, they proposed a new encoding 
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cheme. They also proposed the meta-heuristic algorithms of VNS 

nd GA. 

Recall that in the no-wait no-idle environment, each job is pro- 

essed with no delay between its operations and each machine 

rocesses the operations with no idle time. The no-wait no-idle is 

lso known as “compact” scheduling. Giaro, Rubale, and Malafiejski 

1999) studied the no-wait no-idle open-shop with zero-one time 

perations. They showed that the problem is equivalent to the 

trongly NP -hard colouring problem in a bipartite graph. They also 

roved that there is no approximation algorithm for the problem 

ith a ratio better than 

6 
5 , unless P = NP . Giaro (2001) showed

hat the decision problem as to whether a compact schedule ex- 

sts for the two-machine open-shop is strongly NP -complete. They 

roved that the no-wait no-idle open-shop with an arbitrary num- 

er of machines is NP -hard when the scheduling graph is a path 

r cycle. Note that the scheduling graph is constructed as a sim- 

le bipartite graph where the jobs and machines represent the 

ertices of the two partitions, and the operations are represented 

y the edges connecting the jobs and machines. Also, the no-wait 

o-idle open-shop with two machines on a tree, i.e., the schedul- 

ng graph is a tree, is NP -hard, and that with an arbitrary num- 

er of machines is strongly NP -hard ( Giaro, 2001 ). A linear-time 

-approximation algorithm has been presented for the latter prob- 

em ( Giaro, 2001 ). The general no-wait no-idle open-shop schedul- 

ng problem with two machines is known to be strongly NP -hard 

 Billaut, Della Croce, Salassa, & Tkindt, 2019 ). 

In the blocking open-shop scheduling problem, there is no in- 

ermediate storage between the machines. Yao, Soewandi, and El- 

aghraby (20 0 0) argued that the two-machine blocking open- 

hop is essentially the two-machine no-wait open-shop, be- 

ause a schedule for the former can be converted to a sched- 

le for the latter with the same makespan. They evaluated the 

erformance of several heuristics for the two-machine blocking 

pen-shop problem: The algorithm by Sidney and Sriskandarajah 

1999) , two heuristics for the matching problem, and a random 

earch algorithm. They concluded that the random search heuris- 

ic outperforms the others. Meja, Caballero-Villalobos, and Mon- 

oya (2018) studied the open-shop setting in which there are no 

uffers between the machines, so blocking may occur. They mod- 

lled the problem as a Petri net, which is a directed bipartite 

raph widely used to model discrete-event systems, and proposed 

 graph search algorithm. The graph search algorithm systemati- 

ally explores the edges of the graph in order to find the mini- 

um path. Table 11 summarizes the major studies considering the 

o-wait, no-idle, and blocking settings. 

. Non-classical job settings in the open-shop scheduling 

roblem 

After reviewing the non-classical resource settings in Section 3 , 

n this section we review the open-shop scheduling problem in the 

on-classical settings and with constraints on the jobs, e.g., the 

recedence constraint, and assumptions on the jobs’ release and 

rocessing times. We also review the problems with job batching 

nd rejection. 

.1. Precedence constraint 

The precedence constraint stipulates that a job or an operation 

an be executed only if all of its predecessors have already com- 

leted their execution. The open-shop scheduling problem with 

ET operations and the precedence constraint has been studied in 

he literature. For example, Bräsel, Kluge, and Werner (1994) pre- 

ented an O (mn ) algorithm for the open-shop problem with UET 

obs (denoted as O | UET , tree | C max ) where the precedence relations

mong the jobs follow a tree, i.e., if job j precedes job j ′ , the
415 
ast operation of job j must be completed before the first oper- 

tion of job j ′ . They also presented a polynomial-time algorithm 

o solve the problem where the precedence constraints follow a 

eneral (arbitrary) form (denoted as O 2 | UET , prec| C max ) ( Bräsel,

luge, & Werner, 1996 ). Coffman and Timkovsky (2002) stud- 

ed the “ideal” schedules in which the objective includes simul- 

aneously minimizing the maximum and total completion time 

or flow time) of the jobs. For the two-machine case, they 

howed that the ideal schedule for O 2 | prec, r j , UET | C max , 
∑ 

C j and

 2 | no − wait, prec, r j , UET | C max , 
∑ 

C j can be obtained polynomi-

lly by an extension of Coffman Jr and Graham (1972) ’s algo- 

ithm. Chen, Goebel, Lin, Su, and Zhang (2020) presented an 

 (n 2 ) -time (2 − 2 
m 

) -approximation algorithm for the m -machine 

pen-shop with UET jobs and a general precedence constraint, 

.e., Om | prec, UET | C max , m ≥ 3 . Nonetheless, the complexity of the

roblem is still open even for m = 3 (see, e.g., Prot & Bellenguez-

orineau, 2018 ). 

Shafransky and Strusevich (1998) considered the precedence 

onstraint in the form of a given sequence of jobs’ operations on 

nly one of the machines (denoted as GS(1) in Table 12 ). They 

howed that even though the preemptive case of the problem is 

olvable in O (n ) time for an arbitrary number of machines, the 

eneral case is strongly NP -hard for an arbitrary number of ma- 

hines. They proved, however, that it is ordinary NP -hard if there 

re two machines, and proposed a pseudo-polynomial time dy- 

amic program and used it to construct an FPTAS. They also de- 

igned a heuristic algorithm with a worst ratio of 5 
4 . Table 12 sum- 

arizes the major studies on the open-shop scheduling problem 

ith the precedence constraint. 

.2. Batch processing and setup time 

There are a number of studies that consider processing the jobs 

n batches, setup time, and their combination, which we review in 

his section. 

Strusevich (1993) studied the two-machine open-shop schedul- 

ng problem where each operation has three stages, namely setup, 

rocessing, and removal. The setup stage of an operation can only 

e started if the removal stage of the preceding operation is com- 

leted. The processing stages of a job cannot be performed si- 

ultaneously; however, the other stages can overlap. They pro- 

osed an algorithm based on the one by Gonzalez and Sahni 

1976) that solves the problem in O (n ) time. In the two-machine 

pen-shop problem considered by Glass, Shafransky, and Struse- 

ich (20 0 0) , the setup stages of the operations are performed by 

 single server that is different from the processing machines. 

he problem is denoted as O 2 , S|| C max and they proved that it is

trongly NP -hard. They showed that even the no-wait version of 

he problem is NP -hard. Mosheiov and Oron (2008) studied the 

 -machine open-shop with identical processing times and identi- 

al setup times, i.e., p i j = p, s i j = s, ∀ j ∈ N, ∀ i ∈ M, to minimize the

akespan and the flow time. They proposed an O (n ) -time heuris- 

ic for the former problem and a constant time algorithm based on 

he number of batches for the latter problem. Roshanaei, Esfehani, 

nd Zandieh (2010) considered the general sequence-dependent 

etup time in the m -machine setting. They adapted two dispatch- 

ng rules-based heuristics provided by Pinedo (2016) and Liaw 

1998) . They also proposed several heuristics, including a multi- 

eighbourhood search SA algorithm, and hybridization of SA and 

ocal search. Their multi-neighborhood search SA performs bet- 

er than pure SA, VNS, and the GA of Senthilkumar and Sha- 

abudeen (2006) . The setup times and travel times between the 

achines were investigated in an open-shop setting proposed by 

ejía and Yuraszeck (2020) . The solution method includes a VNS 

eta-heuristic algorithm. 
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Table 11 

Summary of the studies considering the no-wait, no-idle, and blocking settings. 

Problem Complexity and solution method Reference 

O 2 | no − wait| C max Strongly NP-hard Hall and Sriskandarajah (1996) ; Strusevich (1991) 

O 2 | no − wait| C max Strongly NP-hard when jobs must visit both 

machines 

Sahni and Cho (1979) 

The algorithm by Gilmore and Gomory (1964) 

has a tight bound of 3 
2 

Sidney and Sriskandarajah (1999) 

Heuristics Yao et al. (2000) 

B&B Liaw et al. (2005) 

O 2 | no − wait| C max Polynomial when all non-zero operations 

have equal length and jobs must visit both 

machines 

Gonzalez (1982) 

O 2 | p i j = p j , no − wait| C max O (n log n ) , result holds for the case of 

p i j = p j + s i as well 

Panwalkar and Koulamas (2014) 

O | no − wait| C max Strongly NP-hard even if all non-zero 

operations have equal length 

Gonzalez (1982) 

MILP, VNS and GA Naderi and Zandieh (2014) 

O | UET, prec, no − wait| C max NP-hard Brucker et al. (1993) 

O | UET, r j , no − wait| C max Polynomial Brucker et al. (1993) 

O | UET, tree, no − wait| C max Polynomial Brucker et al. (1993) 

O 2 | UET, prec, no − wait| C max Polynomial Brucker et al. (1993) 

O 2 | no − idle, no − wait| C max Ordinary NP-hard if the scheduling graph is a 

tree, 2-approximation algorithm 

Giaro (2001) 

Strongly NP-hard Billaut et al. (2019) 

O | p i j ∈ { 0 , 1 } , no − idle, no − wait| C max Strongly NP-hard, inapproximable within 

factor of 6 
5 

unless P = NP

Giaro et al. (1999) 

O | no − idle, no − wait| C max Strongly NP-hard if the scheduling graph is a 

tree, 2-approximation algorithm, NP-hard 

when the scheduling graph is a path or cycle 

Giaro (2001) 

O 2 , S| no − wait| C max NP-hard Glass et al. (2000) 

Table 12 

Summary of results for problems with the precedence constraint. 

Problem Complexity and solution method Reference 

O | UET, tree | C max O (nm ) Bräsel et al. (1994) 

O 2 | UET, prec| C max Polynomial Bräsel et al. (1996) 

O 2 | prec, r j , UET | C max 

∑ 

C j Polynomial Coffman and Timkovsky (2002) 

O 2 | nowait, prec, r j , UET | C max 

∑ 

C j Polynomial Coffman and Timkovsky (2002) 

Om | prec, UET | C max , m ≥ 3 O (n 2 ) -time (2 − 2 
m 

) -approximation algorithm Chen et al. (2020) 

O 2 | GS(1) | C max Ordinary NP-hard, 5 
4 

-approximation algorithm, FPTAS Shafransky and Strusevich (1998) 

O | GS(1) | C max Strongly NP-hard Shafransky and Strusevich (1998) 

O | GS(1) , prmp| C max Polynomially solvable in O (n ) Shafransky and Strusevich (1998) 
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Glass, Potts, and Strusevich (2001) investigated batching and se- 

uencing in the two-machine open-shop. Batching refers to form- 

ng batches of jobs to be processed together, while sequencing 

efers to determining the order in which the batches are processed. 

hey proved that there exists an optimal schedule with at most 

hree consistent batches, where the batches are consistent if they 

re identical on the two machines. They also showed that if the 

ptimal schedule consists of a single batch, then the schedule can 

e easily obtained. In addition, the case with two batches has been 

hown to be ordinary NP -hard because it is pseudo-polynomially 

olvable, and the case with three batches has been conjectured 

ot to be easier than the case with two batches. However, it is 

ow known that the algorithm by Gribkovskaia, Lee, Strusevich, 

nd de Werra (2006) , which is based on the work by de Werra

1989) for the generic two-machine open-shop problem, delivers 

n optimal schedule in O (n ) time if the optimal schedule con- 

ists of three consistent batches. To conclude, the problem can be 

olved in linear time if one or three consistent batches are in the 

ptimal schedule, while it is NP -hard if there are two consistent 

atches. We note that the schedules with more than three batches 

eed not be considered because Glass et al. (2001) has showed 

hat an optimal schedule with at most three consistent batches 

lways exits. Potts, Strusevich, and Tautenhahn (2001) extended 

he work of Glass et al. (2001) and studied the two-machine 

pen-shop where the processing time of a batch is the maximum 

f the processing times of the operations in the batch, denoted 
416 
s “max-batch”, and the number of jobs in a batch on the ma- 

hines is bounded above by k 1 and k 2 , respectively. The prob- 

em is denoted as O 2 | max − batch, b 1 = k 1 , b 2 = k 2 | C max , where b i 
enotes the maximum number of jobs in a batch on machine i . 

hey showed that if k 1 = k 2 = k, the problem is ordinary NP -hard,

s it can be pseudo-polynomially solved by a dynamic program. 

hormali, Mirzazadeh, and Faez (2012) considered the parallel- 

atching constraint and non-identical jobs: The jobs in a batch are 

rocessed simultaneously and they have different processing times. 

hey proposed heuristics, including an SA and a GA. Batch schedul- 

ng with UET operations and machine-dependent setup times was 

nvestigated by Mor, Mosheiov, and Oron (2012) . They showed that 

he equal allocation policy, i.e., assigning an identical number of 

obs to the batches is optimal for the two- and three-machine 

roblems. While the equal allocation policy may not necessarily be 

ptimal for problems with more than three machines, the policy 

till delivers good quality schedules. 

In manufacturing systems jobs might be grouped according to 

heir processing similarities and characteristics, and are processed 

n groups. This modelling is conceptually very similar to batch 

rocessing and is called “group technology” (GT). Ben-Arieh and 

ror are the first to expand GT to open-shop scheduling ( Ben- 

rieh & Dror, 1989; 1991 ). They proposed a two-phase algorithm 

n which the jobs are first grouped and then scheduled. In the 

wo-machine open-shop with family setup times investigated by 

leinau (1993) , the jobs are partitioned into groups and setup 
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Table 13 

Summary of studies with batch processing and setup times. 

Problem Complexity and solution method Reference 

O 2 | batch ( family ) setup| C max NP-hard Kleinau (1993) 

O 2 | batch ( family ) setup| C max 
6 
5 

-approximation algorithm Billaut et al. (2008) 

O 2 | sum − batch | C max NP-hard, FPTAS Glass et al. (2001) 

O 2 | max − batch, b 1 = 1 , b 2 = 2 | C max O (n log n ) Potts et al. (2001) 

O 2 | max − batch, b 1 = 1 , b 2 = k | C max O (n k (k −1) ) Potts et al. (2001) 

O 2 | max − batch, b 1 = k, b 2 = n | C max NP-hard (for fixed k and k ≥ 1 ) Potts et al. (2001) 

O 2 | max − batch, b 1 = 1 , b 2 = n | C max O (n 3 
∑ n 

j=1 p 1 j ) Potts et al. (2001) 

O 2 | max − batch, b 1 = k, b 2 = n | C max O (n 4 k 4 ( 
∑ n 

j=1 p 1 j ) 
2 ) Potts et al. (2001) 

O 2 | max − batch, b 1 = n, b 2 = n | C max O (n ) Potts et al. (2001) 

O 2 | s f = 0 , p 1 j = p 2 j | C max NP-hard Blazewicz and Kovalyov (2002) 

O 2 , S|| C max Strongly NP-hard Glass et al. (2000) 

O 2 | G (2 , 2) | C max NP-hard Glass et al. (2001) 

O 2 | G (3 , 3) | C max O (n ) Esswein et al. (2005) 
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l  
imes do not occur between jobs of the same group. However, 

he setup time arises when a machine switches from process- 

ng a job of one group to a job of another group. The prob-

em is denoted as O 2 | bat ch set up| C max and was shown to be NP -

ard. Kleinau (1993) presented several polynomially solvable cases. 

ater, Strusevich (20 0 0) proposed a linear-time 5 
4 -approximation 

lgorithm for the same problem, and Billaut, Gribkovskaia, and 

trusevich (2008) showed that to obtain the optimal solution for 

he problem, a group should not be split more than once. They 

pplied this observation and designed a heuristic with a worst- 

ase performance ratio of 6 
5 and showed that the bound is tight. 

lazewicz and Kovalyov (2002) studied the two-machine with at 

east two groups such that processing of a group incurs a setup 

ime s f , which is neither sequence nor machine dependent. They 

howed that the problem to minimize the makespan is NP -hard 

ven if there is no setup time, and p 1 j = p 2 j , ∀ j ∈ N, i.e., O 2 | s f =
 , p 1 j = p 2 j | C max . The two-machine open-shop with two conflict-

ng criteria of flexibility and makespan investigated by Esswein, 

illaut, and Strusevich (2005) aims to find a schedule with the 

mallest makespan among the schedules with k consistent se- 

uential groups on each machine. The problem is denoted as 

 2 | G (k 1 , k 2 ) | C max , where G (k 1 , k 2 ) implies that there are at most

 1 ( k 2 ) groups on machine 1 (2). Problem O 2 | G (2 , 2) | C max is NP -

ard due to Glass et al. (2001) ; however, if there exists job j such

hat p 1 j + p 2 j ≥ max { l 1 , l 2 } , i.e., the total processing time of job j

n both machines is greater than the maximum load of the ma- 

hines, the linear-time algorithm by de Werra (1989) was shown 

o be optimal ( Esswein et al., 2005 ). Otherwise, the algorithm pro- 

uces an optimal schedule for problem O 2 | G (3 , 3) | C max . Table 13

ummarizes the major studies considering batch processing and 

etup times. 

.3. Rejection 

Rejection occurs when the scheduler is allowed to reject some 

obs for execution, typically by incurring a penalty. Hoogeveen, 

kutella, and Woeginger (2003) investigated the preemptive open- 

hop scheduling problem with job rejection. The objective func- 

ion is to minimize the makespan of the accepted jobs plus the 

otal rejection cost of the rejected jobs, dented as R jct . Even the 

wo-machine problem, i.e., O 2 | prmp| C max + R jct, is ordinary NP -

ard, but for problem Om | prmp| C max + R jct, a pseudo-polynomial 

ynamic program and an FPTAS when the number of machines is 

xed exist ( Hoogeveen et al., 2003 ). When the number of machines 

s part of the input, i.e., problem O | prmp| C max + R jct, Hoogeveen

t al. (2003) showed that it is strongly NP -hard and gave a 1.58- 

pproximation algorithm. 

Shabtay, Gaspar, and Kaspi (2013) posed the question as 

o whether the non-preemptive variant of the problem, i.e., 

 2 || C max + R jct, is polynomially solvable. To answer the question, 
417 
hang, Lu, and Yuan (2016) showed that it is indeed ordinary NP - 

ard, even for certain special cases. These special cases include 

dentical processing times on the first (second) machine, i.e., p 1 j = 

p ( p 2 j = p), and identical rejection cost, i.e., e j = e, where e j is the

ejection cost of job j, and p > 0 and e > 0 are constants. They pro-

osed a pseudo-polynomial time dynamic program for the problem 

nd an FPTAS algorithm with O ( n 
6 

ε 2 
) time complexity. In addition, 

hey showed that the 2-approximation algorithm by Shabtay and 

asper (2012) for the flow-shop setting is also valid for its open- 

hop counterpart. 

Koulamas and Panwalkar (2015) studied the two-machine prob- 

em of selecting a subset of jobs with a given cardinality to mini- 

ize the makespan. The problem is denoted as O 2 | k jobs | C max . For

 given k = 1 , . . . , n, the problem consists of selecting the best sub-

et of k jobs from the set of n jobs. The problem is ordinary NP -

ard because the similar problem to minimize the number of tardy 

obs is ordinary NP -hard ( Józefowska, Jurisch, & Kubiak, 1994 ). 

oulamas and Panwalkar (2015) proposed an O (n 2 ) algorithm to 

olve O 2 | k jobs, M 1 = M max | C max , where machine 1 is the maximal.

able 14 summarizes the the major studies considering rejection. 

.4. Release time and on-line scheduling 

A realistic assumption for scheduling problems is that all the 

obs may not be available at time 0, but at different times known 

s the release times. The release time of job j is denoted by 

 j . Typically, the problem with release times is more challenging 

han its counterpart without release times. For example, ( Graham 

t al., 1979; Lawler, Lenstra, & Rinnooy Kan, 1981 ) have shown that 

he non-preemptive two-machine open-shop with release times is 

trongly NP -hard. 

Cho and Sahni (1981) obtained feasible schedules for the pre- 

mptive open-shop scheduling problem with two distinct release 

imes and identical due-dates for all the jobs, denoted as O | r j ∈
 r 1 , r 2 } , d j = d, prmp|−. Here, the common deadline d is the time

y which all the operations of the jobs must be completed. They 

ransformed the problem to an instance of the network flow prob- 

em with upper and lower bounds on the edges, and proposed 

n O (n 3 + m 

4 ) solution algorithm, where n ≥ m and m > 2 . Zhan,

hong, and Zhu (2011) provided another network flow formula- 

ion of the preemptive open-shop scheduling problem with release 

imes and applied the maximum flow algorithm to solve it. Two 

istinct release times in the two-machine preemptive problem was 

nvestigated by Lu and Posner (1993) : Some jobs have zero re- 

ease times while the other jobs have a positive common release 

ime. They developed an approach with an average-case complex- 

ty being polynomial in the number of jobs. Kubale (1997) stud- 

ed the zero-one m -machine open-shop problem with integer re- 

ease times and due-dates, i.e., O | p i j ∈ { 0 , 1 } , r j , d j ∈ Z 

+ | C max . They
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howed that the problem is NP -hard and proposed polynomial- 

ime algorithms to solve two special cases: All the operations 

ave UET, and at most m + n operations have UET. Considering 

he feasibility problem of the preemptive open-shop with general 

elease times and deadline, Sedeño-Noda, Alcaide, and González- 

artín (2006) proposed an O ( min { n, m } n 2 m ) -time network flow

lgorithm and the first strongly polynomial combinatorial algo- 

ithm to solve the feasibility problem, and Pinedo (1995) (see also 

inedo, 2016 ) showed that the optimization version of the prob- 

em can be solved with a linear program utilizing the process- 

ng times matrix. Chen, Huang, and Tang (2008) showed that any 

ense schedule provides a 7 
4 -approximation for the three-machine 

pen-shop with release times, i.e., O 3 | r j | C max (as stated in Section

 , the dense schedules are conjectured to have a 2 − 1 
m 

bound 

or the classical open-shop). They tightened the bound to 5 
3 for 

he two special cases where the processing times are machine- 

ndependent and where each job consists of at most two opera- 

ions. 

On-line scheduling differs from scheduling with release times 

n the sense that the data of the jobs (e.g., release times, process- 

ng times, etc.) are available only when the jobs arrive in the sys- 

em. The quality of an on-line algorithm is assessed by compar- 

ng its solution to the optimal solution of the off-line counterpart, 

nd is often referred to as the “competitive” ratio. An on-line al- 

orithm is called ρ-competitive if the objective value obtained by 

he on-line algorithm is at most ρ times that of an optimal off-line 

olution, for any instance of the problem ( Zhang & van de Velde, 

010a ). The competitive ratio ρ of an on-line algorithm is defined 

s C h /C ∗, where C h is the makespan obtained by the on-line algo-

ithm and C ∗ is the optimal makespan of the off-line problem over 

ll the instances. Bai and Tang (2013) proved that the dense sched- 

les are asymptotically optimal for both the off-line and on-line 

pen-shops with release times if the problem size is large enough. 

or both the off-line and on-line settings, they developed a heuris- 

ic that constructs the schedule based on combining the SPT dis- 

atching rule and the dense schedules. Their experiments showed 

hat such a dispatching rule-based heuristic obtains the optimal 

chedule when the number of jobs goes to infinity. 

Chen and Woeginger (1995) investigated on-line scheduling 

f the two-machine open-shop in both preemptive and non- 

reemptive settings. For the preemptive case, they proposed a 4 
3 - 

ompetitive algorithm and showed that no better ratio exists. For 

he non-preemptive setting, their algorithm has a worst-case ra- 

io of 1.875. In addition, they showed that no on-line algorithm 

as a better ratio than 

1 
2 (1 + 

√ 

5 ) ≈ 1 . 618 . The two- and three-

achine variants of the problem were investigated by Chen, Du, 

an, and Wen (2001) . In the preemptive three-machine setting, 

hey provided an algorithm with a best possible competitive ra- 

io of 27 
19 . In the non-preemptive two-machine setting, they only 

onsidered permutation schedules, in which the sequences of the 

obs on both machines are identical. They improved the results of 

hen and Woeginger (1995) and proposed a permutation algorithm 

ith a performance ratio of 1.848 and showed that the ratio of any 

uch algorithm is never less than 

(23 −2 
√ 

13 ) 
9 ≈ 1 . 754 . The study of 

iu, Chu, Xu, and Zheng (2010) on-line scheduling of the preemp- 

ive two-machine open-shop assumes that the processing times 

re bounded (although still unknown before the jobs arrive), i.e., 

 ≤ p i j ≤ k and k ≥ 1 is a constant. They proposed an on-line algo-

ithm with a competitive ratio of 5 k −1 
4 k 

and showed that it is opti- 

al, implying that no on-line algorithm with a smaller competitive 

atio exists. 

The on-line open-shop problem can be categorized into the 

lairvoyant and non-clairvoyant settings ( Chen et al., 1998 ). In the 

lairvoyant setting, the processing time of a job is known upon 

ts arrival, whereas in the non-clairvoyant setting, this is unknown 
T

418 
ntil the job is fully processed. Chen et al. (1998) presented a 
5 
4 -approximation algorithm for the preemptive clairvoyant variant, 

nd a greedy algorithm with a worst-case performance ratio of 3 
2 

or the non-preemptive clairvoyant variant, and for both preemp- 

ive and non-preemptive non-clairvoyant variants. They claimed 

hat generalization of their greedy algorithm to m ≥ 3 yields a 

orst-case performance ratio of 2 − 1 
m 

for all of the four aforemen- 

ioned variants. 

The on-line version of the two-machine open-shop problem 

ith minimal delays, i.e., O 2 | ̄L j , on − line | C max , was studied by

hang and van de Velde (2010a) . They proposed a greedy algo- 

ithm that produces non-delay schedules. They proved that the 

ompetitive ratio of the greedy algorithm is 2 and the bound is 

ight, and no on-line delay and non-delay algorithm performs any 

etter. In other words, the greedy algorithm is the best possible 

hoice for the problem. Zhang and van de Velde (2010a) also stud- 

ed the “semi on-line” version of the problem, where the partial 

nformation max { ̄L j } ≤ p min is available in advance. They showed 

hat the competitive ratio of the greedy algorithm is 5 
3 and the 

ound is tight, and no on-line non-delay algorithm has superior 

erformance. In addition, they showed that no on-line delay al- 

orithm has a competitive ratio better than 

√ 

2 . Zhang and van 

e Velde (2010b) proposed the first polynomial-time approxima- 

ion scheme (PTAS) for this class of problems if max { ̄L j } ≤ kp min 

or any constant k > 0 . Table 15 shows the results for the cases

ith release times and on-line scheduling. 

.5. Start time 

In this section we review studies that consider additional con- 

traints on the start times of the operations. de Werra, Mahadev, 

nd Peled (1993) studied the preemptive open-shop scheduling 

roblem with the additional constraint that some operations must 

e processed simultaneously through requiring that the start times 

f such operations are the same. They showed that the decision 

roblem is NP -complete. de Werra et al. (1993) and later de Werra 

nd Erschler (1996) proposed polynomial solution algorithms for 

pecial variants of the problem. Middendorf (1998) studied the 

wo-machine open-shop scheduling problem with “coordinated”

tart times, i.e., when one machine starts processing an operation, 

he other machine either has to be idle at that time or start pro- 

essing another operation. He showed that if the constraint is im- 

osed on both machines (instead of either of the machines), the 

roblem is polynomially solvable; however, it is NP -hard if the 

onstraint is imposed on either of the machines. In addition, he 

howed that the problem in the no-wait setting is NP -hard regard- 

ess of whether the constraint is imposed on either of the ma- 

hines or on both machines. There are situations where a pair 

f jobs cannot be performed at the same time, for which the 

isjunctive constraint can be imposed to model the correspond- 

ng scheduling problem. We refer the interested reader to Hassan, 

acem, Martin, and Osman (2018) for a branch-and-cut algorithm 

or the m -machine open-shop with disjunctive constraints. 

The execution of the jobs can also be overlapping. Here, the op- 

rations of a job can be processed simultaneously by more than 

ne machine. That is called “concurrent scheduling”. Wagneur and 

riskandarajah (1993) showed that, for any regular objective func- 

ion, the permutation schedules are dominant in the concurrent 

etting. They further showed that the schedule is immaterial for 

he objective function of minimizing the makespan. Grinshpoun 

t al. (2014, 2017) introduced the partial concurrent open-shop 

cheduling problem, which models the setting in which only sub- 

ets of jobs’ operations can be processed simultaneously. They 

howed that the problem is NP -hard even if one UET job ex- 

ts. They proposed a heuristic algorithm for the general problem. 

he partial concurrent open-shop problem with integral process- 
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Table 14 

Summary of studies with job rejection. 

Problem Complexity and solution method Reference 

O 2 | prmp| C max + R jct Ordinary NP-hard, FPTAS Hoogeveen et al. (2003) 

O | prmp| C max + R jct Strongly NP-hard, 1.58-approximation algorithm Hoogeveen et al. (2003) 

O 2 || C max + R jct Ordinary NP-hard, FPTAS with O ( n 
6 

ε 2 
) Zhang et al. (2016) 

O 2 | k jobs | C max Ordinary NP-hard Józefowska et al. (1994) 

O 2 | k jobs, M 1 = M max | C max O (n 2 ) Koulamas and Panwalkar (2015) 

Table 15 

Summary of studies with release times and on-line scheduling. 

Problem Complexity and solution method Reference 

O 2 | r j | C max Strongly NP-hard Graham et al. (1979) and Lawler et al. (1981) 

O 3 | r j | C max 
7 
4 

-approximation Chen et al. (2008) 

O 3 | p i j = p j , r j | C max 
5 
3 

-approximation, result holds for O 3 | r j | C max when 

each job consists of at most 2 operations 

Chen et al. (2008) 

O | p i j ∈ { 0 , 1 } , r j , d j | C max NP-hard Kubale (1997) 

O | UET, r j , d j | C max NP-hard, result holds when p i j ∈ { 0 , 1 } and the 

number of UET operations is at most m + n 

Kubale (1997) 

O 2 | r j ∈ { 0 , r} , d j = d, prmp| C max Polynomial algorithm Lu and Posner (1993) 

O | r j ∈ { r 1 , r 2 } , d j = d, prmp|− O (n 3 + m 

4 ) -algorithm, where n ≥ m and m > 2 Cho and Sahni (1981) 

O | r j , d j , prmp|− O ( min { n, m } n 2 m ) -time network flow algorithm Sedeño-Noda et al. (2006) 

O | r j , d j , prmp| C max LP Pinedo (1995) 

Strongly polynomial algorithm Sedeño-Noda et al. (2006) 

O | r j , prmp| C max MILP Zhan et al. (2011) 

O | on − line | C max 1.875-competitive algorithm Chen and Woeginger (1995) 

O | on − line, prmp| C max 
4 
3 

-competitive algorithm Chen and Woeginger (1995) 

O 2 | on − line | C max 1.848-competitive permutation algorithm Chen et al. (2001) 

O 3 | on − line, prmp| C max 1.754-competitive algorithm Chen et al. (2001) 

O | on − l ine, cl airv oyant| C max 
5 
4 

-approximation algorithm Chen et al. (1998) 

O | on − line, non − clairv oyant| C max 
3 
2 

-approximation algorithm, result holds for 

preemptive case as well, in both clairvoyant and 

non-clairvoyant settings 

Chen et al. (1998) 

O 2 | on − line, 1 ≤ p i j ≤ k, prmp| C max 
5 k −1 

4 k 
-competitive algorithm Liu et al. (2010) 

O | on − line, r j | C max Heuristic Bai and Tang (2013) 

O 2 | ̄L j , on − line | C max 2-competitive algorithm, 5 
3 

-competitive for the semi 

on-line case with max { ̄L j } ≤ p min 

Zhang and van de Velde (2010a) 

O 2 | max { ̄L j } ≤ kp min , on − line | C max PTAS Zhang and van de Velde (2010b) 

Table 16 

Summary of studies with start time constraints. 

Problem Complexity and solution method Reference 

O 2 | coordinated machines | C max Polynomial, becomes NP-hard if only one machine is coordinated Middendorf (1998) 

O 2 | no − wait, coordinated machines | C max NP-hard, remains NP-hard even if only one machine is coordinated Middendorf (1998) 

O | d is j uncti v e constraint| C max ILP, branch-and-cut Hassan et al. (2018) 

O | conc| C max Polynomial Wagneur and Sriskandarajah (1993) 

O | UET, n = 1 , p − conc| C max NP-hard Grinshpoun et al. (2014) 

Heuristic Grinshpoun, Ilani, and Shufan (2017) 

O | UET, p − conc, prmp| C max NP-hard, polynomial if conflict graph is a perfect graph Ilani et al. (2017) 

O | UET, p − conc, prmp, res | C max Optimal with two resources Ilani et al. (2018) 
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ng times, UET operations, and preemption at integral time points 

s showed, by Ilani, Shufan, and Grinshpoun (2017) , to be equiv- 

lent to the NP -hard set-colouring problem (also known as the 

raph multi-colouring problem, see Caramia & Dell’Olmo, 2001 ). 

hey investigated the polynomially solvable cases and proposed 

 constructive heuristic algorithm for the case with uniform jobs, 

.e., all the jobs have the same processing time and conflict graph. 

he preemptive variant of the original problem with limited re- 

ources was studied by Ilani, Grinshpoun, and Shufan (2018) . They 

roposed an algorithm that is optimal for some special cases that 

onsist of two resources. 

Table 16 shows the results for cases with start time constraints. 

.6. Processing time 

Various forms of the processing times for the jobs’ opera- 

ions have been considered in the literature, e.g., known and un- 

nown processing times, as well as variable processing times. In 
419 
he route-dependent open-shop scheduling problem, the process- 

ng times of a job’s operations depend on the route on which the 

ob passes through the machines. Adiri and Amit (1983) inves- 

igated the two-machine route-dependent open-shop scheduling 

roblem, denoted as O 2 | RD | C max , where RD stands for route de-

endency. They showed that the problem is ordinary NP -hard and, 

or the case where one machine dominates the other, they pro- 

osed an O (n ) solution algorithm. Strusevich, Van De Waart, and 

ekker (1999) also proposed a 3 
2 -approximation algorithm for the 

roblem that runs in O (n 2 ) and showed that the bound is tight. 

The majority of scheduling studies assume that the job process- 

ng or operation times are constant and known a priori . However, 

here are studies that consider scheduling with variable process- 

ng or operation times. For example, Kononov and Gawiejnowicz 

2001) studied the two- and three-machine open-shop with both 

imple and general linear deteriorating jobs. Here, the process- 

ng time of a job depends on its start time. They showed that 

he two-machine problem with general linear deterioration, i.e., 
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 2 | p i j = αi j + βi j t| C max , is NP -hard, where t is the job’s start time,

nd αi j and βi j are the basic processing time and the deteriora- 

ion rate of job j on machine i . They also showed that the three-

achine problem with simple linear deterioration, i.e., p i j = βi j t is 

rdinary NP -hard even if the jobs have equal deterioration rates on 

ne of the machines. Mosheiov (2002) and Li (2011) also studied 

imple linear deterioration. Mosheiov (2002) proposed an O (n ) al- 

orithm for O 2 | p i j = βi j t| C max and showed that the problem with

hree or more machines is NP -hard. Li (2011) studied a different 

ariant of the two-machine open-shop with simple linear deteri- 

ration, where one of the machines is a non-bottleneck and has 

nfinite capacity. The problem is denoted as O 2 | NB, p i j = βi j t| C max ,

here NB indicates one of the machines is a non-bottleneck. They 

roposed an O (n 2 
∑ n 

j=1 log (1 + β j ) /ε) -time FPTAS, where β j is the 

eteriorating rate of job j on the machine with finite capacity. 

The uncertainty of the processing times can be addressed by 

tochastic models, in which random variables are used to model 

he random attributes such as processing times, due-dates, ma- 

hine breakdowns etc. The scheduler aims to determine the order 

o process the jobs on the machines so that the expected value of 

 performance criterion, e.g., makespan, is optimized. In this con- 

ext, the priority rule used by the scheduler to generate a sequence 

order) of the jobs for processing on the machines is called a “pol- 

cy”. A policy is classified into “static” and “dynamic”, based on 

he amount of information available to the scheduler. If the list 

f the jobs is provided at the beginning of the planning horizon, 

he policy is referred to as static, whereas it is called dynamic 

f new information is available at any moment and the scheduler 

ay then update the remaining schedule accordingly. Several stud- 

es have attempted to find the optimal dynamic policy for min- 

mizing the expected makespan. Here, almost all studies consider 

he two-machine open-shop. Emmons (1973) was the first to study 

he two-machine open-shop with identical jobs, where the pro- 

essing time of each job’s operation is an independent and iden- 

ically distributed (iid) random variable that follows the exponen- 

ial distribution with parameters λ and μ, due to the different 

peeds of the machines. They considered the policy under which 

he scheduler is not allowed to preempt and always gives priority 

o the jobs that have not yet received processing on either ma- 

hine, which is known as the “longest expected remaining pro- 

essing time” (LERPT) first policy. By using LERPT, they obtained a 

losed form expression for the expected makespan. An important 

nd popular policy, LERPT has attracted much research attention. 

or example, Pinedo and Ross (1982) showed that (1) LERPT min- 

mizes the expected makespan for both the preemptive and non- 

reemptive two-machine open-shop where the processing times 

f the jobs on the machines are statistically independent and fol- 

ow the exponential distribution with the rate μ j , i.e., O 2 | p i j ∼
xp (μ j ) | E(C max ) , and different machine speeds, (2) LERPT mini- 

izes the expected makespan when preemption is not allowed 

nd the distribution of the processing times is “new better than 

sed” (NBU), i.e., O 2 | p i j ∼ �k | E(C max ) , where �k (t ′ + t) / �k (t) ≥
k (t ) , ∀ t , t ′ ≥ 0 , k = 1 , 2 , and (3) LERPT is the optimal policy when

he job processing times on both machines are identical following 

he distribution � and preemption is not allowed. LERPT was also 

hown to minimize the expected makespan for the two-machine 

pen-shop with identical jobs where the job arrivals and process- 

ng times follow the Poisson and exponential distributions, respec- 

ively ( Chung & Mohanty, 1988 ). Righter (1997) showed that LERPT 

inimizes the expected makespan in certain preemptive and non- 

reemptive settings in the two-machine open-shop with the re- 

triction that some jobs are processed on both machines and the 

emaining ones are processed only on one machine. 

Some studies extended the aforementioned models. For ex- 

mple, Pinedo and Weber (1984) provided several bounds on 

he expected makespan for the two-machine open-shop under 
420 
arious distributions for the job processing times, and Frostig 

1991) proved that for the two-machine open-shop where the pro- 

essing times on a machine are iid random variables with the 

xponential distribution, the optimal static policy for minimizing 

he makespan includes assigning an equal number of jobs to be 

rst processed by either machine. For the m -machine open-shop 

ith random processing times, Koryakin (2003) showed that for a 

xed m and an increasing number of jobs, if distribution �i j sat- 

sfies several conditions, then the Sevast’yanov (1995) ’s algorithm 

lmost always constructs an optimal schedule. Alcaide, Rodriguez- 

onzalez, and Sicilia (2005) studied a stochastic open-shop subject 

o random machine breakdowns, where the remaining processing 

imes of the preempted jobs are also random variables. They pro- 

osed a heuristic to minimize the expected makespan by solving 

 sequence of stochastic open-shop problems without breakdowns. 

t every point in time, the heuristic only takes into account all the 

vailable information up to that point. 

The concept of “pliability” for jobs, introduced by Knust, 

hakhlevich, Waldherr, and Weiß (2019) , means that the total pro- 

essing time of a job’s operations is given, while the actual pro- 

essing time of an operations is a decision variable to be decided 

y the scheduler. They presented three types of pliability: (1) un- 

estricted, denoted by plbl, under which the processing time of a 

ob’s operation must be less than or equal to the total processing 

ime of the job, (2) restricted with a common lower bound, de- 

oted by plbl( p ) , under which the processing time of a job’s op- 

ration must be at least greater than or equal to the given mini- 

um length p , e.g., the minimum length of an operation must be 

t least two time units, and (3) restricted, i.e., plbl( p 
i j 
, p̄ i j ) , under

hich each operation has its own lower and upper bounds p 
i j 

and 

p̄ i j . They analyzed the complexity status of open-shop with un- 

estricted and restricted pliable jobs and obtained the results re- 

orted in Table 17 . 

. Future research directions 

In this section, we highlight the main open problems, as well 

s potential areas for future research on the open-shop scheduling 

roblem, which we discussed in detail in the previous sections. 

Related to the general structure of the open-shop schedul- 

ng problem, we highlight two themes. The first theme refers to 

he basic assumption that the jobs visit each machine only once. 

his assumption may not hold in certain real-world applications. 

or example, the manufacturing setting called the re-entrant shop 

as jobs visiting certain machines more than once. Even though 

his setting was first observed in the electronic industry ( Graves, 

eal, Stefek, & Zeghmi, 1983 ) and has been extensively studied 

n the flow-shop and job-shop settings ever since (see, e.g., Pan 

 Chen, 2005; Wang, Sethi, & van de Velde, 1997 ), we are not

ware of any related study in the open-shop environment. The sec- 

nd theme focuses on the coupled task scheduling problem within 

he open-shop. Recently, the coupled task scheduling problem was 

ntroduced in the open-shop setting ( Ageev, 2018 ) and, as such, 

t is still in the early stage of development. Given the recently 

merging applications of the coupled task scheduling problem in 

he health care sector (see, e.g., Condotta and Shakhlevich (2014) , 

amé, Jouini, and Stal-Le Cardinal (2016) , and Khatami and Sale- 

ipour (2020a) , and the references therein), we believe further re- 

earch in this area is worthy. 

We detailed the available solution methods for the classical 

pen-shop scheduling problem, and discussed the state-of-the-art 

ethods that can optimally solve all the instances in the three 

ell-known benchmarks in a reasonable amount of time in Section 

.5 . It is noted that two benchmarks of Brucker et al. (1997) and

uéret and Prins (1999) include a maximum number of ten jobs 
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Table 17 

Summary of studies with processing time constraints. 

Problem Complexity and solution method Reference 

O 2 | RD | C max NP-hard Adiri and Amit (1983) 

O 2 | RD, p 1 ,min ≥ p 2 ,max | C max O (n ) Adiri and Amit (1983) 

O 2 | RD | C max 
3 
2 

-approximation algorithm Strusevich et al. (1999) 

O 2 | p i j = αi j + βi j t| C max (linear deterioration) NP-hard Kononov and Gawiejnowicz (2001) 

O 2 | p i j = βi j t| C max (simple linear deterioration) O (n ) Mosheiov (2002) 

O 3 | p i j = βi j t, β3 j = β| C max NP-hard Kononov and Gawiejnowicz (2001) 

O | p i j = βi j t| C max NP-hard Mosheiov (2002) 

O 2 | NB, p i j = βi j t| C max FPTAS Li (2011) 

O 2 | plbl| C max ( n ≤ m ) O (n ) Knust et al. (2019) 

O 2 | plbl( p ) | C max ( n ≤ m ) O (n ) Knust et al. (2019) 

O 2 | plbl( p 
i j 
, ̄p i j ) | C max ( n ≤ m ) O (n ) Knust et al. (2019) 

O | plbl| C max ( n ≤ m ) O (n ) Knust et al. (2019) 

O | plbl| C max ( n > m ) O (1) Knust et al. (2019) 

O | plbl( p ) | C max ( n > m ) O (1) Knust et al. (2019) 

O | plbl( p 
i j 
, ̄p i j ) | C max ( n ≤ m ) Strongly NP-hard Knust et al. (2019) 
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nd machines only. We therefore believe designing more challeng- 

ng instances is important. The new challenging instances may also 

ecessitate the development of advanced solution methods. 

With regard to the complexity of the problem, while com- 

lexity of the three-machine open-shop problem with two op- 

rations per job is still unknown (see Section 2.2 ), the conjec- 

ure by Drobouchevitch (2020) that the problem is polynomi- 

lly solvable by their proposed algorithm for the three-machine 

roblem with blocking is worth investigating. Regarding the ap- 

roximation algorithms for the classical open-shop with an arbi- 

rary number of machines ( O || C max ), albeit the greedy algorithm 

y Bárány and Fiala (1982) provides a worst-case performance ra- 

io of 2, its gap with the inapproximability result of Williamson 

t al. (1997) is still open. Furthermore, the vexing conjecture that 

he optimal solution for O || C max is at most 3 
2 larger than that 

f its preemption variant, i.e., O | pmtn | C max , remains unsettled, 

nd in the words of Woeginger (2005) “settling this conjecture 

ould mean a major breakthrough in the area”. While the strong 

P-hardness of O || C max ( m is an input) can be easily deduced

rom the seminal work of Williamson et al. (1997) , the strong 

P-hardness or pseudo-polynomial solvability of Om || C max for any 

xed m ≥ 3 has remained open since 1970s. Indeed, the complex- 

ty of Om || C max , m ≥ 3 can also shed lights on the existence of an

PTAS for the same problem, which is still an open question. Fi- 

ally in spite of all effort s, Chen and Strusevich (1993) ’s conjecture 

or the worst case ratio of greedy algorithm of Bárány and Fiala 

1982) for Om || C max , which is 2 − 1 
m 

, remains unsettled for m ≥ 9 .

nitiated by Sevast’yanov and Tchernykh (1998) , another interest- 

ng line of research includes finding the tightest ξ ∗ > 0 such that 

or any instance I, C max ∈ [ LB 0 (I) , ξ ∗LB 0 (I)] . Sevast’yanov and Tch-

rnykh (1998) showed that for O 3 || C max , ξ ∗ = 

4 
3 . For m > 3 , how-

ver, ξ ∗, and hence, those intervals are unknown. In addition, the 

onjecture by Sevast’yanov and Tchernykh (1998) that for any in- 

tance of Om || C max with an odd number of machines m, C max ∈
 LB 0 , ( 

3 
2 − 1 

2 m 

) LB 0 ] , and that the bound is tight are still open. An-

ther interesting question, which is still open after almost three 

ecades, is whether a given open-shop sequence is irreducible. 

he three conjectures by Andresen and Dhamala (2012) that 

e discussed in Section 2.2 may shed lights on resolving that 

roblem. 

Regarding the non-classical resource models, we suggest a 

umber of potential research themes. To the best of our knowl- 

dge, there is no published research on the open-shop schedul- 

ng problem with machine availability in the semi-resumable set- 

ing (see Section 3.1 ). We also note that despite effort s made by

reit et al. (20 01, 20 03) to provide constant ratio approximation 

lgorithms for two-machine problem under resumable and non- 
421 
esumable settings, it is still unknown whether these problems ad- 

it PTAS or FPTAS. We do not find any study considering the open- 

hop scheduling problem with more than two agents (see Section 

.2 ) either. So there is a research gap concerning multi-agent open- 

hop scheduling with resource considerations. Conducting research 

o fill this gap is of both theoretical and practical interests be- 

ause, in the multi-agent setting, each agent is interested in pro- 

essing a subset of the jobs, while all the jobs share the same 

esources and the agents need to compete to optimize their own 

erformance criteria ( Agnetis, Billaut, Gawiejnowicz, Pacciarelli, & 

oukhal, 2014 ). The research on renewable and non-renewable re- 

ources is very restricted, as we discussed in Section 3.3 , and there 

re problems, particularly with m > 3 , whose complexity are still 

pen. We refer the interested reader to Tautenhahn and Woegin- 

er (1997) for those open problems. 

The available studies on interstage transporters ( Section 3.4.1 ) 

re limited in many aspects. For example, only two machines were 

onsidered. Also, transporters are uncapacitated, whereas capaci- 

ated transporters have been considered for other shop scheduling 

ettings. For example, Kise, Shioyama, and Ibaraki (1991) studied 

he two-machine flow-shop scheduling problem with transporters 

hat only can transport one job at a time. Also, transporters are 

ssumed to be homogeneous (have the same speed). That assump- 

ion can be relaxed. Indeed, the heterogeneous transporters were 

tudied for other scheduling settings ( Ahmadi-Javid & Hooshangi- 

abrizi, 2017 ). We also believe that the study of blocking open- 

hops, which has been dominated by the case of no buffer or no 

ntermediate storage ( Section 3.5 ), can be extended into more re- 

listic cases with limited buffers between consecutive machines. 

We identify a number of research avenues in the non-classical 

ob settings. For example, the studies reported in Section 4.2 con- 

ider sequence-dependent setup times. We are not aware of any 

ublished research considering sequence-independent setup times 

or makespan minimization. Also, almost all the studies on batch 

rocessing deal with only two machines, showing a research gap 

or problems with more than two machines. The second av- 

nue lies in the area of time-dependent processing times (see 

ection 4.6 ). While a few studies consider time-dependent process- 

ng times due to job deterioration, there is no study considering 

ime-dependent processing times that follow the learning effect in 

hich the processing time of a job is a decreasing function of its 

tart time. While disruption management has been the subject of 

any studies in other shop scheduling models, we noticed that 

here is only little research conducted in the open-shop setting, 

.g., there is only one paper devoted to machine breakdown, sug- 

esting therefore a research gap for various machine breakdown 

ettings. 
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As a concluding remark, most of the effort s f or solving the 

roblems reviewed in Sections 3 and 4 are devoted to analyzing 

he complexity status, and that mainly for problems with a few 

achines. There are no solution algorithms for large instances of 

hose problems. 

. Concluding remarks 

It has been more than 40 years since the open-shop schedul- 

ng problem to minimize the makespan was first introduced to the 

cheduling community. While the early years witnessed only a few 

tudies on this topic, the majority of research has been developed 

n the last 30 years. In particular, there has been a considerable 

ncrease in research publications, both theoretical and practical, 

n the past few years, suggesting that open-shop scheduling is a 

hriving area of scheduling research that provides many opportuni- 

ies for fruitful research. This is further acknowledged by the large 

umber of papers published in the last decade which accounts for 

0% of articles in the past 40 years. We believe that our work pro-

ides a comprehensive and timely survey of research on open-shop 

cheduling, which can be a valuable resource for understanding the 

evelopment trajectory and guiding future research on the topic. 
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