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ABSTRACT
Off-policy learning has drawn huge attention in recommender sys-

tems (RS), which provides an opportunity for reinforcement learn-

ing to abandon the expensive online training. However, off-policy

learning from logged data suffers biases caused by the policy shift

between the target policy and the logging policy. Consequently,

most off-policy learning resorts to inverse propensity scoring (IPS)

which however tends to be over-fitted over exposed (or recom-

mended) items and thus fails to explore unexposed items.

In this paper, we propose meta graph enhanced off-policy learn-

ing (MGPolicy), which is the first recommendation model for cor-

recting the off-policy bias via contextual information. In particular,

we explicitly leverage rich semantics in meta graphs for user state

representation, and then train the candidate generation model to

promote an efficient search in the action space. Moreover, our MG-

policy is designed with counterfactual risk minimization, which

can correct policy learning bias and ultimately yield an effective

target policy to maximize the long-run rewards for the recommen-

dation. We extensively evaluate our method through a series of

simulations and large-scale real-world datasets, achieving favorable

results compared with state-of-the-art methods. Our code is cur-

rently available at https://www.dropbox.com/sh/9ugr1lx7gzwfub4/

AABY46hVG6qKJnGAWjRJZMFKa?dl=0
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1 INTRODUCTION
Recommender system (RS) has become prevalent in Web applica-

tions to help users seek preferred content frommassive information

provided [4, 19]. Traditional RS including collaborative filtering [20]

and knowledge-based systems [11] treat the recommendation as

a static process following a fixed greedy strategy [20, 22]. Tradi-

tional RS are static and can not adapt to the sequential nature of

user interaction with the system. Recently, Reinforcement Learn-

ing (RL) that learns the optimal target recommendation policy to

maximize long-term user satisfaction has drawn huge attention

in RS [2]. Particularly, RL-based recommendation trains an agent

(recommender) via online learning from real-time user interaction

trajectories. However, such online learning is infeasible in real RS

since it might harm user satisfaction and deteriorate the revenue

of the platform [1, 9]. Fortunately, off-policy learning emerges as a

favorable opportunity for policy optimization, which uses logged

user feedback instead of constructing expensive online interactive

environments [14, 24, 38].

To abandon the online training, as shown in Figure 1, the off-

policy learning needs to find an optimal target policy 𝜋𝜃 that maxi-

mizes users’ long-term satisfactions by given logged data collected

by the logging policy 𝜋0. Thus, the off-policy learning has to fun-

damentally address the counterfactual question: what the cumu-
lative reward (i.e., users’ feedback during a period) would be if a
new target policy had been deployed instead of the original logging
policy [32, 33]. Nevertheless, using the logged feedback data for

answering this counterfactual question is not easy, since the target

policy is different from the historical logging policy in the off-policy

setting [23, 26, 30, 31]. As shown in Figure 1, the two policies hold

different distributions while rare actions chosen by the target policy

https://www.dropbox.com/sh/9ugr1lx7gzwfub4/AABY46hVG6qKJnGAWjRJZMFKa?dl=0
https://www.dropbox.com/sh/9ugr1lx7gzwfub4/AABY46hVG6qKJnGAWjRJZMFKa?dl=0
https://doi.org/10.1145/3477495.3532021
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never appear in the original logging policy. Recent off-policy learn-

ing leverages inverse propensity score (IPS) [3, 23] to correct the

bias caused by the policy shift. These methods re-weight each sam-

ple via the propensity score, i.e., the probability ratio between the

target policy and the behavior policy, to get an unbiased empirical

risk minimization objective over the logged data.
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Figure 1: Off-policy learning for recommendation.

However, a certain amount of unexposed/unrecommended items

do not have any feedback (reward), which renders IPS to be over-

fitted and thus degrades the off-policy performance. For example, as

shown in Figure 1, compared with a large action space (e.g., items)

in a recommender system, actions taken by users are limited in a

deficiency action space due to the existence of biases (e.g., exposure

bias or selection bias) [21]. In such case, IPS tends to be over-fitted

to exposed/recommended items (actions), i.e., an earphone will

not be nominated in the target policy simply because it has never

appeared in the behavior logging policy, leading to the “poor gets

poorer” phenomenon [7].
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Figure 2: Toy example of inferring missing rewards from
meta graphs.

Fortunately, there exists rich real-world prior context informa-

tion available outside the recommender systems that are useful for

inferring the missing rewards of rare actions. We argue that the

higher-order dependencies of user/action attributes underlying the

meta graph [13] can deal with incomplete log data and empower

off-policy learning in the recommendation. Take an example shown

in Figure 2, we have a user 𝑢1 interacts with (𝑖1, 𝑖2, 𝑖3) but not with
(𝑖4, 𝑖5). As a result, it is impossible to learn cumulative rewards from

𝑢1 for a target policy that selects actions not included in the logged

data (i.e., 𝑖4, 𝑖5). However, we can infer the rewards of selecting 𝑖4
and 𝑖5 with the assistance of the meta graph 𝑔1 given in Figure 2.

Since 𝑢1 gives positive feedback to (𝑖2, 𝑖3), we can infer that the

user’s interest is related to both 𝑎1 and 𝑡1. Hence, the unobserved

action 𝑖4 with the same attributes 𝑎1 and 𝑡1 would be very likely

preferred by 𝑢1, thus can receive a positive reward (e.g., click) from

𝑢1. Moreover, since 𝑢1 gives negative feedback (e.g., not click) to 𝑖1
with 𝑎2 and 𝑡1, 𝑖5 possessing the same attributes would potentially

receive negative rewards from 𝑢1 as well. To this end, the posi-

tive/negative rewards of unexposed actions can be further inferred

by the context information learned from meta graphs.

In this work, we investigate how to correct off-policy biases

with the assistance of meta graphs and propose a novel end-to-end

off-policy learning framework, i.e., Meta graph enhanced off-policy
learning for recommendations (MGpolicy). To tackle the missing

reward information in policy learning, we design a novel meta

graph-based state representation learning that leverages the com-

plex semantics to aggregate context-aware actions for estimating

high-quality target policy. To handle the policy shift, we resort the

Counterfactual Risk Minimization (CRM) [31]. Unlike re-weighting

samples in conventional IPS-based correction methods, CRM di-

rectly minimizes an empirical risk estimated from the logged feed-

back data as it came from the true risk of the target policy, therefore

fundamentally removing the distribution mismatch between target

policy and logging policy. The contributions of our work can be

summarized as follows.

• To the best of our knowledge, we are the first to leverage

the contextual information in meta graphs and thus provide

high-quality target policy learning for correcting the bias in

off-policy recommendations.

• Our MGpolicy is designed with an efficient two-stage off-

policy gradient method including state representation stage

and candidate selection stage, which explicitly leverages

rich semantics in meta graphs for user state representation

and trains the candidate generation model to improve the

efficiency of action search.

• Based on the context-aware states representation, a coun-

terfactual risk minimization is designed for our MGpolicy

to achieve an unbiased policy that maximizes the long-run

rewards for the recommendation.

• Empirically, we generate an online environment via simula-

tors to carry out experiments on offline datasets. Extensive

results show that our methods outperform the state-of-the-

art methods.

2 RELATEDWORK
This work is closely related to two topics: off-policy recommenda-

tion and conventional HIN-enhanced recommendation.

2.1 Off-policy Learning for Recommendation
Reinforcement learning in recommendation usually abandons the

expensive online learning while trained with the logged feedback

data [1, 15, 23], i.e., the off-policy learning. The logging policy for

collecting the logged data share different distribution with the tar-

get policy, thus, many works rely on off-policy bias corrections to
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pursue an unbiased optimization. The first category of off-policy

learning is policy-based learning. Among them, POEM [31] uses

inverse propensity scoring (IPS) to correct the bias while Bandit-

Net [15] includes an additional self-normalization IPS (SNIPS). A

major limitation of these methods is that IPS is likely to be over-

fitted as rare actions have zero probability of being taken in RS,

leading to the “poor gets poorer” phenomenon [7].

Another category to off-policy learning refers to value-based

learning, such as the Q-learning [44] that generates target policy

by approximating Q-values of actions. Many value-based meth-

ods correct off-policy biases by mimicking data distribution of the

logging policy, such as the bootstrapping error accumulation reduc-

tion (BEAR) [18]. However, as actions in value-based learning are

selected by the maximum value, the policy may be disrupted badly

by a single erroneously optimistic estimate, i.e., a phenomenon

known as optimizer’s curse [29]. Moreover, these methods focus

on mimicking the distribution as it comes from a true (i.e., target)

policy, which however ignores to pursue the causal-effect of the

bias pattern. On the contrary, our MGpolicy takes the distribution

shift as a causally counterfactual question, and resorts policy-based

method augmented by the context information for the unbiased

high-quality target policy learning.

2.2 Traditional HIN-based Recommendation
Heterogeneous information network (HIN) has shown its power in

modeling heterogeneous sources (e.g., social relations, text reviews),

thus has been wildly adopted in traditional recommenders [11, 28,

35]. Based on meta relations and meta paths of HINs, representative

methods such as HGT [12], HAN [34] and MCrec [11] promisingly

improve recommendations. Recently, Huang et al. propose a novel

meta graph [13] to go beyond the simple chain relations of meta

paths and model higher-order semantics of HINs. Later works using

meta graphs have achieved significant results in recommendation

tasks, e.g., FMG [43], AMERec [39]. Despite the efforts, they focus

on the one-step static recommendation task, which fails to model

dynamic users interactions. We consider using complex semantics

in meta graphs to assist the off-policy learning under the interactive

setting, which is however not been well studied.

3 PRELIMINARY
3.1 Off-policy Learning for Recommendation
The off-policy reinforcement learning problem can be defined as a

data-driven formulation of the reinforcement learning problem. The

recommender agent no longer dynamically interacts with users (i.e.,

environment) in an online manner. Instead, the off-policy learning

is provided with a static logged dataset (S,A,P,R, 𝛾) generated by
an unknown policy 𝜋0 (a.k.a logging policy). In the recommendation

setting, the logging policy 𝜋0 (𝑎 |𝑠) selects an action 𝑎 ∈ A to take

(e.g., videos to recommend) conditioning on the user state 𝑠 ∈ S,
and the recommendation receives user feedback reward 𝑟 (𝑠, 𝑎) ∈ R
(i.e., clicks or watch time) for this particular state-action pair. The

process can be formulated with a Markov Decision Process (MDP),

where

• S: a continuous state space describing the user states, e.g.,
user’s contextual information involved during interactions;

• A: a discrete action space containing items available for

recommendation;

• P: the state transition probability;

• R: 𝑟 (𝑠, 𝑎) ∈ R is the immediate reward produced by taking

the action 𝑎 at the user state 𝑠;

• 𝛾 : a discount factor 𝛾 ∈ [0, 1] used for future immediate

rewards;

Using such a logged dataset of trajectories, the recommender

aims to seek a policy 𝜋𝜃 that maximizes the expected cumulative

rewards 𝑅(𝜋𝜃 ) over potentially infinite time horizon 𝑇 , with

𝑅(𝜋𝜃 ) = E𝑠0∼𝜌 (𝑠),𝑎𝑡∼𝜋𝜃 (𝑎 |𝑠𝑡 ),𝑠𝑡+1∼𝑃 (𝑠 |𝑠𝑡 ,𝑎𝑡 )

[
𝑇∑︁
𝑡=0

𝛾𝑡𝑟 (𝑠𝑡 , 𝑎𝑡 )
]

(1)

where 𝜌 (𝑠) is the initial distribution of user states, 𝑃 (𝑠 | 𝑠𝑡 , 𝑎𝑡 ) ∈ P
is the state transition probability.

3.2 Meta graph
Definition 1 (Meta graph). Given a Heterogeneous Information

Network (HIN)G = (V, E) with network schemeT = {K,J}, where
V and E are node and edge sets, K and J are node- and edge-type
sets, respectively. A meta graphM = (K∗,J ∗, 𝑛𝑠 , 𝑛𝑡 ) is a sub-graph
of T whose node 𝑣 ∈ K∗ ∈ K and edge 𝑒 ∈ J ∗ ∈ J . The meta
graph links a single source node 𝑛𝑠 and a single sink node 𝑛𝑡 , while
each node 𝑣 (except source and target nodes) is allowed to have in-
and out-degree larger than 1 and |K∗ | + |J ∗ | > 2 (i.e., heterogeneity).

Definition 2 (Meta graph Instance). Given meta graph M =

(K∗,J ∗, 𝑛𝑠 , 𝑛𝑡 ), a meta graph instance 𝑔 =
(
VM , EM

)
is a sub-

graph of the HIN G whose node 𝑣 ∈ VM ∈ V and edge 𝑒 ∈ EM ∈
E. Each node 𝑣 and edge 𝑒 in 𝑔 correspond to one particular type
𝜙 (𝑣) ∈ K∗ and 𝜓 (𝑒) ∈ J ∗ with a node type mapping function
𝜙 : VM → K∗ and a edge type mapping function𝜓 : EM → J ∗.

3.3 Task Formulation
Previous off-policy learning [1, 2, 23] has frequently assumed the

choosing of presented actions depends only on user’s descriptions

(e.g., user id) and its historical interactions with items, neglecting

the large volume of unobserved user and item attributes.

Given the logged trajectories and meta graphs, we aim to use

meta graphs in both the context-aware state representation and the

candidate selection. The meta graphs record contextual informa-

tion about users and actions, e.g., users’ social relations or actions

(items)’ genres, thus is useful for inferring missing user feedback on

unobserved actions in the logged data. In our setting, the contextual

information is incorporated into each state 𝑠𝑡 to scale the logged

data contribution for unbiased target policy learning. Moreover,

the structural correlations in meta graphs are used to guide better

candidate item retrieval to address the sample efficiency issue.

4 METHODOLOGY
In this section, we provide the general off-policy learning frame-

work (cf. Figure 3) that leverages contextual information in meta

graphs for bias correction in the recommendation task.
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Figure 3: Our model framework of MGpolicy. Given sampled meta graphs with target node 𝑡 (i.e., an item) and all its source
nodes (e.g, 𝑠1, 𝑠𝑛). The meta graph attention Network maps all source nodes, target node and source nodes messages as key, query
and message vectors to learn the contextual node representation 𝒛𝑙𝑡 . The State Representation takes contextual representations
of items in users’ interaction history 𝑜𝑡 as inputs to recursively learn the user state 𝑠𝑡 . The Neighbor Attentive Candidate
Selection filters items into candidate set A𝑡 based on item node neighbors in meta graphs and their attention scores. MGpolicy
finally passes state 𝑠𝑡 and actions 𝑎𝑡 ∈ A𝑡 to a counterfactual risk minimization to learn the unbiased target policy 𝜋𝜃 .

4.1 Meta Graph Attention Network for State
Representation

We firstly present our Meta Graph Attention (MGA) network that

parameterizes item entities among meta graphs as vector represen-

tations. Then we go to present the state representation learning

that aggregates item representations to produce state vectors for

the latter policy learning.

4.1.1 Meta Graph Attention for Node Representation. The 𝐿-layer
meta graph attention network is built upon the architecture of

graph Transformer [25] to recursively propagates the information

from all neighbor nodes of a target node (e.g., nodes with types

been Category, Year) to get the contextualized representation for

the target node (i.e., an item), in which three discriminate oper-

ators, namely Attention, Message passing and Aggregate are

performed for each layer 𝑙 . The three operators rely on the node

pairs 𝑒 = (𝑠, 𝑡) and their type triplets ⟨𝜙 (𝑠),𝜓 (𝑒), 𝜙 (𝑡)⟩ among the

sampled meta graph instance
1
to reveal semantic connections

and the heterogeneity, where the source node 𝑠 is one neighbor

node of the target node 𝑡 and 𝑒 is the connection edge. We firstly

initialize node representations at the 0-th layer of MGA with Multi-

OneHot [41] by mapping node IDs into node embeddings, where

the node embedding for 𝑖 is denoted by 𝒛0
𝑖
. With the initialized

embeddings and node- and edge-type specific node pairs 𝑒 = (𝑠, 𝑡),
below we elaborate on the three operators at the 𝑙-th layer.

Attention. The attention operator parameterizes the weight

matrices of the semantic connection 𝑒 = (𝑠, 𝑡) with a source node

projection, an edge projection, and a target node projection. For-

mally, we map the source node 𝑠 into a key vector K𝑠 and the

target node 𝑡 into a query vector Q𝑡 which restricted to their node

types 𝜙 (𝑠) and 𝜙 (𝑡). Moreover, unlike vanilla Transformer [25],

that directly dots key and query vectors as attention vectors, we

additionally dot the importance of the edge type between 𝑠 and 𝑡

with an edge type projection P𝜓 (𝑒) to capture diverse edge hetero-

geneity. Then, the weight matrices 𝑾𝑖 (𝑠, 𝑒, 𝑡) of 𝑒 = (𝑠, 𝑡) in the

1
The meta graph instances are extracted by the meta graph sampling [27].

𝑖-th head of the ℎ head attention is calculated by:

K𝑖𝑠 = L𝑖
𝜙 (𝑠) (𝒛

𝑙−1
𝑠 ), Q𝑖𝑡 = L𝑖

𝜙 (𝑡 ) (𝒛
𝑙−1
𝑡 ),

𝑾𝑖 (𝑠, 𝑒, 𝑡) =
(
K𝑖𝑠P𝜓 (𝑒)Q𝑖𝑡

𝑇
)
· 𝜇⟨𝜙 (𝑠 ),𝜓 (𝑒 ),𝜙 (𝑡 )⟩√

𝑑

(2)

where K𝑖𝑠 is the key vector in the 𝑖-th head derived by the linear

projection L𝑖
𝜙 (𝑠) : R

𝑑 → R
𝑑
ℎ , where ℎ is the number of attention

heads. Note that L𝑖
𝜙 (𝑠) is specified to the node type 𝜙 (𝑠), such that

each type of nodes has a unique linear projection to model the

distribution of type difference. Similarly, the query vector Q𝑖𝑡 is also
derived by the linear projection specified to the target node type

𝜙 (𝑡). The 𝜇 is the prior tensor that reveals the significance of each
type triplet ⟨𝜙 (𝑠),𝜓 (𝑒), 𝜙 (𝑡)⟩, serving as an adaptive scaling to the

attention.

Finally, we concatenate all ℎ attention heads to get the attention

vector for each node pair 𝑒 = (𝑠, 𝑡) with:

Attention(𝑠, 𝑒, 𝑡) = Softmax∀𝑠∈N(𝑡 )
(
∥ℎ𝑖=1𝑾

𝑖 (𝑠, 𝑒, 𝑡)
)

(3)

where ∥ is the concatenation operation andN(𝑡) is the target node
neighbors set of 𝑡 , i.e, all source nodes that connect with 𝑡 within

meta graphs.

Message passing. The message passing operator calculates the

messages of source nodes 𝑠 that wait to be propagated to the target

node 𝑡 . Formally, at the 𝑖-th head of message passing, we firstly

project 𝜙 (𝑠)-type source node 𝑠 into the 𝑖-th message vector V𝑖𝑠 ,
then product the message vector with the edge type projection

P𝜓 (𝑒) to further capture the importance of edge type𝜓 (𝑒).

V𝑖𝑠 = L𝑖
𝜙 (𝑠) (𝒛

𝑙−1
𝑠 )

𝑴𝑖 (𝑠, 𝑒, 𝑡) = V𝑖𝑠P𝜓 (𝑒)
(4)

where V𝑖𝑠 is derived by the linear projection L𝑖
𝜙 (𝑠) : R𝑑 → R

𝑑
ℎ ,

serving as the message vector at the 𝑖-th head of message passing.

Then we concatenate all ℎ message heads to get the contextual

information from source node 𝑠 to target node 𝑡 :

Message(𝑠, 𝑒, 𝑡) = ∥ℎ𝑖=1𝑴
𝑖 (𝑠, 𝑒, 𝑡) (5)
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Aggregate.With the attentionweights andmessages from source

nodes, the aggregate operator weights sum messages from source

nodes (i.e., target node neighbors) to learn the attentive representa-

tion of the target node. Formally, the attention scoreAttention(𝑠, 𝑒, 𝑡)
and the message Message(𝑠, 𝑒, 𝑡) are producted as weighted rep-

resentation of node pair 𝑒 = (𝑠, 𝑡), then the representations of all

node pairs that connect with 𝑡 are aggregated into 𝒛𝑙𝑡 , serving as

the contextual representation of 𝑡 at layer 𝑙 :

𝒛𝑙𝑡 =
⊕

∀𝑠∈N(𝑡 )
(Attention(𝑠, 𝑒, 𝑡) ·Message(𝑠, 𝑒, 𝑡)) (6)

where ⊕ is the aggregation operator and · is the element-wise

product. N(𝑡) is the node neighbors set of the target node 𝑡 (i.e.,
an item).

High-order propagation By stacking 𝐿 layers of our MGA, we

can get the final node representation of the target node 𝑡 (i.e., an

item). We adopt layer-aggregation mechanism [40] to concatenate

the representations at each layer into a single vector, as follows:

𝒛𝑡 = 𝒛1𝑡 + · · · + 𝒛𝐿𝑡 (7)

By doing so, we can capture higher-order propagations of node

pairs across different MGA layers. Finally, the 𝒛𝑡 is outputted by

our MGA, serving as the contextual representation of an item 𝑡 for

the next state representation learning.

4.1.2 Meta graph-based State Representation. We now present

the state representation learning that aggregates contextual item

representations into each user state representation 𝑠𝑡 . Generally,

the state representations 𝑠𝑡 are extracted from actions (i.e., items)

𝑜𝑡 = {𝑖1, 𝑖2, ..., 𝑖𝑛} taken at each time 𝑡 along the trajectory. Since

we have learned the representation of each item through our MGA,

we can leverage contextual item representations for better state

representation learning. Formally, for a state 𝑠𝑡 at time step 𝑡 , we

have a set of items/actions 𝑜𝑡 = {𝑖1, 𝑖2, ..., 𝑖𝑛} recommended/taken

by the recommender agent. The representation of each item 𝑖 has

been learned through Eq. (7), which is denoted by 𝒛𝑖 . Considering 𝑜𝑡
have sequential patterns [1], we resort Recurrent Neural Networks

(RNN) with a gated recurrent unit (GRU) [8] to capture the sequen-

tial information in user interaction trajectory. We firstly initialize

the state representation 𝑠0 with an initial state distribution 𝑠0 ∼ 𝜌0
2
. Then we learn state representation 𝑠𝑡 through the recurrent cell

by aggregating representations of items in 𝑜𝑡 :

u𝑡 = 𝜎𝑔 (W1𝒛𝑡 + U1𝑠𝑡−1 + b1)
r𝑡 = 𝜎𝑔 (W2𝒛𝑡 + U2𝑠𝑡−1 + b2)
𝑠𝑡 = 𝜎ℎ (W3𝒛𝑡 + U3 (r𝑡 · 𝑠𝑡−1) + b3)
𝑠𝑡 = (1 − u𝑡 ) · 𝑠𝑡−1 + u𝑡 · 𝑠𝑡

(8)

where u𝑡 and r𝑡 denote the update gate and reset gate vector gen-

erated by GRU, · is the element-wise product operator,W𝑖 , U𝑖 are
weight matrix and b𝑖 are the bias vectors. Particularly, the hidden
state 𝑠𝑡 is generated by a GRU with inputs of a previous hidden

state 𝑠𝑡−1 and a new candidate hidden state 𝑠𝑡 . Finally, 𝑠𝑡 serves as

the state representation at time step 𝑡 .

2
In our experiment, we used a fixed initial state distribution, where 𝑠0 = 0 ∈ R𝑑

4.2 Neighbor Attentive Candidate Selection
Due to the large action space, calculating rewards for all actions

with limited user interaction data would lead to a well-known sam-

ple efficiency issue [28, 45]. Thus, it is highly desirable to develop

a candidate selection strategy that filters out irrelevant items to

improve the efficiency of the action search. Previous method [45]

uniformly selects multi-hop neighbors of users’ interacted items

among a Knowledge Graph (KG) as candidates. However, interacted

items can connect with tremendous neighbors in the KG and their

number exponentially grow within higher-hop connections. As a

result, this manner would lead to a large candidate action space,

degrading the policy learning ultimately. Moreover, different neigh-

bors connected by items contribute differently to the user state,

which thus should be accounted for differently in the candidates

selection. To alleviate the sample efficiency issue effectively, we

propose a neighbor attentive candidate selection strategy that sam-

ples meta graph neighbors of users’ interacted items based on their

importance to the current user state.

Formally, having obtained the item node representation 𝒛𝑖 for
an item 𝑖 from Eq. (7), and the user state representation 𝑠𝑡 from

Eq. (8). We firstly implement the attention mechanism based on 𝑠𝑡
and 𝒛𝑖 to calculate the attention score 𝛼𝑖 as follows:

𝛼𝑖 = ReLU (𝑾𝑠𝑠𝑡 +𝑾𝒛𝒛𝑖 + b) (9)

where𝑾𝑠 ,𝑾𝒛 are the two weight matrices and b is the bias vector.

Hereafter, we normalize the attentive scores across all meta

graph-based neighbors connected with item 𝑖 by the softmax func-

tion:

𝛼𝑖 =
exp (𝛼𝑖 )∑

𝑖∈N(𝑖 ) exp

(
𝛼 ′
𝑖

) . (10)

where N(𝑖) is the meta graph-based neighbors set of item 𝑖 . As a

result, the final attention score 𝛼𝑖 is capable of indicating which

neighbor item should contribute more to the current user state.

We then select 𝑛-top neighbors of users’ interacted items (i.e.,

𝑜𝑡 ) into the candidate set A𝑡 indicated by their attention scores.

A𝑡 =

{
𝑖 | 𝑖 ∈

𝑛⋃
𝑖=1

𝛼𝑖 and 𝑖 ∈ N( {𝑜𝑡 })

}
(11)

where N( {𝑜𝑡 }) stores all meta graph-based neighbors of items in

𝑜𝑡 . To the end, our candidate set A𝑡 is of high sample efficiency

since it filters out irrelevant items (i.e., actions) while dynamically

adapting to the user state shift.

4.3 Unbiased Off-policy Learning
The final stage of the off-policy learning is to utilize the state 𝑠𝑡 and

the candidate sets A𝑡 to learn the target policy 𝜋𝜃 that maximizes

the cumulative rewards 𝑅(𝜋𝜃 ) as in Eq. (1). For Top-𝐾 recommenda-

tion training, we implement a two-stage policy learning strategy [23]
with a candidate generation model followed by ranking model to

learn the target policy 𝜋𝜃 . Moreover, since the trained target policy

𝜋𝜃 holds a different distribution from the logging policy 𝜋0 in the

off-policy setting[6, 16], we further take advantages of Counter-
factual Risk Minimization (CRM) [31] to correct the distribution

discrepancy for achieving the unbiased off-policy optimization.
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4.3.1 Top-𝐾 Recommendation Policy. In the training phrase, let

A𝑡 ∈ A denote the current candidate set at time 𝑡 , where A𝑡 is

derived from our candidate selection strategy from Eq. (11). The

candidate generation model can be parameterized as a probability

over all possible candidates conditioned on the current user state:

𝑝𝜃 (A𝑡 | 𝑠𝑡 ). The ranking model delivers the final recommendation

results through optimizing together with the candidate generation

model, which is drawn from a probability over all action 𝑎𝑡 condi-

tioned on the current state 𝑠𝑡 and a candidate set A𝑡 , denoted by

𝑞𝜃 (𝑎𝑡 | 𝑠𝑡 ,A𝑡 ). Assuming that the target policy takes a function

form 𝜋𝜃 parameterized by 𝜃 ∈ R𝑑 , the target policy can expressed

as the following two-stage policy learning function:

𝜋𝜃 (𝑎𝑡 | 𝑠𝑡 ) =
∑︁
A𝑡

𝑝𝜃 (A𝑡 | 𝑠𝑡 ) 𝑞 (𝑎𝑡 | 𝑠𝑡 ,A𝑡 ) (12)

With the formal definition of the target policy in Eq. (12), we

can leverage policy gradient methods to derive the optimal target

policy that maximizes expected long-term user satisfaction.

4.3.2 Policy Optimization. Remember that the state representa-

tions 𝑠𝑡 are extracted from actions taken at each time 𝑡 along the

logging trajectory, i.e., 𝜋0. However, the trained target policy 𝜋𝜃
holds a different distribution from the logging policy 𝜋0, which has

been proved in previous works [23, 26]. Directly optimizing target

policy with conventional policy gradient methods would result in

a biased recommender system [1]. In our work, we apply Counter-
factual Risk Minimization (CRM) [31] to correct the discrepancy

between the target policy 𝜋𝜃 and logging policy 𝜋0, thus achieving

unbiased off-policy learning. The Counterfactual Risk Minimization
implements an Inverse Propensity Scoring (IPS) method to directly

model the distribution shift between 𝜋𝜃 and 𝜋0 in its objective. For-

mally, the counterfactual risk minimization objective is derived by

applying the IPS in the expected cumulative rewards 𝑅(𝜋𝜃 ):

𝑅 (𝜋𝜃 ) = E𝜋𝜃

[
𝑇∑︁
𝑡=0

𝛾𝑡𝑟 (𝑠𝑡 , 𝑎𝑡 )
]
= E𝜋𝜃

[
𝑇∑︁
𝑡=0

𝛾𝑡
{
𝜋𝜃 (𝑎𝑡 | 𝑠𝑡 )
𝜋0 (𝑎𝑡 | 𝑠𝑡 )

}]
(13)

where
𝜋𝜃 (𝑎𝑡 |𝑠𝑡 )
𝜋0 (𝑎𝑡 |𝑠𝑡 ) is called the importance weight, which is used for

balancing the empirical risk estimated from the 𝜋0 as it came from

the true risk of 𝜋𝜃 .

Feeding Eq. (12) into Eq. (13), the expected cumulative rewards

of policy optimization can then be rewritten as:

𝑅 (𝜋𝜃 ) = E𝜋𝜃

[
𝑇∑︁
𝑡=0

𝛾𝑡
{∑

A𝑡
𝑝𝜃 (A𝑡 | 𝑠𝑡 ) 𝑞 (𝑎𝑡 | 𝑠𝑡 ,A𝑡 )

𝜋0 (𝑎𝑡 | 𝑠𝑡 )

}]
(14)

Finally, the policy gradient of the cumulative reward function in

Eq. (14) w.r.t. 𝜃 can be expressed as the following REINFORCE [36]

gradient:

∇𝜃𝑅 (𝜋𝜃 ) = E𝜋𝜃

[
𝑇∑︁
𝑡=0

𝛾𝑡
{∑

A𝑡
𝑞𝜃 (𝑎𝑡 | 𝑠𝑡 ,A𝑡 ) ∇𝜃𝑝𝜃

(A𝑡 | 𝑠𝑡 )
𝜋0 (𝑎𝑡 | 𝑠𝑡 )

}]
(15)

5 EXPERIMENTS
To thoroughly evaluate the proposed off-policy method for the

recommendation, we conduct extensive experiments to answer the

following research questions:

• RQ1: How does our MGpolicy perform compared with state-

of-the-art off-policy recommendation methods?

• RQ2: Do different components (i.e., meta graph-based state

representation, neighbor attentive candidate selection, coun-

terfactual risk minimization for unbiased learning) help MG-

policy to achieve sparsity alleviation, sample efficiency, and

bias alleviation.

• RQ3: How do hyper-parameters in MGpolicy impact the

recommendation performance?

5.1 Experimental Setup
5.1.1 Online Environment Simulation. To train off-policy learning

methods, we adopt two benchmark datasets from different rec-

ommendation domains, namely MovieLens 3
and Douban book 4

.

For both datasets, we binarize the feedback data (i.e., ratings) by

converting ratings of 4 or higher as the positive feedback (i.e.,

𝑟 = 1), otherwise negative (i.e., 𝑟 = 0). The detailed statistics of both

datasets are given in Table 1. Since these datasets can only reflect

partial feedback (i.e., reward) information, it is infeasible to directly

apply them to train off-policy learning recommenders due to the

lack of ground-truth feedback. To facilitate the utility of the two

binarized datasets in off-policy learning, we design the simulation

environment based on an online simulator [2, 44, 46] to recover the

missing reward 𝑟 . The simulator takes the user-item pair (𝑢𝑖 , 𝑎𝑖 )
and their features as input and predicts the immediate feedback 𝑟𝑖 .

Our well-trained
5
simulator can then serve as a proxy of the real

online environment, as it can give feedback for all the user-action

pairs. As such, we can generate the recovered missing feedback

in datasets by padding missing rewards with the trained simula-

tor. The logged feedback samples are then acquired by running a

logging policy 𝜋0 on the recovered datasets. We adopt the wildly

used uniform-based logging policy which samples each action at

every interaction uniformly at random. It assumes every action’s

probability of being exposed is 𝜋
uniform

(𝑎 | 𝑠) = 1

|A | .

Table 1: Statistics of the datasets. Density is computed by
#𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘/(#𝑈𝑠𝑒𝑟𝑠 · #𝐼𝑡𝑒𝑚𝑠).

Dataset #Users #Items

#Total

Feedback

#Feedback

Per Customer

#Feedback

Per Item

Density

MovieLens 6040 3883 1000209 165.5975 257.5866 % 4.26%

Douban Book 13024 22347 792062 60.8156 35.4438 % 0.27%

5.1.2 Meta graph information. In addition to the user-item inter-

actions for constructing the logged feedback samples, we need to

harness rich context information among meta graphs of the consid-

ered datasets, i.e., MovieLens and Douban book. These two datasets
contain multiple heterogeneous relations for both users and items,

i.e, user and item nodes connected with more than one type of het-

erogeneous neighbors, thus can provide rich context information

for off-policy learning. We depict the meta graphs of MovieLens
and Douban book in Figure 4. To ensure the meta graph quality,

we only select meta graphs that allow the in- and out-degree of

nodes (except the source and target node) larger than 1. Besides,

3
https://grouplens.org/datasets/movielens/1m/

4
http://book.douban.com

5
Test results of overall 90% precision for immediate feedback prediction task.



MGPolicy: Meta Graph Enhanced Off-policy Learning for Recommendations SIGIR ’22, July 11–15, 2022, Madrid, Spain

publishread
BBU

A

Y

P
write write

belong

publish

belong
belong

belo
ng

U
watch

MM

T

Y

is o
f is of

sta
y

locate

U friend

G

L

A

Y

BU P B
read publish publish

belong

write
write

belo
ng

friend

belong
belo

ng

U
watch

MM

T

Y

is o
f is of

A

O
em

ploy

live

U

(a)  MovieLens (b)  Douban Book

Figure 4: Meta graphs used in experiments.

we consider specific edge types between two nodes to capture the

edge-type heterogeneity.

5.1.3 Baselines. We compare MGpolicy with 8 baselines in the

recommendation task, which can be roughly sorted into (1) con-

ventional HIN-enhanced methods, (2) off-policy learning methods

and (3) context-enhanced RL methods. The category 1 leverages

side information in the HINs to enhance the conventional recom-

mendation. The category 2 uses off-policy learning to boost the

recommendation while category 3 enhances RL-based recommen-

dation with contexts from external resources (e.g., HINs and KGs).

• 𝐻𝐺𝑇 [12](1): leverages meta relations to model heteroge-

neous information of HIN with Transformer architecture.

• 𝐻𝐴𝑁 [34](1): leverages Graph Neural Network (GNN) to

model context information from meta paths and implements

hierarchical attentions on nodes and meta paths.

• MCrec [11](1): leverages Deep Neural Network (DNN) to

modelmeta path-based context and propagates the context to

user and item representations with co-attention mechanism.

• Bandit-MLE [10](2): is a value-based method that estimates

rewards through Maximum Likelihood Estimation (MLE),

then generates target policy by selecting actions with maxi-

mum rewards.

• POEM [31] (2): is a policy-based method that learns the tar-

get policy through maximizing the cumulative reward. It

corrects the bias with an IPS estimator.

• BanditNet [15] (2): extends the policy-based off-policy learn-

ing to DNNs and optimizes a SNIPS estimator.

• HUCB [42] (3): is a HIN-enhanced bandit learning method.

It uses HIN to assist the estimation of the upper confidence

bound (UCB) of the cumulative reward.

• KGQR [45] (3): models KG information with Graph Con-

volution Network(GCN). It learns target policy with KG-

enhanced state representations through the deep Q-network.

We evaluate all baselines using Mean Average Precision (MAP)@𝐾

and Normalized Discounted Cumulative Gain (NDCG)@𝐾 with𝐾 =

[5, 10, 20, 40]. The Wilocoxon signed-rank test [37] is performed

to evaluate whether the difference between MGpolicy and other

baselines is significant.

5.1.4 Parameter Settings. In MGpolicy, the logged user feedback

samples are generated through our online simulatorwith the uniform-

based logging policy, while are split into train/test/validate set with

a proportion of 60%/20%/20%. The same online simulation and

sample split are also applied in all off-policy baselines. We set the

layer number of the meta graph attention network in MGpolicy

with 𝐿 = 3 and the attention head number with ℎ = 8. All neural

networks-based (i.e., Transformer, GNN, DNN and GCN) baselines

also keep 3 layers. We use 𝑑 = 128 as the embedding dimension

throughout baselines and our MGpolicy, while the candidate size

𝑛 = 20 is set for MGpolicy and KGQR. For policy optimization, MG-

policy optimizes the two-stage policy gradient with AdaGrad [5],

the same gradient descent method is also applied in all baselines.

The hyper-parameters of all models are chosen by the grid search,

including learning rate, batch size, 𝐿2 norm regularization, discount

factor 𝛾 , etc. The maximum epoch 𝑁𝑒𝑝𝑜𝑐ℎ for all methods is set as

2000, while an early stopping strategy is performed (i.e., if the loss

stops to increase, then terminate the model training). We train all

baselines and our MGpolicy on a Linux server with NVIDIA RTX

3090Ti GPU while testing the performance of the trained models

with ranking length 𝐾 = [5, 10, 20, 40].

5.2 Performance Comparison (RQ1)
Table 2 reports the experimental results averaged over 5 repeated

experiments. Overall, MGpolicy consistently yields the best per-

formance among all datasets on both evaluation metrics. In addi-

tion, MGpolicy improves the strongest baseline for ranking metric

NDCG@𝐾 by 5.9% and 43.7%
6
on MovieLens and Douban Book,

respectively. For accuracy metric, MGpolicy improves MAP@𝐾 by

5.6% and 37.8% on the two datasets, respectively. This demonstrates

that our MGpolicy indeed improves Top-𝐾 recommendation and is

of superior accuracy and ranking capability.

Across the datasets, our MGpolicy achieves remarkable improve-

ments on extreme sparse Douban Book (i.e., 0.27% density) com-

pared with it on MovieLens (i.e., 4.26% density). While the perfor-

mance of baselines deteriorates from MovieLens to Douban Book,
MGpolicy continues to perform stably on Douban Book and im-

proves NDCG@𝐾 and MAP@𝐾 by 43.7% and 37.8%, respectively.

This is mainly because the baselines cannot handle the data sparsity,

whereas our MGpolicy uses the context information in meta graphs

to boost off-policy learning and can thus handle the sparsity well.

Among baselines, POEMoutperforms all baselines on MovieLens
in most cases, while KGQR is the strongest baseline for Douban
Book. In addition, conventional HIN-enhanced methods cannot

outperform other reinforcement learning methods. Although Ban-

ditNet uses an advanced SNIPS estimator compared with the IPS

estimator leveraged in POEM, it still cannot outperform POEM. We

infer this is because SNIPS introduces control variate to the IPS

estimator that heavily penalizes the target policy, which limits the

exploration ability of policy learning. Our MGpolicy employs the

counterfactual risk minimization with an IPS-based estimator to

efficiently reduce bias. KGQR alleviates the sparsity issue in Douban
Book by modeling the side knowledge in KG. This indicates that the

rich side information in external resources plays an important role

in reinforcement learning to guide satisfying recommendations.

However, KGQR cannot outperform MGpolicy since it ignores al-

leviating biases in the interactive recommendation setting. Our

MGPolicy leverages rich context information to correct off-policy

bias, thus can achieve satisfactory results in the recommendation.

6
Calculated by averaging the improvement percentages under all 𝐾
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Table 2: Performance comparison: bold numbers are the best results, best baselines are marked with underlines.

Datasets Metrics HGT
𝑟𝑒𝑐

HAN
𝑟𝑒𝑐

MCrec Bandit-MLE BanditNet POEM HUCB KGQR MGpolicy Improv.%

MAP@5 0.444 0.421 0.405 0.721 0.841 0.825 0.611 0.721 0.944∗ 12.2%

MAP@10 0.533 0.512 0.509 0.761 0.852 0.891 0.635 0.778 0.939∗ 5.4%

MAP@20 0.613 0.579 0.577 0.751 0.882 0.908 0.662 0.824 0.917∗ 1.0%

MovieLens MAP@40 0.725 0.701 0.678 0.764 0.838 0.892 0.697 0.855 0.927 3.9%

NDCG@5 0.572 0.531 0.512 0.822 0.748 0.821 0.632 0.736 0.931∗ 13.3%

NDCG@10 0.657 0.589 0.556 0.871 0.822 0.828 0.666 0.805 0.926∗ 6.3%

NDCG@20 0.708 0.656 0.633 0.908 0.851 0.915 0.691 0.849 0.926∗ 1.2%

NDCG@40 0.756 0.721 0.705 0.901 0.829 0.903 0.711 0.866 0.928∗ 2.8%

MAP@5 0.397 0.376 0.365 0.642 0.623 0.591 0.519 0.648 0.931∗ 43.7%

MAP@10 0.451 0.424 0.419 0.625 0.608 0.571 0.542 0.571 0.907∗ 45.1%

MAP@20 0.522 0.478 0.469 0.596 0.571 0.538 0.581 0.629 0.889∗ 41.3%

Douban Book MAP@40 0.614 0.599 0.572 0.604 0.612 0.546 0.656 0.723 0.875∗ 21.0%

NDCG@5 0.614 0.599 0.572 0.588 0.567 0.612 0.521 0.571 0.944∗ 53.7%

NDCG@10 0.552 0.446 0.432 0.553 0.548 0.594 0.533 0.628 0.929∗ 47.9%

NDCG@20 0.617 0.555 0.529 0.549 0.528 0.572 0.583 0.650 0.907∗ 39.5%

NDCG@40 0.653 0.602 0.581 0.538 0.572 0.608 0.653 0.693 0.927∗ 33.8%

∗ indicates statistically significant improvements (measured by Wilocoxon signed-rank test at 𝑝 < 0.05) over all baselines.

5.3 Analysis of MGpolicy (RQ2)
We conduct an in-depth analysis of the effectiveness of our MG-

policy on mitigating sparsity issue, sample inefficiency, and bias

issue. Our MGpolicy includes three important components, namely,

meta graph-based state representation (cf. Section 4.1.2), neighbor

attentive candidate selection (cf. Section 4.2), counterfactual risk

minimization for unbiased learning (cf. Section 4.3). We evaluate the

performance of our MGpolicy with different variant combinations

and show our observations in this section.

5.3.1 Sparsity alleviation withmeta graphs. We investigate whether

exploiting rich context information in meta graphs benefits for

achieving better recommendation from sparse logged data. To show

how meta graph information works in MGpolicy, we train the

MGpolicy with or without meta graph-based state representation

component, namely, MGpolicy or MGpolicy-w/o MG. The item rep-

resentations in theMGpolicy are trained from meta graphs with our

meta graph attention network, whereasMGpolicy-w/oMG leverages

ID-based item representations acquired from the Matrix Factoriza-

tion [17]. Table 3 shows the performance of the MGpolicy and

MGpolicy-w/o MG on MovieLens and Douban Book. To represent
different sparsity levels, we divide users in the test set into four

groups based on the interaction number per user. For example, user

group 1 represents the sparsest data in which users have less than

500 ratings for movies; likewise user group 2, 3 and 4 have less

than 1000, 1500 and 2000 ratings, respectively. With the trained

MGpolicy and MGpolicy-w/o MG model, we give the test results of

the two models on the four user groups. The results are given in

Figure 5 and we have the following observations.

As shown in Table 3, the eliminating of meta graph information

in MGpolicy-w/o MG model results in a deteriorated performance

comparedwithMGpolicy equippedwithmeta graph-based state rep-

resentation component. This indicates that the meta graph-based

state representation component has a significant contribution to

off-policy learning. Figure 5 shows that the recommendation per-

formance of MGpolicy consistently outperforms MGpolicy-w/o MG.
Moreover, the meta graph-based state representation improves rec-

ommendation more significantly on the sparser dataset Douban

Table 3: Ablation Study of MGpolicy. The number after ±
indicates the improvement/deterioration percentage of the
variant compared with MGpolicy.

Dataset Metrics MGpolicy MGpolicy-w/o MG MGpolicy-w/o ATT MGpolicy-CE

MAP@5 0.944 0.732 (-29.0%) 0.846 (-11.6%) 0.880 (-7.3%)

MAP@10 0.939 0.711 (-32.1%) 0.873 (-7.6%) 0.883 (-6.3%)

MAP@20 0.917 0.708 (-29.5%) 0.853 (-7.5%) 0.875 (-4.8%)

MovieLens MAP@40 0.927 0.701 (-32.2%) 0.804 (-15.3%) 0.871 (-6.4%)

NDCG@5 0.931 0.746 (-24.8%) 0.839 (-11.0%) 0.874 (6.5%)

NDCG@10 0.926 0.739 (-25.3%) 0.825 (-12.2%) 0.893 (-3.7%)

NDCG@20 0.926 0.731 (-26.7%) 0.885 (-4.6%) 0.907 (-2.1%)

NDCG@40 0.928 0.727 (-27.6%) 0.868 (-6.9%) 0.901 (-3.0%)

MAP@5 0.931 0.709 (-31.3%) 0.828 (-12.4%) 0.849 (-9.6%)

MAP@10 0.907 0.692 (-31.1%) 0.809 (-12.1%) 0.857 (-5.8%)

MAP@20 0.889 0.683 (-30.2%) 0.816 (-8.9%) 0.842 (-5.6%)

Douban Book MAP@40 0.875 0.701 (-24.8%) 0.811 (-7.9%) 0.851 (-2.8%)

NDCG@5 0.944 0.715 (-32.0%) 0.864 (-9.3%) 0.873 (-8.1%)

NDCG@10 0.929 0.701 (-32.5%) 0.859 (-8.1%) 0.870 (-6.8%)

NDCG@20 0.907 0.704 (-28.8%) 0.821 (-10.5%) 0.868 (-4.5%)

NDCG@40 0.927 0.738 (-25.6%) 0.843 (-10.0%) 0.878 (-5.6%)

Book. In addition, MGpolicy improves MGpolicy-w/o MG by the

largest margin on the sparsest user group 1. These promising find-

ings suggest the superiority of applying meta graph-based state

representation in off-policy learning to achieve satisfying recom-

mendations, especially in the data sparsity scenario.

5.3.2 Sample efficiency of neighbor attentive selection . The sample

efficiency in recommendation denotes the ability to reduce the huge

item space by filtering out irrelevant items for efficient calculations,

so as to improve the recommendation effectiveness [45]. Our devel-

oped neighbor attentive selection leverages attentive mechanism

and structural information of meta graphs to promote an efficient

action search, such that the sample efficiency can be achieved. To

demonstrate the effectiveness of the attentive mechanism in neigh-

bor attentive candidate selection on improving the sample efficiency

of MGpolicy, we test MGpolicy without (w/o) the attentive mecha-

nism (i.e.,MGpolicy-w/o ATT ), in which the probability of selecting

one item into the candidate set is fixed as 𝛼𝑖 =
1

𝑛 . We report the

performance of MGpolicy-w/o ATT in Table 3. We observed that

removing the attention mechanism leads to a downgraded perfor-

mance of MGpolicy in Table 3, which validates the effectiveness

of the attention mechanism in improving the recommendation.

This is because the attention mechanism can filter out irrelevant
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(a) The impact of meta graph for

MAP on MovieLens.
(b) The impact of meta graph

for NDCG on MovieLens.

(c) The impact of meta graph for

MAP on Douban Book.
(d) The impact of meta graph

for NDCG on Douban Book.

Figure 5: Effectiveness analysis on meta graph: different user
groups control the interaction numbers.

items based on their contributions to the current state, resulting in

improved sampling efficiency to enhance the recommendation.

5.3.3 Bias alleviation with counterfactual risk minimization. The
Counterfactual Risk Minimization (CRM) loss (cf. Eq. (14)) in MG-

policy is designed for alleviating the bias caused by the distribution

mismatch between logging policy and the learned target policy. To

investigate the effectiveness of the CRM loss, we apply our MGpol-

icy with conventional cross-entropy (CE) loss (i.e., MGpolicy-CE)
to show how it performs compared with MGpolicy with the CRM

loss. We report the performance of MGpolicy-CE in Table 3 and

compare the received cumulative rewards while training MGpol-
icy and MGpolicy-CE in Figure 6. Here are our observations: First,

MGpolicy with CRM loss consistently achieves larger cumulative re-

wards than MGpolicy-CE on both datasets. Second, the cumulative

rewards gained by MGpolicy-CE suffer from drastic fluctuations,

which somehow indicates the unstable performance of MGpolicy-
CE. The sub-optimal performance ofMGpolicy-CE indicates that the

bias issue in the off-policy learning can lead to a recommendation

agent with downgraded and unstable performance. On the contrary,

our MGpolicy takes advantage of counterfactual risk minimization

to learn a high-quality target policy in a stable manner. Third, more

iterations are needed for MGpolicy-CE to achieve stable cumulative

rewards compared withMGpolicy. This indicates thatMGpolicy can

quickly reach stable states using a small number of iterations.

5.4 Parameter Sensitivity Analysis (RQ3)
In this section, we investigate how our performance is sensitive to

the dimension (i.e., 𝑑) of state representation and the size (i.e., 𝑛) of

candidate selection.

5.4.1 Sensitivity of state dimension. Figure 7 (a) (b) report the pa-
rameter sensitivity of our method w.r.t. state dimension 𝑑 with

𝑑 = {32, 64, 128, 256, 512, 1024}. Apparently, the performance of

iterations

Figure 6: Learning curves ofMGpolicy-CE andMGpolicy.

MGpolicy on MovieLens and Douban Book demonstrates increas-

ing trends from 𝑑 = 32, then reaches the peak when 𝑑 = 128 and

𝑑 = 256 respectively. This is reasonable since 𝑑 controls the number

of latent vectors of state representations, and low-dimensional la-

tent vectors cannot retain enough information to assist in learning

high-quality target policy. The performance of MGpolicy degrades

slightly after the peak, and then becomes stable. This demonstrates

that MGpolicy is robust under varying state dimensions.

5.4.2 Sensitivity of candidate size. We study the sensitivity of our

performance to the candidate size 𝑛 in neighbor attentive candi-

date selection component. By varying 𝑛 from {10, 20, 30, 40, 50, 60}
in Figure 7 (c) (d), we observe that the performance of MGpol-

icy first improves as candidate size increases on both MovieLens
and Douban Book. The reason for the degraded performance with

𝑛 = 10 is that the small size of the candidate pool would limit the

exploration ability of finding the appropriate candidates for rec-

ommendation. Thereafter, we can witness the improvement of the

performance by further increasing the candidate size. Although

increasing candidate sizes can make classic Top-𝑘 recommendation

models harder to give correct results, our neighbor attentive candi-

date selection can filter out irrelevant items to make our MGpolicy

perform effectively for the large action space. Then, the perfor-

mance of MGpolicy decreases after the peak points of 𝑛 = 40 and

𝑛 = 30 on MovieLens and Douban Book. This is reasonable since
more negative instances would exist in a larger candidate pool,

which offers more chances for the agent to recommend negative

items to users.

6 CONCLUSION AND FUTUREWORK
In this work, we proposed MGpolicy to tackle a novel challenge of

off-policy bias correction by leveraging contextual information in

meta graphs. We designed a meta graph attention network to learn

rich contextual information through modeling complex semantics

and heterogeneity of meta graphs. By enriching state represen-

tations with contextual information, the learned target policy is

capable of inferring potential user feedback on actions. In addi-

tion, we reduce the huge candidate space by utilizing attention

mechanism and structure information of meta graphs. Finally, MG-

policy corrects the off-policy bias with counterfactual risk min-

imization. Extensive experiments and analyses on two datasets

demonstrate MGpolicys’ abilities on mitigating sparsity issue, sam-

ple inefficiency and bias issue and yield improved recommendation

performance. In future work, we plan to investigate MGpolicy with
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(a) The impact of embedding

size 𝑑 on MovieLens.
(b) The impact of embedding size 𝑑

on Douban Book.

(c) The impact of candidate size

𝑛 on MovieLens.
(d) The impact of candidate size

𝑛 on Douban Book.

Figure 7: Parameter sensitiveness: embedding size 𝑑 controls
the latent factor numbers of state representations; candidate
size 𝑛 controls the length of candidate set.

other off-policy optimization methods, such as the Actor-Critic that

combines Q-learning and policy gradient.
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