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Abstract. AI ethics has been a much discussed topic in recent years.
Fairness and explainability are two important ethical principles for trust-
worthy AI. In this paper, the impact of AI explainability and fairness
on user trust in AI-assisted decisions is investigated. For this purpose,
a user study was conducted simulating AI-assisted decision making in a
health insurance scenario. The study results demonstrated that fairness
only affects user trust when the fairness level is low, with a low fairness
level reducing user trust. However, adding explanations helped users in-
crease their trust in AI-assisted decision making. The results show that
the use of AI explanations and fairness statements in AI applications is
complex: we need to consider not only the type of explanations, but also
the level of fairness introduced. This is a strong motivation for further
work.
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1 Introduction

Artificial Intelligence (AI) informed decision-making is claimed to lead to faster
and better decision outcomes, and has been increasingly used in our society
from the decision-making of daily lives such as recommending movies and books
to making more critical decisions such as medical diagnoses, credit risk predic-
tion, and shortlisting talents in recruitment. Among such AI-informed decision-
making tasks, trust and perception of fairness have been found to be critical fac-
tors driving human behaviour in human-machine interactions [40,48]. Because
of the black-box nature of AI models that make it hard for users to understand
why a decision is made or how the data is processed for the decision-making
[7,46,44], trustworthy AI has experienced a significant surge in interest from the
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research community to various application domains, especially in high stake do-
mains which usually require testing and verification for reasonability by domain
experts not only for safety but also for legal reasons [42,43,19,36]. Explana-
tion and trust are common partners in everyday life, and extensive research has
investigated the relations between AI explanations and trust from different per-
spectives ranging from philosophical to qualitative and quantitative dimensions
[30]. For instance, Zhou et al. [45] showed that the explanation of influences
of training data points on predictions significantly increased the user trust in
predictions. Alam and Mueller [3] investigated the roles of explanations in AI-
informed decision-making in medical diagnosis scenarios. The results show that
visual and example-based explanations integrated with rationales had a signifi-
cantly better impact on patient satisfaction and trust than no explanations, or
with text-based rationales alone. The previous studies that empirically tested the
importance of explanations to users in various fields consistently showed that ex-
planations significantly increase user trust. Furthermore, with the advancement
of AI explanation development, different explanation approaches such as local
and global explanations, and feature importance-based and example-based ex-
planations are proposed [44]. As a result, besides the explanation presentation
styles such as visualisation and text [3], it is also critical to understand how differ-
ent explanation approaches affect user trust in AI-informed decision-making. In
addition, Edwards [10] stated that the main challenge for AI-informed decision-
making is to know, whether an explanation that seems valid is accurate. This
information is also needed to ensure transparency and accountability of the de-
cision.

Besides, the data used to train machine learning models are often histori-
cal records or samples of events. They are usually not a precise description of
events and conceal discrimination with sparse details, which are very difficult to
identify. AI models are also imperfect abstractions of reality because of their sta-
tistical nature. All these lead to imminent imprecision and discrimination (bias)
associated with AI. As a result, the investigation of fairness in AI has been be-
coming an indispensable component for responsible socio-technical AI systems
in various decision-making tasks such as allocation of social benefits, hiring, and
criminal justice [5,12]. And extensive research focuses on fairness definitions and
unfairness quantification. Furthermore, human’s perceived fairness (perception
of fairness) plays an important role in AI-informed decision-making since AI
is often used by humans and/or for human-related decision-making [35]. Duan
et al. [9] argued that AI-informed decision-making can help users make better
decisions. Furthermore, the authors propose that AI-informed decisions will be
mostly accepted by humans, when used as a support tool. Considerable research
on perceived fairness has evidenced its links to trust such as in management and
organizations [25,32].

In addition, Dodge et al. [8] argued that AI explanations can also provide
an effective interface for the human-in-the-loop, enabling people to identify and
address fairness issues. They also demonstrated the need of providing different
explanation types for different fairness issues. All these demonstrate the inter-
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connection relations between explanation and fairness in AI-informed decision-
making. Despite the proliferation of investigations of effects of AI explanation
on trust and perception of fairness, or effects of introduced fairness on trust and
perception of fairness, it is critical to understand how AI explanation and intro-
duced fairness concurrently affect user trust since AI explanation and fairness
are common partners in AI-informed decision-making. Therefore, in this work,
we aim to investigate the effects of both AI explanation and introduced fairness
on user trust.

Our aim in this paper is to understand user trust under both different
types of AI explanations and different levels of introduced fairness. In particu-
lar, two commonly used explanation approaches of example-based explanations
and feature importance-based explanations are introduced into the AI-informed
decision-making pipeline under different levels of introduced fairness. We aim to
discover, whether AI explanations and introduced fairness with fairness state-
ment benefit human’s trust and if so, which explanation type or fairness level
benefits more than others. A user study is designed by simulating AI-informed
decision-making in health insurance through manipulating AI explanations and
introduced fairness levels. Statistical analyses are performed to understand ef-
fects of AI explanations and introduced fairness on trust.

2 Related Work

2.1 AI Fairness and Trust

User trust in algorithmic decision-making has been investigated from different
perspectives. Zhou et al. [41,47] argued that communicating user trust bene-
fits the evaluation of effectiveness of machine learning approaches. Kizilcec [23]
found that appropriate transparency of algorithms by explanation benefited the
user trust. Other empirical studies found the effects of confidence score, model
accuracy and users’ experience of system performance on user trust [39,43,38].

Understanding relations between fairness and trust is nontrivial in the social
interaction context such as marketing and services. Roy et al. [32] showed that
perceptions of fair treatment on customers play a positive role in engendering
trust in the banking context. Earle and Siegrist [11] found that the issue im-
portance affected the relations between fairness and trust. They showed that
procedural fairness did not affect trust when the issue importance was high,
while procedural fairness had moderate effects on trust when issue importance
was low. Nikbin et al. [28] showed that perceived service fairness had a signifi-
cant effect on trust, and confirmed the mediating role of satisfaction and trust
in the relationship between perceived service fairness and behavioural intention.

Kasinidou et al. [21] investigated the perception of fairness in algorithmic
decision-making and found that people’s perception of a system’s decision as
‘not fair’ is affecting the participants’ trust in the system. Shin’s investigations
[33,34] showed that perception of fairness had a positive effect on trust in an
algorithmic decision-making system such as recommendations. Zhou et al. [48]
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got similar conclusions that introduced fairness is positively related to user trust
in AI-informed decision-making, i.e. the high level of introduced fairness resulted
in the high level of user trust.

These previous works motivate us to further investigate how multiple factors
such as AI fairness and AI explanation together affect user trust in AI-informed
decision-making.

2.2 AI Explanation and Trust

Explainability is indispensable to foster user trust in AI systems, particularly
in sensible application domains. Holzinger et al. [17] introduced the concept of
causability and demonstrated the importance of causability in AI explanations
[18], [20]. Shin [34] used causability as an antecedent of explainability to examine
their relations to trust, where causability gives the justification for what and
how AI results should be explained to determine the relative importance of the
properties of explainability. Shin argued that the inclusion of causability and
explanations would help to increase trust and help users to assess the quality of
explanations, e.g. with the Systems Causability Scale [15].

The influence of training data points on predictions is one of typical AI ex-
planation approaches [24]. Zhou et al. [45] investigated the effects of influence on
user trust and found that the presentation of influences of training data points
significantly increased the user trust in predictions, but only for training data
points with higher influence values under the high model performance condition.
Papenmerer et al. [29] investigated the effects of model accuracy and explanation
fidelity, and found that model accuracy is more important for user trust than ex-
plainability. When adding nonsensical explanations, explanations can potentially
harm trust. Larasati et al. [26] investigated the effects of different styles of tex-
tual explanations on user trust in an AI medical support scenario. Four textual
styles of explanations including contrastive, general, truthful, and thorough were
investigated. It was found that contrastive and thorough explanations produced
higher user trust scores compared to general explanation style, and truthful ex-
planation showed no difference compared to the rest of the explanations. Wang
et al. [37] compared different explanation types such as feature importance, fea-
ture contribution, nearest neighbour, and counterfactual explanation from three
perspectives of improving people’s understanding of the AI model, helping peo-
ple recognize the model uncertainty, and supporting people’s calibrated trust in
the model. They highlighted the importance of selecting different AI explanation
types in designing the most suitable AI methods for a specific decision-making
task.

These findings confirmed the impact of explanation and its types on users
trust in AI systems. In this paper, we investigate how different explanation types
such as example-based and feature importance-based explanations affect user
trust in AI-informed decision-making by considering the effects of AI fairness
concurrently.
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3 Method

3.1 Case study

This research selected the health insurance decision-making as a case study for
AI-informed decision-making. The decision of the monthly payment rate is a
significant step in the health insurance decision-making process. It is often based
on information about the age and lifestyle of applicants. For example, a 20-year
old applicant, who does neither smoke nor drink and works out frequently, is
less likely to require extensive medical care. Therefore, the insurance company
most likely decides to put this applicant into the lower payment class with a
lower monthly rate for insurance. The insurance will increase with the age of the
applicant and pre-known illnesses or previous hospital admissions. AI is used
to get faster results for these decisions while enhancing customer experience
since AI allows the automatic calculation of key factors and guarantees an equal
procedure for every applicant [22]. This decision-making process is simulated in
the study by creating fake personas with different attributes and showing their
prediction of a monthly insurance rate. The simulation determines the monthly
rate based on the factors of age, gender, physical activities, as well as drinking
and smoking habits.

The advisory organ of the EU on GDPR, Article 29 Working Party, added
a guideline [4] with detailed descriptions and requirements for profiling and au-
tomated decision-making. They also state that transparency is a fundamental
requirement for the GDPR. Two explanation approaches of example-based expla-
nation and feature importance-based explanation with fairness conditions are in-
troduced into the decision-making process to meet requirements for AI-informed
decision-making by GDPR [2] and other EU regulations and guidelines [1,13].

3.2 Explanations

This study aims to understand how AI explanations affect user trust in decision-
making. Two types of explanations are investigated in the experiment:

– Example-based explanation. Example-based explanation methods select par-
ticular instances of the dataset as similar or adverse examples to explain the
behaviour of AI models. Examples are commonly used as effective explana-
tions between humans for explaining complex concepts [31]. Example-based
AI explanations have been used to help users gain intuition for AI that
are otherwise difficult to explain through algorithms [6]. In this study, both
similar and adverse examples are introduced into tasks to investigate user
responses.

– Feature importance-based explanation. Feature importance is one of the
most common AI explanations [43]. It is a measure of the individual contri-
bution of a feature to AI outcomes. For example, a feature is “important”
if changing its values increases the model error, as the model relied on the
feature for the prediction. A feature is “unimportant” if changing its val-
ues leaves the model error unchanged. In this study, the importance of each
feature on a specific AI prediction is presented to analyse user responses.
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In addition, tasks without any specific explanations (called control condition
in this study) are also introduced to see if the explanation is indeed helpful or
provides a better understanding of the decision-making process.

3.3 Fairness

In this study, gender is used as a protected attribute in fairness investigations.
Two levels of introduced fairness are used in the study:

– Low level of fairness. At this level, the decisions are completely biased to
one gender. In this study, statements such as “male and female customers
having a similar personal profile did receive a different insurance rate: male
customers pay € 30 more than female customers.” are used to show the least
fairness of the AI system.

– High level of fairness. At this level, both males and females are fairly treated
in the decision-making. In this study, statements such as “male and female
having a similar personal profile were treated similarly” are used to show
the most fairness of the AI system.

In addition, tasks without any fairness information (called control condition
in this study) are also introduced to investigate the difference of user responses
in decision-making with and without the fairness information.

3.4 Task Design

Table 1: Experiment task conditions.
Fairness

Control Low High

Explanation
Control T T T
Example-Based T T T
Feature Importance T T T

According to the application scenario as described above, we investigated the
decisions made by participants under both explanation and fairness conditions.
In each task, AI models automatically recommended a decision based on the
use case. Participants were then asked to accept or reject this decision under
the presentation of different explanation and fairness conditions (3 explanation
conditions by 3 fairness conditions, see Table 1). Figure 1 shows an example of
the use case statement, the decision recommended by AI models, as well as the
presentation of fairness and explanation conditions. After the decision-making,
different questions are asked to rate users’ trust in AI models. All together, each
participant conducts 9 tasks (3 explanation conditions × 3 fairness conditions
= 9 tasks). The orders of tasks are randomised to avoid any bias introduced. In
addition, 2 training tasks are conducted by each participant before formal tasks.
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Fig. 1: An example of the experiment

3.5 Trust Scales

In this study, trust is assessed with six items using self-report scales following
approaches in [27]. The scale is on a 4-point Likert-type response scale ranging
from 1 (strongly disagree), 2 (disagree), 3 (agree), to 4 (strongly agree).

– I believe the system is a competent performer.
– I trust the system.
– I have confidence in the advice given by the system.
– I can depend on the system.
– I can rely on the system to behave in consistent ways.
– I can rely on the system to do its best every time I take its advice.

3.6 Experiment Setup

Due to social distancing restrictions and lockdown policies during the COVID-19
pandemic, this experiment was implemented and deployed on the cloud server
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online. The deployed application link was then shared with participants through
emails and social networks to invite them to participate in the experiment. Fig-
ure 1 shows the example of a task conducted in the experiment.

3.7 Participants and Data Collection

In this study, 25 participants were recruited to conduct experimental tasks via
various means of communications such as emails and social media posts who were
university students with an average age of 26 and 10 of them were females. After
each task was displayed on the screen, the participants were asked to answer
ten questions based on the task on trust and satisfaction in the AI-informed
decision-making.

4 Results

Since two independent factors of explanation and fairness were introduced to
investigate their effects on user trust in this study, two-way ANOVA tests were
first conducted to examine whether there were interactions between explanation
and introduced fairness on trust. We then performed one-way ANOVA tests,
followed by a post-hoc analysis using t-tests (with a Bonferroni correction) to
analyze differences in participant responses of trust under different conditions.

Before statistical analysis, trust values were normalised with respect to each
subject to minimize individual differences in rating behavior (see Equation 1):

V N
i = (Vi − V min

i )/(V max
i − V min

i ) (1)

where Vi and V N
i are the original and normalised trust ratings respectively from

the participant i, V min
i and V max

i are the minimum and maximum of trust values
respectively from the participant i in all of his/her tasks.

4.1 Effects of Fairness on Trust

Figure 2 shows normalised trust values over the introduced fairness conditions. A
one-way ANOVA test was performed to compare the effect of introduced fairness
on user trust. The one-way ANOVA test found that there were statistically
significant differences in user trust among three introduced fairness conditions
F (2, 222) = 8.446, p < .000. A further post-hoc comparison with t-tests (with a
Bonferroni correction under a significance level set at α < .017) was conducted
to find pair-wise differences in user trust between three fairness conditions. The
adjusted significance alpha level of .017 was calculated by dividing the original
alpha of .05 by 3, based on the fact that we had three fairness conditions. It was
found that participants had a statistically significant high level of trust under the
high level of fairness compared to the low fairness condition (t = 4.185, p < .000).
Moreover, it was found that participants also had a statistically significant higher
level of trust under the control condition (no fairness information presented)
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Fig. 2: User trust under introduced fairness conditions

than that under the low fairness condition (t = 2.433, p < .016). However, there
was not a statistically significant difference found in user trust between the
introduced high fairness condition and control condition (t = 1.602, p < .111).

These findings imply that the introduced fairness condition did affect user
trust in AI-information decision-making only under the low fairness condition,
where introduced fairness decreased user trust in AI-informed decision-making.

4.2 Effects of Explanation on Trust

Figure 3 shows normalised trust values over various explanation conditions. A
one-way ANOVA test revealed statistically significant differences in user trust
under different explanation types F (2, 222) = 11.226, p < .000. Then post-hoc
tests with the aforementioned Bonferroni correction were conducted. It was
found that participants had statistically significant lower level of trust under
the control condition (no explanation presented) than that under the feature
importance-based explanation (t = 4.645, p < .000) and example-based expla-
nation (t = 2.455, p < .015) respectively. There was not a significant difference
in user trust between feature importance-based explanation and example-based
explanation (t = 2.329, p < .021).

The results showed that explanations did help users increase their trust sig-
nificantly in AI-informed decision-making, but different explanation types did
not show differences in affecting user trust.
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Fig. 3: User trust under explanation types

4.3 Effects of Fairness and Explanation on Trust

This subsection further analyses the effects of fairness on trust under different
given explanation types, and the effects of explanation on trust under different
given fairness levels.

Effects of fairness on trust under example-based explanations Fig-
ure 4 shows normalised trust values over various fairness conditions under the
example-based explanation condition. A one-way ANOVA test was conducted
to compare the effect of introduced fairness on user trust under the example-
based explanation. The test found a statistically significant difference in trust
between introduced fairness levels, F (2, 72) = 8.146, p < .001. Further post-hoc
t-tests (with Bonferroni correction) were then conducted to find differences in
trust among different fairness levels. Participants showed a significant higher
trust level under high introduced fairness than that under the low introduced
fairness level (t = 3.887, p < .000). Moreover, user trust was significantly higher
under the control condition (no fairness information presented) than that under
the low introduced fairness level (t = 3.266, p < .002). However, there was not
a significant difference in trust between the high introduced fairness and the
control condition (t = .436, p < .665).
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Fig. 4: Effects of fairness on user trust under the example-based explanation

The results showed that under the example-based explanation condition, the
low level of fairness statement significantly decreased the user trust in decision-
making but the high level of fairness statement did not affect user trust.

Effects of fairness on trust under feature importance-based explana-
tions Figure 5 shows the normalized trust levels for introduced fairness levels
under feature importance-based explanation. A one-way ANOVA test found no
significant differences in trust in different introduced fairness levels under the
feature importance-based explanation, F (2, 72) = 2.353, p < .102.

From the results, we can see that under the feature importance-based expla-
nation condition, no fairness information seems to influence the user’s trust.

Effects of explanation on trust under low level introduced fairness
Figure 6 shows the normalized trust values with different explanation types
under low-level introduced fairness. A one-way ANOVA test found statistical
significant differences in trust among explanation types under the low level of
introduced fairness, F (2, 72) = 3.307, p < .042. The further t-test found that
participants showed no significant higher level of trust under feature importance-
based explanation than that under the control condition (no explanation pre-
sented) (t = 2.248, p < .046). Moreover, there were neither significant differences
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Fig. 5: Effects of fairness under feature importance-based explanations on user
trust

found in user trust between the control condition and example-based explanation
(t = .035, p < .972), nor between the two explanation types (t = 2.296, p < .026).

Therefore, we can say that under the low level of introduced fairness, neither
explanation type did significantly increase user’s trust in the decision-making
process.

Effects of explanation on trust under high level of introduced fairness
Figure 7 shows the normalised trust values in different explanation types under
the high level of introduced fairness. A one-way ANOVA test revealed no sta-
tistical significant differences in user trust among explanation types under the
high level of introduced fairness, F (2, 72) = 2.369, p < .101.

The explanation type under the high level of introduced fairness had no
influence on user’s trust.

5 Discussion

Explanation and fairness, along with robustness [16,14], are among the indispens-
able components of AI-based decision making for trustworthy AI. AI-informed
decision-making and automated aids have been becoming much popular with the
advent of new AI-based intelligent applications. Therefore, we opted to study the
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Fig. 6: Effects of explanation on user trust under low introduced fairness level

effects of both AI explanations and fairness on human-AI trust in a specialised
AI-informed decision-making scenario.

The study found that the fairness statement in the scenario did affect user
trust in AI-information decision-making only under the low level of fairness con-
dition, where the low-level fairness statement decreased user trust in AI-informed
decision-making. However, the addition of explanations helped users increase
their trust significantly in AI-informed decision-making, and different explana-
tion types did not show differences in affecting user trust. We then drilled down
into the effects on trust under specific conditions. From the explanation’s per-
spective, it was found that under the example-based explanation condition, the
low level of fairness statement significantly decreased the user trust in decision-
making but the high level of fairness statement did not affect user trust. Nev-
ertheless, the level of fairness under the feature importance-based explanation
condition did not show any impact on the user trust. Furthermore, from the in-
troduced fairness’ perspective, it revealed that under the low level of introduced
fairness, neither explanation type significantly increased user trust in decision-
making. The high level of introduced fairness, on the other hand, showed no
effects at all on user trust. It also implies that the introduced fairness levels did
not affect user trust too much.

These findings suggest that the deployment of AI explanation and fairness
statements in real-world applications is complex: we need to not only consider
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Fig. 7: Effects of explanation on trust under high introduced fairness level

explanation types, but also levels of introduced fairness. In order to maximise
user trust in AI-informed decision-making, the explanation types and the level of
fairness statement can be adjusted in the user interface of intelligent applications.

6 Conclusion and Future Work

This paper investigated the effects of introduced fairness and explanation on user
trust in AI-informed decision-making. A user study by simulating AI-informed
decision-making through manipulating AI explanations and fairness levels found
that the introduced fairness affected user trust in AI-informed decision-making
only under the low level of fairness condition. It was also found that the AI
explanations increased user trust in AI-informed decision-making, and different
explanation types did not show differences in affecting user trust. The future
work of this study will focus on the effects of explanation and introduced fairness
on perception of fairness as well as accountability of AI.
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