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ABSTRACT

Real-time unsupervised condition monitoring of civil infrastructures has gained a great deal of attention during
the past decade. This practice has been challenged by several factors such as the lack of a robust feature extraction
strategy, scarcity of baseline data collected from the intact structure, the lack of information from missing data,
and the hardship of specifying a dynamic threshold strategy. Thanks to the advances in deep learning techniques,
the condition monitoring practice of civil infrastructures benefits largely from the strength of deep learning for
feature extraction, amending missing information, and developing dynamic threshold settings. This survey
studies some of the recent advances in real-time unsupervised condition monitoring of civil infrastructures. As
such, it has been noted that the variational auto-encoder and generative adversarial networks are two main deep
learning models that can address the aforementioned challenges. Therefore, a possible future path for research in
this field can be towards mixing these deep learning models to address all the challenges of real-time unsupervised
condition monitoring of civil infrastructures at once.

Keywords: Structural condition monitoring, Unsupervised learning, Variational auto-encoder, Generative ad-
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1. INTRODUCTION

The health condition monitoring of the civil infrastructures has been made possible through the installation of
SHM systems on structures, during the past decade. This has made the structural health condition assessment
possible through the tracking of abnormality in structural response data. The numerous sensors deployed on
a structure provides a huge monitoring data that can be analysed to investigate the in-service condition of the
structure. Advanced data processing methods aim to convert the recorded multi-source heterogeneous data into
meaningful physical indicators for structural health assessment, as discussed in Ref. 1. This will further facilitate
the effective decision making about the maintenance and management of the target structure. Conventional
data analysis methods are limited in dealing with: (1) the effect of noise on structural characteristic information,
(2) the Environmental and Operational Variations (EOV) effect, (3) analysing a large volume of measurement
data, (4) the lack of baseline information, and (5) errors stemming from the missing data stemming from sensors
failure. The advancement of data processing units and deep learning based algorithms during the past decade has
made the analysis of massive data obtained from an SHM system possible. This paves the way towards accurate,
autonomous, and robust condition monitoring of civil infrastructures through the recorded data. Therefore, the
SHM community have been focusing on exploring the capabilities of deep learning-based strategies for various
challenges involved with the structural condition monitoring, as discussed in Ref. 2.

Real-time condition monitoring of a structure is an unsupervised process that does not rely on any information
from abnormal states of the structure. However, there are some challenges involved with the unsupervised
structural health monitoring. Some of these challenges are studied in Ref. 3. This survey is aimed at presenting
some of these challenges and the ways of addressing them from reviewing recent studies conducted in this field
of research.

Further author information: (Send correspondence to Amir H. Gandomi)
Amir H. Gandomi: E-mail: gandomi@uts.edu.au
Mohsen Mousavi: E-mail: mohsen.mousavi@uts.edu.au



Input data encoder Latent
space decoder Output data

Figure 1: Diagram of a vaiational auto-encoder (VAE).

2. FEATURE EXTRACTION USING VARIATIONAL AUTO-ENCODER

Traditional feature extraction algorithm mostly focus on signal processing of vibration data and extracting
features from either the time domain analysis of recorded data such as coefficients of a time series model of
the structural vibration data, as discussed in Ref. 4, frequency domain such as structural modal information, as
dicussed in 5, or time-frequency domain such as Gabor’s analytical signal’s characteristics, as discussed in Ref. 6.
In the recent decades, advances of deep learning methods made it possible to extract high-level abstract features
form raw vibration data. Variational Auto-Encoder (VAE) is one of the most widely used generative DL models
for solving unsupervised problems. VAE has been used to reduce the high-dimensional structural vibration data
to low-dimensional latent space, and then the original data from the low-dimensional representations is restored,
as shown in Ref. 7. The procedure of an VAE module is depicted in Fig. 1. As such, the encoder unit is a deep
learning module that transfers input data to a latent space in a bid to discard useless information in it. The
transferred data in the latent space is a dimensionaly reduced version of the input data. The decoder unit aims
at reconstructing the input data as output through transforming the cleaned data in the reduced latent space.
As such, one of the potential application of an VAE module is to denoise the input data, as shown in Ref. 8.
Condition monitoring of civil infrastructures under the EOV effects is another challenging task, as discussed in
9, 10. A VAE module can be developed to discard the unwanted effect of the EOV effects on the structural
vibration data, while preserving useful information about the damage state of the structure.

3. MIMICKING REAL DATA USING GENERATIVE ADVERSARIAL NETWORKS

Another challenge for real-time damage detection of structures stems from the lack of enough data objects
associated with different structural conditions. In general, it is not practical to gather this data from a structure
in operation, as it is a costly process. Generative Adversarial Network (GAN) is a class of machine learning
frameworks that is developed to generate new data that follows the same statistics as the data in training set.
As can be seen from Fig. 2, the discriminator unit in a GAN is a classifier that discriminates between real data
(training data) and fake data (generated by the generator unit). The aim of a GAN is to mimic the training
data through constantly modifying the generated model until the discriminator fails to distinguish between the
fake and training data. Recently, a novel strategy based on multi-GAN’s discriminators was proposed to mimic
a dynamic-class novelty detection framework, as shown in Ref. citenumsoleimani2021system.

Data loss upon monitoring of a structure is the most common type of sensors failure. This issue is more
common in wireless sensors. Since the transferred data is greatly important for real-time monitoring of structures,
a procedure needs to be developed to regenerate this missing information. Recently, a GAN architecture was
developed for imputation of missing strain response of a bridge structure for unsupervised health monitoring, as
shown in Ref. 11.

4. THRESHOLD SETTING BASED ON GAN

Real-time condition monitoring of structures is reliant on a dynamic threshold setting strategy. Probabilistic
threshold setting has been proven to be effective for early damage detection of structures, as discussed in Ref. 12,
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Figure 2: Diagram of a Generative Adversarial Network (GAN).

13. However, machine learning algorithms are not capable of learning meaningful features from big data and
exploring a more complex data structure for the automatic fault detection. Recently, a self-setting threshold
strategy was developed based on deep convolutional GAN (DCGAN) for condition monitoring of generator
bearings in a wind turbine, as shown in Ref. 14.

5. CONCLUSIONS AND FUTURE WORK

The state-of-the-art of deep learning approaches for real-time unsupervised condition monitoring of civil infras-
tructures has been investigated. As such, three main challenges involved with this practice, reported in the
literature, include: (1) denoising, removing the EOV effects, (3) automatic feature extraction, (4) amending
missing information in the recorded data, (5) the lack of baseline data, and (6) an automatic dynamic threshold
setting strategy. Some recent studies in the realm of real-time unsupervised condition monitoring of civil infras-
tructures indicate that two different deep learning models, namely VAE and GAN have been recently employed for
addressing the above issues. However, it was noted that in non of the investigated studies all the aforementioned
challenges were addressed together. Hence, future studies can focus on developing deep learning architectures
based on a mixture of VAE and GAN for addressing the real-time unsupervised condition monitoring of civil
infrastructures, where all the above challenges are addressed at once.
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