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Introduction

Today’s algorithms already reached or even surpassed the task 
performance of humans in various domains. Especially, Arti-
ficial Intelligence (AI) plays a central role for the interaction 
between organizations and individuals such as their customers, 
transforming for instance electronic commerce or customer 
relationship management. However, most AI systems are still 
“black boxes” that are difficult to comprehend—not only for 
developers, but also for consumers and decision-makers (Meske 
et al., 2022). With regards to electronic markets, problems such 
as trying to manage the risk and ensure regulatory compliance of 
electronic trading systems based on machine learning stem not 
only from their data-driven nature and technical complexity, but 
also from their black-box nature, where the “learning” creates 

non-transparent dependencies between inputs and outputs 
(Cliff & Treleaven, 2010). This raises many challenges such as 
ensuring data quality issues, managing provenance information 
needed for transparency as well as organizing metadata when 
combining data from multiple sources (Rabhi et al., 2020). Thus, 
a responsible and more trustworthy AI is demanded (HLEG-AI, 
2019; Thiebes et al., 2021; Schneider et al., 2022).

This is where research on Explainable Artificial Intelli-
gence (XAI) comes in. Also referred to as “interpretable” or 
“understandable AI”, XAI aims to “produce explainable mod-
els, while maintaining a high level of learning performance 
(prediction accuracy); and enable human users to understand, 
appropriately, trust, and effectively manage the emerging gen-
eration of artificially intelligent partners” (Defense Advanced 
Research Projects Agency (DARPA), 2017). XAI hence refers 
to “the movement, initiatives, and efforts made in response 
to AI transparency and trust concerns, more than to a formal 
technical concept” (Adadi & Berrada, 2018, p. 52,140). XAI is 
designed in a user-centric fashion so that users are empowered 
to scrutinize AI (Förster et al., 2020). Overall, XAI objectives 
are to evaluate, to improve, to learn from, and to justify AI, in 
order to eventually be able to manage AI (Meske et al., 2022). 
The need for greater explainability has been recognized in both 
academic and industry settings as for example tech giants such 
as Google, Facebook, Microsoft, Amazon and IBM create 
partnerships with academics and practitioners on platforms 
such as Partnership on AI (https://​www.​partn​ershi​ponai.​org/) 
to foster public discussions and to improve people's under-
standing of AI and its consequences (Abedin, 2022).

The special issue

With a focus on the transformation of electronic markets, in 
this special issue, we explore and extend research on how to 
establish explainability and responsibility in intelligent black 
box systems—machine learning-based or not. The submitted 
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papers in this special issue show a wide range of domains 
and methods that can be applied to add knowledge in the 
field of XAI. They also showed that while AI is increasingly 
being embedded in various information systems (ISs) such 
as medical information systems, human resource systems, 
banking and financial systems, and autonomous vehicles, the 
explainability and understandability aspects of interactions 
between humans and AI systems remain under-researched 
(Abedin et al. 2022). However, recent research in IS and 
other disciplines indicates a substantial increase in research 
and interest in understanding the black box AI operations 
and logic and in being able to communicate that with users 
and other stakeholders.

We are delighted to introduce our special issue on 
“Explainable and responsible artificial intelligence”. The 
call was announced in 2021 with April 2022 as the deadline 
for submissions. Subsequently, Electronic Markets spon-
sored our second mini-track on "Explainable Artificial Intel-
ligence (XAI)" at the 55th Hawaiian International Confer-
ence on Systems Science (HICSS) from which papers were 
invited to submit extended manuscripts for this special issue.

The overarching goal of this special issue was to stress the 
need for conceptualizing and empirically studying explain-
ability of AI and to invite research for exploring, theoriz-
ing, and testing guidelines for upholding and implement-
ing good XAI practices with regards to individual, group/
team, organizational, and societal level of analysis and with 
a focus on electronic markets domains. The special issue had 
a broad target audience, including academics, practitioners, 
and policy makers who could demonstrate innovative strat-
egies and resolutions to the described tensions, risks, and 
opportunities.

Accepted papers

In the first paper, “Explainable product backorder predic-
tion exploiting CNN: Introducing explainable models in 
businesses”, the authors Md Shajalal, Alexander Boden and 
Gunnar Stevens (Shajalal et al., 2022) explore how intel-
ligent predictive models could be made explainable to the 
stakeholders in strategic inventory management. It proposes 
a new convolutional neural network (CNN)-based explain-
able predictive model for product backorder prediction. The 
paper employs Shapley Additive Explanations to explain the 
overall model’s priority in decision making. Besides that, 
the paper introduces locally interpretable surrogate models 
that can explain any individual prediction. The experimental 
results demonstrate effectiveness in predicting backorders in 
terms of standard evaluation metrics. In addition, the pro-
posed methods and explanation generation techniques can 
apply to other predictive tasks in the business domain.

The second paper, “Global reconstruction of language 
models with linguistic rules – Explainable AI for online 
consumer reviews”, is written by Markus Binder, Bernd 
Heinrich, Marcus Hopf, and Alexander Schiller (Binder 
et al., 2022). The authors address problems caused by “black 
box” language models such as BERT which are unclear on 
how they arrive at their predictions. Yet, many eCommerce 
applications require checks and justifications by means of 
global reconstruction of their predictions, since the decisions 
based thereon can have large impacts or are even manda-
tory due to regulations such as the GDPR. To this end, the 
paper proposes a novel global XAI approach by means of 
linguistic rules based on NLP building blocks (e.g., part-of-
speech) and analyze it on different datasets of online con-
sumer reviews and NLP tasks. Since this approach allows for 
different setups, this paper is the first to analyze the trade-off 
between comprehensibility and fidelity of global reconstruc-
tions of language model predictions. With respect to this 
trade-off, the paper finds that this approach indeed allows 
for balanced setups for global reconstructions of BERT’s 
predictions. Thus, this approach paves the way for a thor-
ough understanding of language model predictions in text 
analytics. In practice, this approach can assist businesses in 
their decision-making and supports compliance with regula-
tory requirements.

The third paper is authored by Jana Gerlach, Paul Hoppe, 
Sarah Jagels, Luisa Licker, and Michael Breitner (Gerlach 
et al., 2022), and entitled “Decision support for efficient XAI 
services – A morphological analysis, business model arche-
types, and a decision tree”. The market volume of XAI ser-
vices has grown significantly and XAI services are applied 
to explore relationships in data, improve AI methods, justify 
AI decisions, and control AI technologies. In their paper, the 
authors contribute to theory and practice by deducing XAI 
archetypes and developing a user-centric decision support 
framework to identify the XAI services most suitable for the 
requirements of relevant stakeholders including managers, 
regulators, users of XAI models, developers, and consumers. 
The proposed decision tree is founded on a literature-based 
morphological box and a classification of real-world XAI 
services.

In the fourth paper, “Designing a feature selection method 
based on explainable artificial intelligence”, the authors Jan 
Zacharias, Moritz von Zahn, Johannes Chen and Oliver Hinz 
(Zacharias et al., 2022) argue that AI system's pre-process-
ing stage has been unjustifiably neglected and should receive 
greater attention in current efforts to establish explainabil-
ity. The authors focus on introducing explainability to an 
integral part of the pre-processing stage: feature selection, 
and build upon design science research to develop a design 
framework for explainable feature selection. They instanti-
ate the design framework in a running software artifact and 
evaluate it in two expert workshops. The achieved artifact 
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helps organizations to persuasively justify feature selec-
tion to stakeholders and, thus, comply with upcoming AI 
legislation. The authors further provide researchers and 
practitioners with a design framework consisting of meta-
requirements and design principles for explainable feature 
selection.

The fifth paper, titled “A nascent design theory for 
explainable intelligent systems”, written by Lukas-Valentin 
Herm, Theresa Steinbach, Jonas Wanner and Christian Jani-
esch (Herm et al., 2022), focuses on the challenge, that the 
complexity of intelligent systems renders the user hardly 
able to comprehend the inherent decision logic of the under-
lying machine learning model. As a result, so they argue, 
the adoption of this technology, especially for high-stake 
scenarios, is hampered. In this context, XAI offers numerous 
starting points for making the inherent logic explainable to 
people. While research manifests the necessity for incor-
porating XAI into intelligent systems, there is still a lack 
of knowledge about how to socio-technically design these 
systems to address acceptance barriers among different user 
groups. In response, the authors have derived and evaluated 
a nascent design theory for explainable intelligent systems 
based on a structured literature review, two qualitative expert 
studies, a real-world use case application, and quantitative 
research. Their design theory includes design requirements, 
design principles, and design features covering the topics 
of global explainability, local explainability, personalized 
interface design, and psychological/emotional factors.

In the sixth paper, “Applying XAI to an AI-based sys-
tem for candidate management to mitigate bias and dis-
crimination in hiring”, the authors Lennart Hofeditz, Sünje 
Clausen,  Alexander Rieß,  Milad Mirbabaie and Stefan 
Stieglitz (Hofeditz et al., 2022) examine the proliferation 
of application of AI-based systems in the human resource 
field and particularly in candidate selections. In particular, 
the study focuses on the final hiring decision, which often 
remains with humans and is prone to human biases. The 
study investigates the impact of an AI-based system’s can-
didate recommendations on humans’ hiring decisions and 
how this relation could be moderated by an XAI approach. 
A self-developed platform was used to conduct an online 
experiment with 194 participants. The quantitative and 
qualitative findings showed that the recommendations of an 
AI-based system can reduce discrimination against older and 
female candidates but appear to cause fewer selections of 
foreign-race candidates. Contrary to expectations, the same 
XAI approach moderated these effects differently depending 
on the context.

The seventh and last paper, “Explanation matters: An 
experimental study on explainable AI”, is written by Pascal 
Hamm, Michael Klesel, Patricia Coberger and H. Felix Witt-
mann (Hamm et al., forthcoming). While previous literature 
has already addressed the technological benefits of XAI, 

there has been little research comparing XAI and AI from 
the user’s perspective. Building upon the theory of trust, 
the authors theorize that post-hoc explainability (using 
Shapley Additive Explanations) has a significant impact on 
use-related variables in this context. To test their model, 
they conduct an experimental task asking participants to 
compare signatures and detect forged signatures. Surpris-
ingly, their study shows that XAI has only a small but sig-
nificant impact on perceived explainability. Nevertheless, 
they demonstrate that a high level of perceived explainabil-
ity has a strong impact on important constructs including 
trust and perceived usefulness. A post-hoc analysis shows 
that hedonic factors are significantly related to perceived 
explainability and require more attention in future research. 
They conclude with important directions for academia and 
for organizations.

Conclusion and directions for future 
research

In various ways, the accepted papers provide scientific inno-
vations and advance our understanding of how explainable 
and responsible artificial intelligence can be established. On 
a more abstract level, Gerlach et al. (2022) introduced a user-
centric decision tree applicable for different stakeholders to 
support them in identifying the most suitable XAI services 
for their individual requirements. Herm et al. (2022) estab-
lished a nascent design theory for explainable intelligent sys-
tems, including design requirements, principles, and features 
for such artefacts. New XAI methods were proposed, such 
as a novel global XAI approach by means of linguistic rules 
based on NLP building block (Binder et al., 2022), while 
Zacharias et al. (2022) suggested an innovation regarding the 
pre-processing stage of AI by a new feature selection method 
based on XAI. Regarding the impact of XAI, it has been 
shown that transparent AI can be a very effective tool for 
decision support in different business domains such as inven-
tory management (Shajalal et al., 2022) or human resources 
(Hofeditz et al., 2022), and others. For instance, the latter 
study highlighted that with XAI, bias and discrimination 
in decision making can be mitigated. Finally, Hamm et al. 
(forthcoming) showed that explanations matter for users, and 
that perceived explainability has an important influence on 
the individual’s trust towards AI.

The contributions indicate that explainability is a prereq-
uisite for responsibility of AI usage as we believe moving 
forward, XAI will receive even more attention from scholars 
and practitioners especially as ethical and rules and princi-
ples shape and become part of compliance expectations and 
Government law and rules. These contributions also illus-
trate the challenges associated with adopting XAI within 
organizations from ensuring user centricity to presenting 
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information in a way that is comprehensible to experts from 
different domains like HR or eCommerce. We expect to 
see more of the XAI design theories to be translated into 
XAI practices, extending the notion of explainability to 
other trust-based considerations as well as embedding them 
into emerging frameworks that take a holistic approach to 
the development and management of AI systems. We also 
expect more research from socio-technical and non-technical 
perspectives into further theorization of XAI and its interac-
tions with end users and other stakeholders as well as exami-
nation of ways that such interactions influence AI design and 
development practices and outcomes.
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