
"© {Priyadarsi Nanda| ACM} 2023. This is the author's version of the work. It is posted here for your 
personal use. Not for redistribution. The definitive Version of Record was published in ACSW '23, 
https://doi.org/10.1145/3579375.3579376



Zero Trust Network Intrusion Detection System (NIDS) using
Auto Encoder for Attention-based CNN-BiLSTM

Abeer Z. Alalmaie
abeer.z.alalmaie@student.uts.edu.au

School of Electrical and Data
Engineering, University of

Technology Sydney
Sydney, Australia

Priyadarsi Nanda
priyadarsi.nanda@uts.edu.au
School of Electrical and Data
Engineering, University of

Technology Sydney
Sydney, Australia

Xiangjian He
sean.he@nottingham.edu.cn

Computer Science, University of
Nottingham

Ningbo, China

ABSTRACT
The large number of connected networks that underpin today’s IT
ecosystem make them more vulnerable to cyber threats because
of their connectivity, user diversity, amount of connected devices,
and services and applications that are available worldwide. As a
response to these cyberthreats, zero trust security has been rec-
ommended. However, it’s crucial to remember that this kind of
security monitoring can be done by outside experts. When cloud-
based third parties access network traces, there are threats to data
security, thus the present trend in security monitoring needs to
change to a "Never Trust, Always Verify" approach.

Network Intrusion Detection System (NIDS) can be used to de-
tect anomalous behavior. Convolution Neural Network (CNN) and
Bi-directional Long Short Term Memory (BiLSTM) based classifiers
and Auto-Encoder (AE) feature extractors have shown promising
results in NIDS. AE feature extractor provides possibility of com-
pressing the most important information and training the model
unsupervised. CNNs are capable to capture local spatial relation-
ships, while BiLSTMs are good at exploiting temporal interactions.
In addition, Attention modules are good at capturing content-based
global interactions, and can be applied on CNNs to attend to the
most important contextual information. In this work, we utilized
the advantages of all AE, CNN and BiLSTM structures using a multi-
head Self Attention mechanism to focus and integrate CNN features
for feeding into BiLSTM classifier.

We proposed to use the bottleneck features of a pre-trained AE
for an Attention-based CNN-BiLSTM classifier. Our experiments
using 6 and 10 categoryNID system onUNSW-NB15 dataset showed
that our proposed method outperforms state-of-the-art methods
and achieved accuracy of 89.79% and 88.13% respectively. Also, we
proposed a balanced data sampler for training 10 categories of NIDS
which improved the accuracy up to 91.72%. We demonstrated the
importance of Attention mechanism through our proposed method.
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1 INTRODUCTION
As network security monitoring becomes increasingly complex,it
becomes necessary to outsource these jobs to external analysts.
Additionally, there is an increasing demand for an accurate, cat-
egorised Network Intrusion Detection (NID) system. Many firms
are increasingly turning to third party analysts to complete these
activities as a result of the increased amount of security monitoring
tasks. Due to potential security issues, they are typically hesitant
to divulge network traces. For instance, if a sensitive piece of infor-
mation appears in the traces, it could be used to launch an cyber
attack on the systems or networks [3].

Modernizing data centres, moving to the cloud, and reforming
SOC are all ongoing transformations for businesses. Due to their
characteristics, businesses with implicit trusted networks that con-
tinuously validate all digital transactions are exposed to unwanted
access and data breaches. Since the cloud is the new network edge, it
cannot be designed using the outdated implicit trust model because
it introduces security flaws. In the digital world, you should trust
nothing and always verify everything. This approach is inapplicable
in a world where network edges have fragmented. The number
of breaches has recently been rising along with the number of
security-related incidents. This problem may result in unauthorised
access to private data.

The number of security incidents has skyrocketed, and with
it the demand for efficient security monitoring, which is rising
steadily. It’s crucial that the existing strategy is supplemented by an
all-encompassing solution that can track and identify anamolous ac-
tivity in real time rather than remaining restricted to a Trust but
Verify strategy. The main goal of this study is to offer data owners
a customizable, cost-effective solution. By drawing a line between
the trusted and untrusted parts of networks, this strategy hopes to
accomplish its objective. The data centre architecture makes this
possible.

Anonymization techniques must be applied over the network
traces of data owners in order to accomplish this. However, not
only is this approach necessary to increase the networks’ security,
but it is also a difficult undertaking. This paper aims to give a
comprehensive review of the many techniques applied to increase
network security.

The idea of zero trust security forbids total trust in a network’s
supporting structures. It is impossible to trust any entity, even those
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that are a part of the network. To change the mentality from "Never
Trust, Always Verify" to "Always Trust" is the idea behind zero
trust. Ensure that every privilege is explicitly authorised. Do not
treat any user, programme, or data flow as untrusted. This strategy
makes sure that a system only accesses the most vital resources
and that only malicious or out-of-the-ordinary activity is picked
up. Zero Trust holds that a cyberattack is unavoidable and limits
the access to only what is required to stop unauthorised access.

A security model with zero trust characteristics includes a set
of guidelines intended to create a safe environment for all users
and devices. In order to make sure the system is safe, it eliminates
the implicit trust that formerly existed in every component of a
network and necessitates constant monitoring and evaluation. This
approach is based on the acknowledgement that threats exist both
outside and inside the traditional network boundaries [3].

Organizations can defend themselves against threats that are
always evolving with the use of a secure perimeter. This problem
can be solved in a number of ways, including by using perturbation,
poisoning, and encryption. Some of these solutions require for the
establishment of a utility that ensures the veracity of the data that
is outsourced, while others call for the protection of privacy.

One of the most widely used methods to prevent unauthorised
access and data tampering is the implementation of CryptoPAn, a
technique that entails maintaining network trace anonymity while
substituting real IP addresses with a prefix derived from a pseudo-
nym. This method preserves the hierarchical relationships between
all IP addresses.

Zero Trust Security has put in place a number of strategies that
are intended to impose restrictions on access and keep an eye on
all devices and activities in order to prevent unwanted access and
data modification. An anonymized trace is one of these and is made
up of any two IP addresses with the same prefix. It has been shown
that putting into practise a zero trust paradigm can prevent attacks
while preserving a trade-off for original data preservation.

There are numerous ways available to deal with problems that
necessitate rigorous data sanitation. By prefix-naming them and
then concealing them in a number of false views, the multi-view
strategy enables the adversaries to hide their genuine IP addresses.
By using this technique, the attackers are unable to discern the
difference between legitimate IP addresses and fake ones.

Even if the attackers use semantic or prior knowledge attacks,
they can still hide the real IPs from the fake ones by deanonymizing
the entire output of the network. This method can be performed by
a powerful adversary who can perform injection or fingerprinting.

A zero trust security model can be used to pass the three concepts
of access control, privilege, and log traffic. It can also be used to
automate the process of monitoring and controlling the network
traces. This method can be utilized for the development of Network
Intrusion Detection Systems (NIDS). A deep neural network (DNN)
is used as a network ID to improve the efficiency of the processes
related to automatic authorization. This was the first time that this
type of network has been used in Zero-Trust Security [3].

Network Intrusion Detection task is about discovering any at-
tack and detecting the type of attack. Network Intrusion Detection
has become an important research field because it can help protect
the networks and devices against attacks [16]. Three of the most
important applications of NIDS are protecting and securing web

based applications (including clients, servers, Internet of Things),
securing smart grids, and outsourcing network traces to the analyz-
ers securely [3, 21, 27, 37, 42]. Researches in this field are generally
divided into binary and categorical (multi-class) Intrusion Detec-
tion Systems. Although, categorical intrusion detection provides
more useful information, it requires more processing than binary
methods and cannot be used in low-resourced hardware [12, 16].

The remainder of this paper is organized as follows. Section
2 provides a brief review about the related works in NID. The
proposed method for NID including both feature extraction and
classification is described in Section 3. The used dataset is described
and the experimental results and performance analysis are reported
in Section 4. We conclude the paper in Section 5.

2 RELATEDWORKS
In this section, we explore related works in NID and related fields
using machine learning.

Rule based and statistical anomaly detection algorithms are used
in preliminary research for Network Intrusion Detection. These
methods can be considered as binary Intrusion Detection models
since these are based on anomaly detection [8, 31]. With the applica-
tion of machine learning (ML) in NID, ML based detection methods
have become a hotspot in the related researches. For example, a
fuzzy IDS for anomaly detection has been proposed which can be
considered as a rule-base method [36].

Some classical ML methods have been proposed for NID includ-
ing K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
Decision Tree (DT), Naive Bayes (NB), and Multilayer Perceptron
(MLP) [14, 16]. in addition, ensemble classifiers have been proposed,
which utilized the benefits of multiple classifier at the same time
[23, 39]. A two-stage ensemble classifier including hierarchical rota-
tion forest and bagging classifiers, along with a hybrid evolutionary
algorithm for feature selection have been proposed for NID which
outperformed the former methods [39]. A four-way ensemble clas-
sifier including SVM, LR, NB, and DT has also been proposed which
utilized a combination of feature selection methods [23].

Although, most researches have focused on new and optimum
classifiers, there exist some researches on feature optimization for
NID [10]. On the other hand, some researches have tried to reduce
the data imbalance by sampling techniques to improve the learning
efficiency [28].

Since classical machine learning methods require handcrafted
feature extraction and accurate parameter tuning, deep learning
techniques have become a trend in most artificial intelligence prob-
lems including image and speech processing and NID [16, 33]

A two-stage deep neural network has been proposed for NIDS
including a deep Sparse Auto-Encoder (AE) as the feature extractor
and a shallow Neural Network (NN) classifier. Obviously, the AE
module is a Self-Taught Learning model since data labels are not
used during training [15]. In [9], another Sparse Auto Encoder
has been proposed for feature extraction, however, Support Vector
Regression is used as the classifier instead of the shallow NN. The
AE bottleneck features have been shown to be effective in enhancing
the NID systems and giving the ability to feed any type of attributes
to the NID model [1, 3]. In addition, Bottleneck features have been
shown to be robust against noise [34].
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ARecurrent Neural Network (RNN) has been proposed for NID to
consider the changes of the input in real-time applications [6]. Also,
deeper RNN models have been used for NID which outperformed
previous works [5, 41]. Since Long Short Term Memory (LSTM)
cells hold the long term dependencies and prevent the vanishing
gradient problem, some others extended the RNN models to LSTM
and bi-directional LSTM (BiLSTM) for NID [13, 22, 26, 35].

A Convolutional Neural Network (CNN) classifier using a two-
stage feature extraction including a PCA and a feature engineering
method to select the most relevant have been proposed for NID [2].
In [43], the CNN models have been used in combination of other
classifier methods including RNN, LSTM, and GRU to show the
capability of CNN in comparison with other architectures. Also,
there are some other researches about the effectiveness of CNN
and RNN based combination for NID [7].

Variants of Attention mechanism have been popular in many
fields of AI to model temporal and spatial relationships [33]. Also,
the Attention model is applied on LSTM to handle the temporal
relation in NID using a combination of statistical features or re-
duction and Mutual information based feature extraction methods
[25, 40].

In this paper, we proposed a novel Network Intrusion Detection
algorithm, constructed from a hybrid deep hierarchical feature
extractor and an Attention based BiLSTM classifier. The feature
extractor is constructed from an Auto-Encoder and Convolutional
Neural Network sequentially. The Auto-Encoder module is a Self-
Taught Learning model. Our experiments on UNSW-NB15 [30]
dataset show that our proposed method outperforms other baseline
methods, both for binary and categorical classification.

In this paper, we proposed a novel Network Intrusion Detection
algorithm, constructed from a hybrid deep hierarchical feature
extractor and an Attention based BiLSTM classifier. The feature
extractor is constructed from an Auto-Encoder and Convolutional
Neural Network sequentially. The Auto-Encoder module is a Self-
Taught Learning model. Our experiments on UNSW-NB15 [30]
dataset show that our proposed method outperforms other baseline
methods, both for binary and categorical classification.

3 PROPOSED INTRUSION DETECTION
METHOD

Our proposed scheme is presented in Figure 1, which consists of four
main modules including Auto-Encoder feature extractor, Convolu-
tion blocks, Attention mechanism and LSTM layers. The proposed
approach is inspired from Auto-Encoder Convolutional Neural Net-
work for binary Network Intrusion Detection. The effectiveness of
AE-CNN for binary Intrusion Detection has been shown previously
[3]. Thus, we use the extracted features as the input to our proposed
neural network for categorical intrusion detection. We also utilize
Attention module to focus on more important features, as well as
LSTM layers to handle temporal dynamics [26, 44]. In the following,
we first review Auto-Encoder feature extraction method, thereafter,
the new three parts are described in the detail.

3.1 Auto-Encoder Feature Extraction
The compressed bottleneck features of Network traces are extracted
using a pre-trained deep AE. The bottleneck layer in the AE maps

the original input into a compressed representation where the input
features are much more correlated. So, the bottleneck features are
expected to work better with CNNs in comparison with raw data,
because CNNs work better with the data having spatial relationship
(e.g. images). An AE consists of two components: the encoder which
compress input features, and the decoder which is discarded after
pre-training. Consequently, a deep auto-encoder can be used to
extract a combined and compressed feature from network trace
attributes [3].

In the AE, the bottleneck features 𝑧 are extracted using the en-
coder function𝜓 from the original data 𝑋 . The decoder function 𝜙

maps the bottleneck 𝑧 to the output 𝑋 . The decoder is expected to
reconstruct the input as shown in equation 1 [3].

𝜓 = 𝑋 ⇒ 𝑧, 𝜙 = 𝑧 ⇒ 𝑋

𝜓,𝜙 = 𝑎𝑟𝑔𝑚𝑖𝑛 | |𝑋 − (𝜙 (𝜓 (𝑋 ))) | |2
, (1)

In other words, mean squared error(mse) loss function of the AE
is as equation2

𝐿(𝑋,𝑋 ′) = ∥𝑋 − 𝑋 ∥2 = ∥𝑋 − 𝜎 (𝑊0 (𝜎 (𝑊𝑋 + 𝑏)) + 𝑏0)∥2 (2)

where𝑋−𝑋 is usually averaged over a mini-batch input training set.
𝑊 ,𝑊0 are weight matrices and𝑏,𝑏0 are bias vectors for encoder and
decoder, respectively. Bias is not used for encoder part to aggregate
input feature only [3].

The structure of the AE is shown in Figure 2, where dotted lines
are discarded after training the AE. The bottleneck features of the
trained AE, which are more spatially related than raw features, are
used as input to CNN-LSTM. We use the pre-trained AE from [3],
as the input features for both methods are the same.

Since AE with a bottleneck layer accepts any numerical value
and compresses the information available in the input numerical
values, pre-processing and feature selection is not needed.

3.2 Convolutional Neural Network
We propose to use a CNN to consider spatially related features
extracted using the AE. A CNN classifier has been applied on a bot-
tleneck features extracted from a trained AE for Network Intrusion
Detection because CNNs work well with data that has a spatial
relationship [3]. The CNNs are also known to be good feature ex-
tractors because of local convolution filters, repetitive filters among
whole input data, and pooling layers which make it robust [32]. In
this work, we also propose to use a tuned 1D CNN to handle spatial
dependencies within traces of data. The proposed CNN fuse the
compressed information extracted by AE according to the classi-
fication task. Our proposed CNN structure is shown in Figure 3,
and 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 with 0.2 negative slope is considered as activation
function for hidden layers. In convolution layers, the first number
is the number of filters and the number in parentheses is the con-
volution filter size, e.g. first layer has 128 filters, where 11 is the
convolution filter size. A pooling with size of 2 is only applied on
the first convolution layer.

In the output of the CNN layer we have 256 ∗ 5 features, which
its knowledge needs to be aggregated together, since it has a high
dimension of feature vector to feed into non-convolutional layers.
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Figure 1: Overview of the proposed method for NID

Figure 2: Network traces AE feature extractor [3]

Figure 3: Proposed CNN to handle spatial dependencies of
network traces

3.3 Attention Module
We apply a multi-head Self Attention module to aggregate the in-
formation available in extracted features and handle the relation
between the CNN features and LSTM components (subsequent
layers). The attention module dimension is the number of chan-
nels from the last CNN layer (256), and uses 8 heads. The output
is mapped into 64 dimension to limit the features. The attention

module learns to focus on intrusion related features and seems to
be effective since the AE and CNN feature maps may have features
not related to the intrusion type.

The alternative structure for multi-head self Attention on top of
CNN, would be a linear Flatten layer, which maps the CNN multi-
dimensional features into one large dimension. The total number
of features (neurons) in this layer, is the same as the total number
of CNN features in all dimensions. We also report the results of the
proposed method with a linear flatten layer instead of Attention
mechanism. Finally, we propose to use BiLSTM layers after the
Attention to handle the temporal dynamics between the sequences
of network traces.

3.4 BiLSTM Classifier
Since LSTMs can hold or forget information for a long time, we
propose to use LSTMs to handle the temporal dynamics [13]. Also,
BiLSTM is able to take forward and backward sequences into con-
sideration which can be important in handling temporal dynamics
[11]. We use 2 BiLSTM layers with 128-dimensional representations.
A dropout with probability of 0.2 is applied between 2 layers of
BiLSTM. Finally, a linear layer with the number of neurons same
as target categories is applied. In the next sections, we will review
the training and test conditions along with the evaluation results.

4 EXPERIMENTS AND RESULTS
4.1 Training setup
All experiments are implemented in PyTorch and conducted on
Colab platform with a batch size of 32. The AE is trained to mini-
mize mean squared error (mse) criterion as loss function, which is
also known as reconstruction error. Both encoder and decoder pa-
rameters are considered and trained independently. The dimension
of the bottleneck features is considered as 64, which is compact
enough to compress input features. We used the Adam optimizer
with learning rate of 1e-4 and weight decay of 1e-5 to minimize the
reconstruction loss.

The model is trained until no more improvement is possible
according to validation results. All data attributes are normalized to
numerical values between 0 and 1. Thus, non-numerical attributes
are converted into numerical values using one-hot encoding. The
training dataset is shuffled to prevent over fitting.

The bottleneck features extracted from the trained AE are fed
into the CNN for further training and processing while the AE is
frozen. Since the compact features of input attributes are available
in the bottleneck layer with 64 neurons, the CNN input spatial
dimension is 64 and the sequence number equals the batch size.
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Table 1: UNSW-NB15 dataset categories with corresponding
number of items in train and test sets [16]

Category Train Test
Normal 56000 37005
Backdoor 1746 583
Analysis 2000 677
Fuzzers 18185 6062
Shellcode 1133 378

Reconnaissance 10492 3496
Exploits 33393 11132
DoS 12264 4089

Worms 130 44
Generic 40000 18871
Total 175343 82337

The CNN modules are trained with learning rate of 1e-3, while
the Attention and BiLSTM modules are trained with learning rate
of 1e-4 for a maximum 50 epochs. We used cross-entropy loss as
the classifier loss function and Adam optimizer.

4.2 Data
We evaluate the proposed method on the UNSW-NB15 dataset [30],
which is comprised of a hybrid of real modern normal activities and
synthetic contemporary attack behaviors. It contains ten classes,
namely: Normal, Fuzzers, Analysis, Back- doors, DoS, Exploits,
Generic, Reconnaissance, Shell Code, and Worms. We use the train
and test subsets of the UNSW-NB15 dataset with 175343 and 82337
records respectively [29, 30].

In UNSW-NB15 dataset each record has a 42-dimensional feature,
which 3 features of them are non-numerical values and need pre-
processing to be fed into Neural Networks since the input of NN
should be a digital matrix. These 3 features are protocol, service, and
state with 133, 13, and 11 symbol attributes, respectively [29, 30].

One-hot encoding is used to map non-numerical attributes of
the data set to numerical feature vectors. In total, the pre-processed
input feature size would be 196. Then, the features are normalized
between 0 and 1 which are used to train the AE unsupervised. The
64-dimensional bottleneck features extracted from the trained AE
are used for next experiments.

Since 9 classes of attacks are unbalanced as shown in Table 1,
most studies reduce this number by merging some categories to-
gether or removing some of them. Binary classification means all 9
categories are merged into 1 class as Intrusion, consequently the
classes would be Intrusion/Non-Intrusion in this scenario. How-
ever, some other works try to merge the categories that are not
far from each other. Some other works, try to reduce the amount
of imbalance by removing the categories with fewer number of
existing items including Backdoor, Analysis, Shellcode, Worms and
sometimes Fuzzers which cause imbalance in the data [3, 7, 14, 16,
24, 29, 30].

In our experiments, we compare the results of 10 categories clas-
sification with the corresponding articles. Also, we report the result
of removing imbalanced data attributes to have a fair comparison
with other state of the art methods. On the other hand, to show

Table 2: Accuracy results of Ten categories NID on test data

Method Accuracy
CNN (structure of [3]) 78.23%

BiLSTM (structure of the proposed method) 77.46%
CNN-BiLSTM (structure of the proposed method) 78.76%

Data pre-process with scaling + SVM [17] 75.77%
Decision Tree C5 [24] 90.74%

integrated rule based [24] 84.83%
CNN-Attention + BiLSTM (proposed method) 87.76%

CNN-BiLSTM [16] 77.16%
CNN-Attention (structure of the proposed method) 88.13%

Feature Selection + ANN [20] 77.51%

the advantage of the proposed structure according to the previous
structures, we report the binary classification results using the same
data structure as [3], which train and test data are used in reverse
and cause to have a few training samples.

In addition, we propose a nearly balanced sampling procedure
to enhance the detection of the categories with fewer samples in
the CNN module. Due to the sequential nature required to train the
LSTM, we can not use any sampling strategy to train it.

The UNSW-NB15 dataset is highly imbalanced, the Normal cat-
egory has 56000 samples for training while the Worms category
only has 130 samples. We reduce the impact of this imbalance by
sampling based on a smoothing probability function as equation 3.

𝑃 (𝑐𝑙𝑖 ) =
#𝑐𝑙𝑖 − (1 − min #𝑐𝑙

#𝑐𝑙𝑖 + 𝜖)𝑚𝑒𝑑𝑖𝑎𝑛∑10
𝑗=1 #𝑐𝑙 𝑗 − (1 − min #𝑐𝑙

#𝑐𝑙 𝑗 + 𝜖)𝑚𝑒𝑑𝑖𝑎𝑛
(3)

In this equation, 𝑐𝑙𝑖 means i’th category (class), so 𝑃 (𝑐𝑙𝑖 ) is the
probability of choosing a sample from i’th category, calculated
using number of samples in each category (#𝑐𝑙𝑖 ) and median of
the number of samples per category. We use a small 𝜖 (0.1) to
prevent zero addition for the category with minimum number of
samples. According to Table 1, the minimum number of samples is
130 associated with category Worms, and the median is 11378.

The proposed sampling strategy keeps the ordering of the num-
ber of the categories but make the sampling more balanced by
reducing the distance between number of items per each category.
In the following, we report the results of NID methods for ten, six,
and two categories.

4.3 Ten Categories CNN-BiLSTM Data
Classification

For hyper parameter optimization, we explored the optimal number
of layers and neurons for each part of CNN-BiLSTM with Attention
module. The optimal hyper parameters were described in Section
2. To evaluate the effect of each module, the results of BiLSTM,
CNN-BiLSTM (with linear layer in between), and Attention based
CNN-BiLSTM are compared to previous state of the art methods in
Table 2 for ten categories data classification.

Since the results of the baseline CNN model using AE features
are not available for categorical classification, we implemented it
and reported the results for comparison.
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Table 3: Accuracy results of Six categories NID on test data

Method Accuracy
CNN (structure of [3]) 82.01%

BiLSTM (structure of the proposed method) 83.11%
CNN-BiLSTM (structure of the proposed method) 86.28%
CNN-Attention (structure of the proposed method) 87.54%
CNN-Attention + BiLSTM (proposed method) 89.79%

MLP + IGRF-RFE [45] 84.24%
CNN-GRU + RFP [7] 86.25%

Rule Based [24] 84.84%

Table 4: Accuracy results of Ten categories NID on test data
for Balanced and Imbalanced sampler

Method Accuracy
Proposed method (Standard Sampler) 87.76%
Proposed method (Balanced Sampler) 91.72%

Obviously, Attention based CNN-BiLSTM using AE bottleneck
features outperformed other related works using deep learning
approaches for 10 categories NID. The confusion matrix of the
proposed method is shown in Figure 4.

As can be seen from Figure 4, most errors of Analysis, Backdoor
and Exploits attacks are misclassified as DoS. In addition, Fuzzers
and Exploits are misclassified interchangeably. None of Analysis
and Backdoor records are predicted correctly. Only 3 records of
Worms class are predicted correctly. Consequently, removing im-
balanced data attributes including Backdoor, Analysis, Shellcode
and Worms should obviously improve the accuracy. Thus, remov-
ing Fuzzers may lead to better accuracy as is done in [24]. In the
following, we report the results of our method with the remaining
six categories to compare with related works.

4.4 Six Categories CNN-BiLSTM Data
Classification

Since recent works removed imbalanced data for their experimental
results and most of them reported with six categories, we also
experiment the proposed method with removing four imbalanced
categories. The results are reported in Table 3.

As can be seen, the proposed method also outperforms state-
of-the-art methods for six categories classification. The confusion
matrix is available in Figure5.

4.5 Pre-train CNN using balanced data sampler
We propose to use a balanced data sampler to pre-train the CNN
for later usage in CNN-BiLSTM with Attention module instead
of reducing the number of categories. Our goal is to improve the
discrimination of the model to learn discriminate the data better
even when the number of training samples are imbalanced. Con-
sequently, we use the trained CNN, which we believe is a better
discriminator, in CNN-BiLSTM with Attention module to enhance
the detection of network intrusion. The accuracy results of CNN-
BiLSTM with Attention module with and without balanced sampler
are compared in Table 4.

Table 5: Results of NID on test data in terms of Precision,
Recall and F1-Score

Method Precision Recall F1-Score
Feature Selection + ANN [20] 79.50% 77.53% 77.28%

Decision Tree C5 [24] - 75.8% 75.54%
integrated rule based [24] - 65.21% 68.13%

Proposed method (Balanced) 60.24% 78.5% 62.62%

Table 6: Accuracy results of NID (binary classification) on
test data

Method Accuracy
CNN [3] 92.23%

BiLSTM (with structure of the proposed method) 90.84%
CNN-BiLSTM (with structure of the proposed method) 78.93%

CNN-Attention + BiLSTM (proposed method) 93.01%
Feature selection + Deep Neural Network [19] 89%

As can be seen, pre-training CNN using balanced sampler outper-
forms standard training and also other works in terms of accuracy.
In order to show the performance of the proposed method, we also
compare other metrics including recall, precision and f1-score for
the proposed method with related works in Table 5.

The confusion matrix of the proposed method with balanced
sampler for ten categories is shown in Figure 6. Obviously, the
number of misclassifications for each category is low in this method,
specially for Normal category.

4.6 Binary CNN-BiLSTM Data Classification
The hyper parameters for binary classification model have been
kept same as the multi-class model.

To evaluate the effect of each module, the results of BiLSTM,
CNN-BiLSTM (with linear layer in between), and Attention based
CNN-BiLSTM are compared to the most related work using CNN
with AE bottleneck features for NID in Table 6 [3].

For a fair comparison, our data should be similar. We used train
and test data interchangeably to have a fair comparison with CNN
and AE method as it is used by [3].

As can be seen from three first rows of Table 6, using BiLSTM
decreases the accuracy of the model especially in combination of
CNN. It can be due to the high dimension of CNN output, which is
fed into the BiLSTM layers. However, using an Attention module
on CNN to aggregate the CNN features for feeding into BiLSTM
layers outperformed CNN and BiLSTM models.

Since other binary classification methods using original train
and test dataset for NID have reached almost 100% accuracy, more
experiments and improvement are not needed [4, 18, 38].

According to the results, CNN and BiLSTM both perform well for
NID using AE bottleneck features. However, an Attention module
is needed to handle the relation between the components of these
two structures and compose them together.



Zero Trust Network Intrusion Detection System (NIDS) using Auto Encoder for Attention-based CNN-BiLSTM Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

Figure 4: Confusion matrix of ten categories for CNN-BiLSTM with AE feature extractor

Figure 5: Confusion matrix of six categories for CNN-BiLSTM with AE feature extractor
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Figure 6: Confusion matrix of pre-trained CNN using balanced sampler + Attention + BiLSTM with AE feature extractor

5 CONCLUSION
In this paper, we have proposed an Attention Convolutional Neu-
ral Network with bi-directional Long Short Term Memory (CNN-
BiLSTM) using Auto-Encoder Bottleneck features for Network In-
trusion Detection system. We utilized the compressed bottleneck
features of the Auto-Encoder. We also used a CNN to consider the
spatial relation between extracted features. A multi-head Self Atten-
tion module is applied on CNN to aggregate the features and attend
to the most important parts of the CNN feature maps for BiLSTM in
the next layer. Finally, two BiLSTM layers are used for classification.
To reduce the problem of data imbalance, we also propose to use
a balanced sampler for pre-training the CNN. Our experimental
results showed that our proposed approach outperforms state-of-
the-art methods for 6 and 10 categories with classification accuracy
of 89.79% and 91.72% on test set of UNSW-NB15 dataset. For future
works, we propose to use transfer learning methods to reduce the
number of parameters in such a complicated structures which can
be run on edge devices.
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