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A B S T R A C T   

Improved forest management plans require a better understanding of wildfire risk and behavior to enhance the 
conservation of biodiversity and plan effective risk mitigation activities across the landscape. More particularly, 
for spatial fire hazard and risk assessing as well as fire intensity and growth modeling across a landscape, an 
adequate knowledge of the spatial distribution of key forest fuels attributes is required. Mapping fuel attributes is 
a challenging and complicated procedure because fuels are highly variable and complex. To simplify, classifi-
cation schemes are used to summarize the large number of fuel attributes (e.g., height, density, continuity, 
arrangement, size, form, etc.) into fuel types which groups vegetation classes with a similar predicted fire 
behavior. Remote sensing is a cost-effective and objective technology that have been used to regularly map fuel 
types and have demonstrated greater success compared to traditional field surveys, especially with recent ad-
vancements in remote sensing data acquisition and fusion techniques. Thus, the main goal of this manuscript is to 
provide a comprehensive review of the recent remote sensing approaches used for fuel type classification. We 
build on findings from previous review manuscripts and focus on identifying the key challenges of different 
mapping approaches and the research gaps that still need to be filled in. To improve classification outcomes, 
more research into developing state-of-the-art deep learning algorithms with integrated remote sensing data 
sources is encouraged for future research. This review can be used as a guideline for practitioners, researchers, 
and decision-makers in the domain of fire management service.   

1. Introduction 

Wildfires are a recurring threat in forested areas worldwide, 
destroying countless socioeconomic and environmental resources 
annually. Wildfires are a major disturbance element in forests, produc-
ing land cover change, erosion, and water quality deterioration (Can-
o-Crespo et al., 2015; Eva and Lambin, 2000). Wildfires also affect 
ecosystem function, structure, distribution, and adaptation (Pausas and 
Keeley, 2009), although they are beneficial to plant succession and 
biodiversity (Archibald et al., 2018). Annually, 4–4.5 million km2 of 
land is projected to be burned around the world (Lizundia-Loiola et al., 
2020). These lands contain pasture, agricultural burns, and wildfires, 
which have a significant economic and societal impact. Indeed, due to 
the consequences of climate change, the world’s wildfire vulnerability 
has lately increased (Moreira et al., 2011; San-Miguel-Ayanz et al., 
2013). 

Human or natural (mostly lightning) causes can be the origin of 
wildland fires (Aragoneses and Chuvieco, 2021). Appropriate topo-
graphic and meteorological conditions must be satisfied for fires to 
spread. In addition, heat and oxygen transfer are essential for ignition as 
well as dead or live fuel continuity that is dry enough to retain the fire 
(Pettinari and Chuvieco, 2020). The physical properties of the dead and 
live biomass (e.g., bulk density, size, and loading) that influence the 
severity and spread of wildfires are used to define fuels (Andrews and 
Queen, 2001). Describing all the physical properties for all fuels in a 
region is difficult. Thus, the characterization of those fuel attributes 
pertinent to fire propagation and fire danger assessment is based on 
classification schemes that summarize a huge number of vegetation 
features. Typically, these classification schemes are known as fuel types. 
Fuel type, which is the main element in wildfire behavior modeling, is 
defined by Merrill and Alexander (1987) as “an identifiable association 
of fuel elements of distinctive species, form, size, arrangement, and 
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continuity that will exhibit characteristic fire behavior under defined 
burning conditions.” As a result, fuel type mapping is vital for charac-
terizing wildfire risk and plays a significant role in wildfire risk man-
agement. Therefore, having high-quality fuel type maps that can be 
readily updated is crucial (Marino et al., 2016). Fuel type models, which 
are commonly employed in fire risk assessment and behavior programs, 
are numerical descriptions of every fuel type’s physical property that 
entail fuel type parameterization to predict fire behavior (Chuvieco 
et al., 2003). There have been numerous attempts to establish method-
ologies for generating and mapping fuel types. The methodologies uti-
lized to determine fuel types and their features are highly reliant on the 
input data, work scale detail, and ultimate use (Chuvieco et al., 2003). 
The percentage of area covered by vegetation, canopy bulk density, 
forest canopy density, apparent crown density, number of trees by area, 
crown base height, crown height, biomass, vegetation arrangement 
(horizontal and vertical continuity), live and dead fuel load and fuel 
moisture content are vegetative features that are commonly used to 
describe fuel types (Chuvieco et al., 2003; Pettinari and Chuvieco, 
2020). 

In recent decades, multiple fuel type classification systems have been 
presented worldwide (Table 1). The most widely used fuel type models 
have been developed in Canada and USA such as the Canadian Fire 
Behavior Prediction (FBP) System (Taylor et al., 1996), Northern Forest 
Fire Laboratory (NFFL) (Albini, 1976), National Fire Danger Rating 
System (NFDRS) (Deeming, 1972) and the classifications from Anderson 
(1981). Also, regional models have been established in Australia (Mat-
thews et al., 2019; McArthur, 1966, 1967), the Mediterranean region 
(Prometheus, 1999) and Southeast Asia (Dymond et al., 2004). How-
ever, generating fuel maps is complex and expensive. First of all, fuels 
are difficult to categorize because they are structurally complicated and 
have a wide range of physical characteristics that lead to different fire 
behavior, and impacts. Thus, the developed fuel type models have 
shown some limitations on their classification. For example, they are 
site-specific, what means that every fuel type classification model is only 

valid in similar geographic areas and cannot be applied to other areas 
(Fogarty et al., 1998). Fuel types can change over time due to distur-
bances such as fire and given the dynamic nature of fuels, fuel type maps 
and related parameters should be updated frequently to improve wild-
land fire appraisal, risk management, and decision-making (Chuvieco 
et al., 2009). However, updating these maps and parameters in a 
cost-effective way is challenging (Arroyo et al., 2008). 

Arroyo et al. (2008) carried out a synthesis review on fuel type 
mapping highlighting that as early as the mid-1960s, some authors 
foresaw that fuel type mapping would be revolutionized through remote 
sensing technologies (Adams et al., 1995). This is because remote 
sensing technologies can better estimate fuel type at various scales on 
the basis of satellite systems with various spectral, temporal, and spatial 
properties (Arroyo et al., 2008). In addition, Gale et al. (2021) made a 
broader review on the use of remote sensing for different forest fire fuel 
characterization briefly describing the various types of remote sensing 
data and classification methods used for fuel type mapping. Both studies 
found that integration of different remote sensing sources is a comple-
mentary way to improve fuel type classification. Arroyo et al. (2008) 
also found a lack of data and remote sensing techniques to derive ver-
tical forest information which is relevant to fuel type mapping. 

In this study, we provide a comprehensive review of the research 
conducted on remote sensing between 2008 and 2022 that explicitly 
maps forest fuel types using innovative modeling approaches and 
remote sensing data. Previous reviews in this field were conducted by 
Arroyo et al. (2008) and Gale et al. (2021). While Gale et al. (2021) 
conducted a broader review of remote sensing applications for different 
forest fire fuel characterizations, briefly describing the various types of 
remote sensing data and classification methods used for fuel type 
mapping, Arroyo’s review needs to be updated. Therefore, we exten-
sively discuss the classification methods used in mapping fuel types from 
remote sensing products, highlighting their limitations, and explain how 
state-of-the-art machine learning techniques such as convolutional 
neural networks (CNNs) can address the issues of traditional methods. 

Table 1 
The characteristics of standardized fuel type classification systems.  

Standardized fuel 
classification systems 

Number of 
fuel types 

Country Fire model with 
specific fuel 
classification 

Description Citation 

FBP Fuel Types 16 Canada Canadian Forest Fire 
Behavior Prediction 
System 

The FBP system is based on simple mathematical models, which 
are partly based on experimental and physical models. Fuels are 
categorized by the system into five main groups (grass, slash, 
mixed wood, deciduous, coniferous) 

Taylor et al. 
(1996) 

NFFL Fuel Types 13 USA BEHAVE and FARSITE A local scale system which incorporates surface fuel and crown 
fire behavior models. This fuel model classifies 13 fuel types by 
taking into account the properties and structure of the 
vegetation. 

Albini (1976) 

NFDRS Fuel Types 20 USA Rothermel’s fire spread 
model 

A broad-scale and essentially seasonal weather system that uses 
an organized set of weather records to determine daily 
conditions. A combination of satellite imagery used to create a 
land cover database with 20 classes and derive the fuel type 
map. 

Deeming 
(1972) 

AFDRS Fuel Types 8 Australia The Australian Fire 
Danger Rating System 

Eight different vegetation types (e.g., forest, grassland, grassy 
woodland, spinifex, shrubland, mallee, buttongrass, and pine), 
which have different structural characteristics and a specific fire 
behavior model 

Matthews et al. 
(2019) 

McArthur Fuel Types 2 Australia McArthur Fire Danger 
Rating System 

The system is developed for forest and grassland fuel types, 
which associates fire behavior with weather and fuel 
parameters from opportunistic wildfire observation and 
experimental fires. 

McArthur 
(1967) 

Prometheus Fuel 
Types 

7 Mediterranean countries Rothermel’s fire spread 
model 

The Prometheus system is primarily based on the height and 
type of propagation element, which divides fuels into seven 
types. 

Prometheus 
(1999) 

Fuel Classification 
System (FCS) 

8 Southeast Asia (Malaysia 
and western Indonesia) 

________ The system is based on a template of fuel characteristics from 
temperate fuel classification systems as well as data gathered 
from the field and literature. It considers eight fuel types: 
primary rainforest, forest plantation, secondary forest, slash 
from agroforestry, slash from land clearing, shrublands, 
seasonal agriculture, and grassland. 

Dymond et al. 
(2004)  
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Moreover, we demonstrate the importance of recent remote sensing 
technologies, such as new active sensors at local and global scales, in 
producing accurate and up-to-date fuel type maps. These technologies 
enable the derivation of vertical forest information, which is crucial in 
fuel type classification. We hypothesize that with the availability of 
recent remote sensing data and new robust deep learning (DL) models, 
integration of remote sensing resources has been adopted over the last 
15 years in the remote sensing community for better characterization of 
fuel types, addressing the shortcomings of conventional modeling ap-
proaches identified by Arroyo et al. (2008) and Gale et al. (2021). 

2. Meta-analysis process 

A systematic review method was applied to recognize and choose 
relevant literature resources on the basis of the statement of preferred 
reporting items for systematic reviews and meta-analyses (PRISMAm) 
(Moher D et al., 2009; Moher et al., 2009). This review method can 
ensure the chosen papers’ authenticity and quality. 

Google Scholar (GS) and Web of Science (WoS) databases were uti-
lized to search for the appropriate literature articles. We selected WoS 
and GS for collecting the papers because they are standard databases and 
preferred options used by most of the organizations (Alcaraz and Lopez, 
2012; Wen et al., 2020). PRISMA method first needs the description of a 
representative set of keywords. We limited the outcomes to 
peer-reviewed manuscripts such as conferences and journals to assure 
the reliability and quality of the results. We utilized the principal ex-
pressions such as “Fuel Type Mapping”, “Fuel Type Classification”, “Fuel 
Type Mapping and Remote Sensing”, and “Fuel Type Classification and 
Satellite Imagery” from 2008 to 2022 to collect the articles over the last 
15 years. The overall methodology of research is shown in Fig. 1. Each 
step of the methodology is described as follows: 

Research and relevant paper selection: According to the paper’s 
scope explained in the introduction, the previous works and approaches 
developed for fuel type classification using remote sensing techniques 
were selected and reviewed in this research. 

Qualification of criteria: To distinguish the prior subjects and works 
according to the objective, we determined a collection of inclusion and 

exclusion criteria. The criteria of exclusion are described as follows:  

i) Publishers do not provide the full text of the manuscript  
ii) Not written in English 

The criteria of inclusion are defined as below:  

i) Studies that develop a remote sensing approach for fuel type 
mapping  

ii) Papers that are written in English  
iii) Journals and conferences peer-reviewed publications  
iv) Published over the last 15 years (2008–2022 inclusive) 

Exploitation and combination of data: we presented different com-
positions of the aforementioned key search phrases to exploit the 
appropriate studies. As Fig. 2 shows, we initially recognized 26 records. 
For the next stage, we eliminated the repeated publications and works 
that do not use remote sensing, in which 23 records remain. Finally, 19 
records were included to synthesize the results after sieving process and 
validating the qualification of records (e.g., assessing the title, abstract, 
and key search phrases). 

Combination of outcomes: we classified the achieved manuscripts 
based on the goal and expressed the results in more detail in the next 
sections. We also discussed the principal findings, including the ad-
vantages and disadvantages of current methods for fuel type classifica-
tion based on remote sensing datasets, the evidence for every principal 
result, and some suggestions for future works. 

3. Remote sensing sensors for fuel type mapping 

Fuel types are generally difficult to characterize and map due to their 
physical characteristics and inherent complexity. Remote sensing pro-
vides a diverse set of sensors that can facilitate fuel mapping. The most 
common remote sensing sensors found to be used in the literature for 
fuel type mapping include passive sensors such as multispectral, 
hyperspectral, and very high-resolution (VHR), or active sensors such as 
light detection and ranging (LIDAR) and RADAR data. 

Multispectral data was the most common remote sensing data among 
the 19 studies found to use remote sensing to classify fuel type (Fig. 3). 
Multispectral data have acquired a lot of attention in research because of 
their global coverage and are freely available and downloadable. In 
addition, Fig. 4 depicts the geographical distribution of several articles 
published worldwide that investigated various remote sensing data for 
fuel classification during the study period. Based on the figure, the 
number of works exploring different remote sensing images for fuel type 
mapping in Spain and Greece was highest among the other regions. 

The most frequently used satellites for fuel type classification and 
their parameters are included in Table 2. For assessing fuel types and 
how they change over time, these images are a good source of data. The 
most common multispectral data that have been used for fuel type 
mapping are Landsat-8 OLI (Operational Land Imager), Advanced 
Spaceborne Thermal Emission and Reflection Radiometer (ASTER), 
Sentinel-2, and Sentinel-3 (Aragoneses and Chuvieco, 2021; Mitri et al., 
2011; Stefanidou et al., 2020; Stergiopoulos et al., 2007; Tompoulidou 
et al., 2016). Multispectral images contain fewer but broader spectral 
bands, which do not allow the separation of items with minor spectral 
reflecting differences and cannot identify small details on the land’s 
surface. However, they are beneficial in terms of data availability 
(Thomas et al., 2008). In comparison, a wide range of narrow spectral 
bands (e.g., visible, near-infrared, medium, and thermal infrared) found 
in the electromagnetic spectrum can be captured by hyperspectral 
remote sensing sensors (Paoletti et al., 2019). The bands on these sensors 
are narrow and continuous, enabling a more in-depth investigation of 
Earth’s features and details. In hyperspectral imaging, two types of 
platforms are used: satellite-based (e.g., Hyperion) and aircraft (e.g., 
Multispectral Infrared and Visible Imaging Spectrometer (MIVIS), Fig. 1. Research methodology.  
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Airborne Visible/Infrared Imaging Spectrometer (AVIRIS). The vast 
majority of hyperspectral sensors are mounted on aerial platforms, with 
only a few mounted on satellites (Adão et al., 2017; Seydi and Hasanlou, 
2018). To capture VHR images, more advanced satellite sensors, 
including IKONOUS, QuickBird and WorldView are becoming available 
as earth observation technology progresses. More spatial distribution 
and surface characteristics information can be provided through VHR 
images compared to the low and medium-resolution data (Benediktsson 
et al., 2012). For fuel type mapping, remote sensing sensors measure 
other physical properties rather than directly measuring fuel types. For 
example, the majority of low and medium-resolution multispectral 
techniques identify fuels by first categorizing an image into vegetation 
types, then allocating fuel attributes to each class (Chuvieco et al., 
2003). Multispectral and hyperspectral remote sensing technologies are 
efficient for the spectral and spatial differentiation of vegetation 

characteristics such as vegetation density, green canopy closure, vege-
tation cover, and live to dead plant materials proportion that are 
important for classification (Ustin et al., 2004). However inability of 
passive sensors to distinguish between the different layers of vegetation 
is a primary drawback (Lechner et al., 2020). Also, these sensors cannot 
estimate vegetation height, which is crucial in differentiating various 
fuel types. In contrast, active sensors can penetrate forest canopies and 
derive some fuel attributes. For instance, LIDAR systems can directly 
estimate canopy height, base height, bulk density, biomass, leaf area, 
etc. (Béland et al., 2014; Chamberlain et al., 2021; Chuvieco et al., 2010; 
Luo et al., 2018; Simard et al., 2011), which can be used to characterize 
various fuel types. In addition, microwave sensors (e.g., RADARSAT, 
SAR, JERS-1) have been used to estimate forest characteristics such as 
tree height, tree volume, foliar biomass, and canopy closure that are 
crucial for accurate fuel type mapping (Gama et al., 2010; Garestier 

Fig. 2. Process of data extraction.  

Fig. 3. Percentage of different remote sensing data used for fuel type mapping.  
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et al., 2007; Lavalle and Khun, 2014). 

3.1. Multispectral images 

Several researchers have endeavored to map fuel type using multi-
spectral remote sensing data. For example, Mitri et al. (2011) used 
ASTER images for generating fuel type maps with 6 classes on a regional 
scale in North Lebanon’s central forested area based on the object-based 
image analysis (OBIA) method. In the research area, they used field data 
to train the classification method and evaluate the classification out-
comes. The results demonstrated the method could achieve an overall 
accuracy (OA) of 70% in a heterogeneous vegetated region using ASTER 
imagery’s spectral and spatial information. There was not enough in-
formation regarding the forest understory in this study. In contrast, 
combining ASTER data with VHR images such as QuickBird and IKONOS 
would give users the information they need to recognize every of the 
Prometheus categorization system’s fuel type classes (Mitri et al., 2011). 
Also, height data from an active sensor (e.g., LIDAR) in a similar region 
could provide considerably more specific information for a more precise 

categorization outcome (Mitri et al., 2011). To detect 14 fuel types from 
ASTER imagery in the Canary Islands, Spain, Alonso-Benito et al. (2012) 
used four classification methods, including an OBIA and three 
pixel-based techniques such as maximum likelihood (ML), neural 
network (NN), and support vector machine (SVM). In terms of allocation 
disagreement and quantity disagreement, the algorithms’ effectiveness 
was evaluated and compared. The OBIA provided the most accurate 
maps with an OA of 95%, 1% of quantity disagreement, and 4% of 
allocation disagreement. Also, the SVM method produced the highest 
accuracies in pixel-based classifications, with an OA of 83%, 3% quan-
tity disagreement, and 14% allocation disagreement. With the addition 
of context information to the object-based classification, fuel types with 
comparable spectral behavior can be identified better (Alonso-Benito 
et al., 2012). 

In another work, Tompoulidou et al. (2016) used Landsat-8 OLI data 
and an object-oriented categorization method to map fuel type with 7 
classes on a national scale in the Chalkidiki case study, northern Greece. 
They also evaluated the model’s transferability to the Preveza and 
Attica’s regional units. They acquired Landsat-8 OLI data during the 
winter and summer seasons and calculated additional features such as 
spectral and textural properties and vegetation indices for both seasons. 
The findings indicate that the proposed object-oriented technique was 
effective in obtaining highly accurate fuel type maps, which could 
achieve an OA of 89.47% and Kappa of 84.4% for the case study of 
Chalkidiki. The model could also produce an OA of 91.74% and Kappa of 
86.7% for Preveza and OA of 80.30% and Kappa of 70.6% for Attica. 
Consequently, the findings demonstrated that the suggested methodol-
ogy has high transferability qualities, allowing the model to be imple-
mented across the country. Stefanidou et al. (2018) utilized Landsat-8 
OLI satellite data, data from the disaster monitoring constellation, and 
OBIA method to map 10 fuel types at a regional scale in northern Greece. 
The use of the OBIA technique combined with OLI satellite data resulted 
in a highly accurate fuel type map with an OA of 85.43%. The findings 
reveal that data from both Landsat-8 OLI and disaster monitoring 
constellation can be utilized with OBIA analysis to generate accurate 
fuel type maps. However, only the OLI images can be considered oper-
ational for regional mapping of Mediterranean fuel types. He et al. 
(2019) used field data and Landsat 8 images to map the fractional 

Fig. 4. The geographical distribution of a number of articles published around the world that investigated various remote sensing data for fuel classification. Blue 
color show countries that have not investigated remote sensing datasets for fuel type classification, while other colors indicate countries that have looked into remote 
sensing products for fuel type mapping. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Table 2 
The most commonly used remote sensing satellites for fuel type classification.  

Satellite/ 
Sensors 

Revisit 
(day) 

Year Country Spatial 
Resolution (m) 

Number of 
Bands 

Multispectral Data 
Landsat-8 

OLI 
16 2013 USA MS:30 m Pan:15 

m TIRS:100 m 
11 

ASTER 16 1999 USA 15–90 m 14 
Sentinel-2 5 2015 ESA 10,20,60 m 13 
Sentinel-3 27 2016 ESA 300 m 21 
Hyperspectral Data 
AVIRIS – 1993 USA 20 m 224 
PRISMA – 2019 Italy 30 m 239 
VHR Data 
QuickBird 2.4–5.9 2001 USA MS:2.61 m 4 
WorldView-2 1.1 2009 USA MS:1.8 m 

Pan:0.46 m 
8 

Worldview-3 1 2014 USA MS:1.24 m 
Pan:0.3 m 

8  
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coverages of 3 major fuel type components in the Alaskan tundra on a 
regional scale. To quantify the fractional vegetation cover of herba-
ceous, nonvascular, and woody components at the subpixel level, they 
used a multi-step random forest (RF) technique. They indicated a 
remarkable capacity to detect these component types using 
multi-seasonal spectral information. Their mapping outputs show the 
aforementioned component’s spatial distribution across Alaskan tundra 
at subpixel resolution, which might be useful for investigating wildland 
fire danger and behavior. In another study, Stefanidou et al. (2020) 
utilized Sentinel-2 satellite data and OBIA methodology to improve the 
accuracy of the national fuel type map with 10 classes in Greece. They 
found that Sentinel-2 data might likely increase the reliability and res-
olution of national fuel type maps and enhance mapping effectiveness 
for operational reasons, as seen by the average OA of 84.43%. To 
improve wildland fire risk assessment, Aragoneses and Chuvieco (2021) 
applied an approach for creating fuel maps with 6 classes across Euro-
pean regions like Spain and Portugal. Sentinel-3 data, biogeographic 
areas, horizontal vegetation continuity, and biomass data were used to 
map fuel type on a regional-continental scale. With an OA of 85%, a 
vegetation map for the Balearic Islands and Iberian Peninsula was 
created. The results proved the efficiency of the proposed technique and 
Sentinel-3 data for fuel type classification. These studies demonstrated 
the transferability of the mapping techniques across different regions 
and at a national scale, which is essential for the efficient management 
of wildland fires. The accuracy of fuel type maps could be improved 
further by incorporating additional data, such as height and biomass 
data and vegetation continuity, to capture the variability in fuel types 
across the landscape. 

3.2. Hyperspectral images 

Hyperspectral remote sensing technologies use a huge number of 
contiguous spectral bands to measure emitted or reflected electromag-
netic radiation. This data has been demonstrated to be beneficial for 
spatial and spectral differentiation of various fuel types. For instance, 
Smith et al. (2021) created boreal forest vegetation fire fuel maps with 
19 classes on a local scale in inland Alaska using AVIRIS-NG hyper-
spectral data with high spectral and spatial resolution. Compared to the 
LANDFIRE’s existing vegetation type (EVT) product obtained from 
Landsat 8 data with 33% accuracy, the results from RF showed an ac-
curacy of 80% based on their field plot data. Whereas the EVT product 
only recognized 8 dominant vegetation classes, the proposed method 
identified 20 classes within the research area and classified fire fuels 
more precisely. This research demonstrates that accurate and detailed 
fuel maps can be generated where there is accessible AVIRIS-NG data, 
and this information can help fire managers to make better decisions 
while fighting wildfires. Shaik et al. (2022) applied a semi-supervised 
machine learning technique for fuel type mapping with 18 classes on a 
regional scale utilizing hyperspectral imaging from hyperspectral pre-
cursor of the application mission (PRISMAs), the Italian Space Agency’s 
recently launched satellite. A new era of hyperspectral imaging spec-
troscopy has been ushered in by PRISMAs, which is capable of capturing 
a continuous range of spectral bands spanning from 400 to 2500 nm at a 
spatial resolution of 30 m. The sensor is equipped with 173 bands in the 
shortwave infrared (SWIR) range, which covers 920–2500 nm, and 66 
bands in the visible near-infrared (VNIR) range, which spans from 400 to 
1010 nm. They used a single spectral signature per class as input data for 
sample generation and pseudo labeling, a fully constrained linear mixing 
method for unmixing mixed pixels, and biomass and digital elevation 
model (DEM) maps for distinguishing typical vegetation from moun-
tainous and sparse vegetation. Then, according to the Joint Research 
Center (JRC) Anderson Codes, the technique for converting a classified 
map to a fuel map was provided (Toukiloglou et al., 2013). As a result, 
the classified map was validated with an OA of 87%. According to this 
study, training samples for the machine learning method can be pro-
duced using the proposed semi-supervised method when no single go-to 

dataset is accessible as well as PRISMA imagery showed significant 
capability for wildfire fuel mapping. The aforementioned studies 
demonstrate the potential of hyperspectral remote sensing technologies 
for fuel type mapping, with Shaik et al. (2022) introducing a better 
methodology that improves upon previous approaches. 

3.3. Very high-resolution images 

Satellites images such as WorldView and QuickBird, have been 
frequently used in vegetation assessment as they enable high spatial 
(1–3 m) resolutions (Mallinis et al., 2008a). Mallinis et al. (2008b) 
employed Quickbird imagery to evaluate the spatial distribution of 8 
fuel types in a forested region in Northern Greece. The multiscale 
components of the scene were identified using a segmentation method 
after the image was preprocessed for geometric error correction. A 
classification and regression trees (CART) method was used to allocate 
the image objects to their corresponding fuel types, which obtained an 
OA of 80%. The combination of object-based classification with CART 
analysis was demonstrated to be quite effective in reliably identifying 
fuel complexes. Also, Mallinis et al. (2014) compared the spatial and 
spectral information of Quickbird data with 2.4 m spatial resolution, 
Landsat TM with 30 m spatial resolution, and EO-1 Hyperion imagery 
with 30 m spatial resolution for mapping Mediterranean (Greece) 7 fuel 
types based on SVM method on a regional scale. The proposed method 
could obtain an OA of 69.50%, 70%, and 74.27%, for the Landsat TM, 
EO-1 Hyperion, and Quickbird. This study showed that in Mediterranean 
fuel type mapping, high spectral resolution data might be less decisive 
than high spatial resolution data. Alonso-Benito et al. (2016) examined 
the potential of using WorldView-2 (WV2) and LIDAR data with OBIA 
for classification of 7 fuel types in a local area of Tenerife’s island, Spain, 
with complicated vegetation distribution. Field data was utilized to 
evaluate the precision of the fuel maps. The derived maps’ accuracy 
ranged from 76.23% to 85.43%. The maps created by data fusion were 
substantially more accurate than the maps created only from the WV2 
data. Sesnie et al. (2018) used Worldview-3 (WV3) and Landsat-8 OLI 
data for fuel type mapping on the Buenos Aires National Wildlife Refuge 
(BANWR) in southern Arizona. Using WV3 images with high spatial 
resolution, land cover classification for 11 cover classes demonstrated an 
OA of 80%. Generally, WV3 and OLI yielded similar estimates of 
fine-fuel biomass, albeit WV3 demonstrated higher efficiency in char-
acterizing fine-scale variations in fuel type and continuity throughout 
the research region. These studies show the potential of high-resolution 
satellite imagery and OBIA for fuel type classification and vegetation 
assessment. 

3.4. LIDAR data 

LIDAR technology is proving to be a viable alternative for solving the 
main challenges that come with mapping fuels using passive optical 
imagery. Fuel factors utilized in fire behavior modeling, such as crown 
bulk density and canopy-based height, and biomass, which are useful for 
fuel types discrimination, can be obtained using LIDAR data (Chen et al., 
2017). Huesca et al. (2019) were among the first to demonstrate the 
utility of LIDAR data for fuel type discrimination. They classified LIDAR 
data using three spectral mapping techniques: Multiple Endmember 
Spectral Mixture Analysis (MESMA), Spectral Angle Mapper (SAM), and 
SMA to calculate the vertical structure of vegetation for Cabañeros Na-
tional Park’s fuel type mapping in Spain. The main spatial patterns for 
the 7 fuel types were well represented, highlighting the significance of 
these new LIDAR data spectral mapping techniques. Building on this 
foundational work, García-Cimarras et al. (2021) utilized the Prome-
theus classification system on the basis of conditional principles, which 
represent the vertical profile of vegetation cover for fuel management 
and ecological objectives to analyze vegetation changes and map 7 fuel 
types from the distribution of LIDAR heights across the region. The links 
between ecological parameters like forest vegetation cover types, 
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topographic aspects, and distinct stand structures were also investi-
gated. An OA of 81.26% with a Kappa coefficient of 0.73% was obtained 
for the final classification map. This cost-effective technique demon-
strated that LIDAR yields direct measurements, with good agreement 
between estimated and visually examined fuel type classes in the ma-
jority of cases. Finally, Revilla et al. (2021) investigated the applicability 
of low-density small-footprint airborne laser scanning (ALS) and discrete 
anisotropic radiative transfer (DART) framework for 7 fuel types map-
ping on a local scale in the central Ebro valley, north-east of Spain. The 
LIDAR data were simulated on the basis of sensor and flight character-
istics of low-density ALS data taken by the Spanish National Plan and 
field data in two different dates (2011 and 2016). For the years 2011 and 
2016, the classification’s OA was 88% and 91%, respectively. DART’s 
utility in simulating generalizable 3D data for mapping fuel type pro-
vides essential information for forest managers to prevent wildfires. The 
studies reviewed above collectively demonstrate the potential of LIDAR 
technology and different modeling approaches, especially DART 
framework for accurate fuel type mapping. 

3.5. Integrated sensors 

We will now put more of an emphasis on the fusion of several 
mapping approaches in an integrated approach, as opposed to earlier 
parts that showed the advancements of various remote sensing tech-
niques and products when they are used independently. There have been 
studies of forest fuels that combined data from more than one source to 
solve the drawbacks of using a single mapping technique. For example, 
García et al. (2011) proposed a methodology for 6 fuel types mapping in 
La Rioja, Northern Spain, based on merging multispectral airborne 
thematic mapper (ATM) and LIDAR data with the SVM classifier. They 
used LIDAR measurements for separating additional fuel types using 
vertical data. They showed that the utilization of LIDAR data in 
conjunction with optical data had been proven to help decrease the 
ambiguity that can arise when assessing fuel types based solely on op-
tical data. Also, Chirici et al. (2013) combined IRS LISS-III multispectral 
imagery with ALS data for 9 forest fuel types classification on a reginal 
scale in Sicily, Italy. They tested three non-parametric classification 
methods such as stochastic gradient boosting (SGB), CART, and RF 
approach. They found that combining multispectral imagery with ALS 
data could help the models achieve satisfactory fuel type mapping ac-
curacy. Domingo et al. (2020) also used ALS data, Sentinel-2 data, and 
field plots as ground truth to classify fuel types among Spanish munic-
ipalities on a local scale. In order to classify 7 fuel types, two 
non-parametric classification algorithms and two metric selection 
methods were examined. The application of adapted structural diversity 
indices obtained from ALS data and integrating data from passive and 
active remote sensing sensors showed classification accuracy enhance-
ment. The proposed method demonstrated its utility in fuel type map-
ping at a regional scale under complicated and heterogeneous 
Mediterranean forests. According to the studies reviewed above, the 
integration of data from multiple sources has proven to be effective in 
reducing ambiguity and enhancing classification accuracy. A succinct 
overview of the various fuel type classification studies reviewed in the 
preceding sections is presented in Table A1 (Appendix A). 

4. Discussion 

We have reviewed the recent remote sensing approaches used for 
fuel type classification. In this section, the accuracies, limitations and 
benefits of various remote sensing data for fuel classification, along with 
opportunities and future directions for improving the fuel maps are 
highlighted and discussed. 

4.1. Accuracy of various remote sensing datasets for fuel type mapping 

The classification accuracy of the different types of remote sensing 

data for fuel mapping varies. Among the multispectral sensors, the ac-
curacy for Landsat ASTER and Sentinel-2data was between 80.30% and 
91.74%, 70%–95%, and 84.43%–85%, respectively. For hyperspectral 
sensors, the accuracy ranged from 80% to 87%. Also, fuel type classifi-
cation maps had accuracies from 74.27% to 85.43%, 81.26%–89.5% and 
84%–92.8% for VHR, LIDAR data and integrated sensors, respectively. 
According to the previous sections, which presented the various classi-
fication methods and remote sensing products for fuel type classifica-
tion, the accuracy and efficiency in fuel type classification using remote 
sensing data can be scaled on the basis of the study area, classification 
method, the amount of the training data, processing capability, and 
model complexity. 

4.2. Challenges in fuel type mapping from satellite data 

The benefits and drawbacks of the diverse remote sensing techniques 
used for the classification of fuel types around the world is shown in 
Table 3. For example, because of their global coverage and availability, 
multispectral images have received a lot of attention in research. Also, 
they are one of the most important data sources for fuel type mapping 
because they provide good spectral information. However, they are 
restricted in spatial resolution what makes the pixel information be a 
mixture of both the canopy and the surface materials. This can make it 
difficult to accurately identify the surface fuels for example, as the signal 
is influenced by the presence and properties of the canopy. As a result, 
multispectral imaging can be limited in its ability to provide accurate 
information about the surface fuels. In contrast, VHR data can provide 
detailed information regarding surface properties because of their high 
spatial resolution. However, the primary trade-off with VHR sensors is 
their limited temporal resolution and spatial extent. This can result in 
difficulty in monitoring changes over time and capturing large-scale 
spatial patterns. Hyperspectral images, mostly from airborne sensors, 
provide more spectral information, which can identify finer differences, 
allowing it to reveal the precise composition of different fuel types. Also, 
this data can be used for spectral evaluation of fuel status as well as 
spectral and spatial differentiation of fire-related vegetation features. 
However, the fundamental drawback of airborne hyperspectral sensors 
is their limited spatial coverage. In addition, some fuel type classifica-
tion techniques are challenging to handle because of the hyperspectral 

Table 3 
The benefits and limitations of various remote sensing data applied to fuel types 
mapping.  

Data Benefits Limitations 

Multispectral 
Data  

• Reasonable cost  
• Easy accessibility  
• Provide good spectral 

information  
• Mapping of physical 

components  

• Restricted spatial 
resolution  

• Restricted to canopy  
• Cloud cover may limit 

the use of this type of 
data 

VHR Data  • Detailed information  
• High spatial resolution  
• Mapping of physical 

components  

• Computing demanding  
• Restricted spectral 

information  
• Cloud cover may limit 

the use of this type of 
data 

Hyperspectral 
Data  

• Rich in spectral information  
• Mapping of biophysical 

components  
• Adapted to fuel properties  

• High dimensionality  
• Restricted area coverage  
• Complex data processing  
• Cloud cover may limit 

the use of this type of 
data 

LIDAR  • Canopy and Subcanopy 
structure information  

• Direct measurements of height 
and other structural properties 
of fuel  

• Reasonable cost than manual 
inventory for small areas  

• Costly  
• Covering a limited area  
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image’s high dimensionality. LIDAR data can penetrate into the canopy 
and obtain information on surface fuels. It also can be utilized to 
determine fuel heights and other structural properties of fuels, which is 
useful information for fuel type differentiation. However, LIDAR data 
has limited spatial coverage and is costly. 

4.3. Improving fuel type mapping through integrated sensors 

As previously discussed, each the use of each sensor for mapping fuel 
type comes with its own set of advantages and disadvantages, therefore, 
there are opportunities to improve the classification results by inte-
grating multiple data sources (Gale et al., 2021). Most studies on fuel 
characterization with LIDAR data have used airborne sensors on limited 
geographic areas and narrow temporal coverage given the expense of 
acquisition making it difficult to analyze fuel dynamics (García et al., 
2017). Spaceborne LIDAR sensors, including the Global Ecosystem Dy-
namics Investigation (GEDI) (Dubayah et al., 2021) or ICESat-2/ATLAS 
(Gwenzi et al., 2016) can overcome this limitation in dynamic estima-
tion of fuel characteristics, which can help discriminating various fuel 
types. For example, high-resolution maps of forest structure, including 
vertical profiles of vegetation height and canopy structure can be 
derived from GEDI that can be used for improving fuel type classifica-
tion. Although none of the studies reviewed here used microwave 
technologies, they could offer valuable insights into fuel type classifi-
cation. For example, microwave data could be an ideal supplement to 
airborne or terrestrial LIDAR measurements as it is less expensive to 
obtain and allows for the analysis of wider areas (Kaasalainen et al., 
2015) and a better characterization of fuel types dynamic (Keane A 
et al., 2001). Microwave sensors can also supplement optically data 
given its success to estimate forest parameters such as canopy closure, 
tree volume, foliar biomass, and tree height, which are important for 
fuel type mapping (Garestier et al., 2007; Kaasalainen et al., 2015; 
Smith-Jonforsen et al., 2007). In addition, active microwave data such 
as radio detection and ranging (RADAR) and interferometric synthetic 
aperture radar (InSAR) tehcniques can be used to measure the height of 
vegetation, biomass, and the structure of forests, which can also be 
useful in fuel type classification (Lavalle and Khun, 2014). 

Although our review focused on studies that used airborne or 
spaceborne remote sensing data to map fuel types at resolutions of 1 m 
or greater, it is important to note that high-resolution fuel type mapping 
techniques such as those using ground-based LIDAR, photogrammetry, 
and uncrewed aerial vehicle (UAV) data can provide even finer spatial 
resolution outputs. For example, studies by Hiers et al. (2009) and Bright 
et al. (2016) used ground-based LIDAR and photogrammetry to classify 
fuel types at fine spatial scales with at a 10-cm resolution, respectively. 
However, the use of high-resolution remote sensing techniques can often 
be resource-intensive and impractical for large-scale mapping projects. 
Furthermore, different fuel types and ecosystems pose diverse chal-
lenges for remote sensing-based fuel mapping. Accuracy and efficiency 
of fuel type classification using remote sensing data depend on various 
factors. For instance, mapping fuel types in dense tropical forests is 
difficult due to limited spectral contrast between the canopy and un-
derstory vegetation. Similarly, shrubland ecosystems present challenges 
due to complex three-dimensional vegetation structure. In contrast, fuel 
mapping in grasslands is relatively easier due to uniform vegetation 
structure and limited vertical stratification. Recent studies show prom-
ising results in mapping dense vegetation and complex ecosystems using 
hyperspectral and LIDAR data. LIDAR data offers high-resolution, 
three-dimensional information about vegetation and terrain, including 
height and density. This data is valuable for accurately classifying fuel 
types like forests or shrublands. Hyperspectral data, on the other hand, 
provides detailed spectral information, making it useful for classifying 
fuel types with a high number of classes. It can identify and differentiate 
fuel types based on their unique spectral signatures. Hyperspectral data 
also helps identify subtle differences in reflectance, aiding in the clas-
sification of vegetation and surface fuels. So, this data can provide 

valuable information for the classification of fuel types. Therefore, 
integrating multiple types of remote sensing data can be crucial in 
improving the accuracy of fuel type classification results. 

4.4. Improving fuel type mapping using state-of-the-art modelling 
approaches 

The classification results of fuel types can be improved by applying 
state-of-the-art classification techniques such as deep learning (DL) ar-
chitectures, which have recently gained significance in the remote 
sensing field (Abdollahi and Pradhan, 2021; Guo et al., 2020; Vali et al., 
2020). The classification methods which were extensively applied to the 
multispectral for fuel type classification were traditional pixel-based 
machine learning techniques such as NN, SVM, ML, etc. (Table 3). 
These methods contend that a single pixel is independent, and that 
processing doesn’t consider its spatial interactions with nearby pixels 
(Cleve et al., 2008). However, because the individual pixels in images no 
longer take the features of classification purposes, a “salt and pepper” 
influence is always present in the classification findings (Tompoulidou 
et al., 2016; Yu et al., 2006). Object-based image analysis (OBIA) is 
another common method implemented mostly to the VHR images for 
fuel type mapping. The primary distinguishing feature of OBIA is inte-
grating a range of textural, spatial, and spectral information in the 
classification process by employing multi-scale image segmentation, 
which considerably enhances accuracy (Alonso-Benito et al., 2016). 
However, it is difficult and complex to use OBIA because it requires a 
range of input variables. In addition, two significant challenges still exist 
during the OBIA process: identifying suitable scale for image segmen-
tation and choosing proper features for image classification (Mallinis 
et al., 2008b; Puissant et al., 2014). The most used techniques for 
mapping fuel types in hyperspectral images were conventional spectral 
mixture analysis (SMA) and classification approaches. Narrow-band 
spectra from hyperspectral images can give detailed information about 
the Earth’s surface. Since the spectra of the materials might be subjected 
to complicated interactions, separating the constituent materials (i.e., 
endmembers) and their fractions (i.e., abundances) that contribute to 
the measured hyperspectral data is a fundamental step (Lei et al., 2021). 
Due to the limitations of hyperspectral sensors, they can thus be blended 
in various fractions, which makes it more challenging to solve the issue 
caused by these scattering effects. In order to more easily evaluate the 
data, spectral unmixing tries to determine the fractions of the elements 
from the mixed data in a blind manner (Ozkan and Akar, 2018). How-
ever, the methods used in the literature for fuel type classification from 
hyperspectral images could not properly simplify the mixture data, and 
the models remained weak and underestimated the solution. 

Recent advances in DL techniques, notably deep convolutional 
neural networks (CNN) architectures, have improved the state-of-the-art 
in a variety of remote sensing applications since CNN’s frameworks have 
demonstrated excellent feature extraction capacity (Abdollahi and 
Pradhan, 2023; Kattenborn et al., 2021). As a result, these sophisticated 
deep learning techniques have addressed the main difficulties with 
conventional machine learning algorithms for fuel type mapping (e.g., 
inefficient performance and time-consuming). Also, deep learning ap-
proaches can automatically obtain meaningful representations (LeCun 
et al., 2015), which can improve the limitations of conventional ma-
chine learning techniques in fuel type mapping. Moreover, different 
kinds of processing approaches such as spectral unmixing (Bioucas-Dias 
et al., 2012) and classification (Wang et al., 2016) have been developed 
to efficiently investigate the rich spectral and spatial information 
included in hyperspectral images. The spectral unmixing approach can 
be effectively combined with deep learning-based classification task, 
which amplify the training set and simplify the classification method. 
This enhances the fuel type classification performance. 

On the other hand, we recognize the potential for integrating 
physical-based models and deep learning methods in fuel type classifi-
cation for future research. While physical-based models accurately 
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simulate light-vegetation interactions, resulting in more detailed and 
precise vegetation properties, their use is limited by the high computing 
demands required for model inversion. On the other hand, deep learning 
methods can learn complex relationships between input features and 
output labels and provide computing efficient algorithms, making them 
complementary to physical-based models if used together. However, 
deep learning models require large amounts of data to prevent under-
fitting, which may not always be available. To overcome this challenge, 
future studies can explore the use of physical-based models to simulate 
remote sensing data, which could then be used to train deep learning 
models to estimate input parameters. By integrating physical-based 
models and deep learning methods, the accuracy and effectiveness of 
mapping forest fuel types could be improved, ultimately enhancing 
forest fire management strategies. Therefore, it is critical to introduce 
new robust approaches associated with fuel type classification, and 
studies on various suggested approaches using cutting-edge technology 
are growing. 

5. Conclusion 

The common remote sensing-based fuel type classification tech-
niques were reviewed to provide an overview of remote sensing image 
classification data sources and algorithms for fuel type mapping, 
including their advantages and disadvantages. For fire models and fire 
management systems, the knowledge of fuel types distribution and their 
properties are critical. This is because it can be utilized to calculate fire 
behavior, risk, and impacts. However, it is challenging to classify and 
map fuel types because of their high variability and complexity. Field-
work has typically been used to map the different types of forest fuels, 
which is costly and time-consuming. Nonetheless, field surveys still play 
a critical role and serve as a valuable supplement to remote sensing 
techniques. This is because they provide the necessary sources for cali-
brating and validating maps created with remote sensing data. Remote 
sensing techniques, in contrast, have several advantages. For example, 
they can provide cost-effective techniques with broader temporal and 
spatial coverage to map fuel type and analyze wildfire threats in near 
real-time. Various remote sensing techniques have been presented for 
mapping fuels, but each has demonstrated challenges in distinguishing 
fuel types and providing reliable classification maps, particularly in 

complicated backgrounds. Integrating several data sources and fuel 
mapping methodologies is one feasible strategy for producing accurate 
fuel maps and improving classification results with existing technology. 
To develop the most effective maps, future fuel mapping techniques will 
need to include state-of-the-art methodologies and multiple remote 
sensing technologies. For instance, fuel mapping tasks can be signifi-
cantly improved by combining passive sensors with newly developed 
active sensors such as LIDAR (GEDI) or RADAR (Sentinel-1). This is 
because these sensors can penetrate the forest canopy and perceive 
ground complexity, which is required for precise surface and crown fuel 
mapping. In addition, deep neural networks (DNNs) have grown in 
popularity as a technique for recognizing characteristics at several levels 
of representation in remote sensing studies. DNNs can learn a hierar-
chical feature representation from the data through a series of inter-
connected layers, and efficiently encode spatial and spectral information 
from raw data without requiring any preprocessing. Thus, future 
research should concentrate on developing state-of-the-art deep 
learning techniques as promising tools for addressing the issues of 
conventional fuel classification approaches and improving the classifi-
cation results. 
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Appendix A  

Table A1 
Overview of fuel type classification studies reviewed.  

Category Data Modelling Approach Number of 
Classes 

Study Area 
Size 

Accuracy 
Assessment 
Method 

Overall 
Accuracy (%) 

Citation 

Multispectral Landsat-8 Supervised Classification Methods 
(e.g., ML, NN, SVM), Fuzzy Set 
Methodology, Object-Based Image 
Analysis (OBIA) 

7–10 Regional/ 
National 

On screen/field 
measurement 

80.30–91.74 (Tompoulidou et al., 2016), 
(Stefanidou et al., 2018), (He 
et al., 2019) 

ASTER 6–14 Regional On screen/field 
measurement 

70–95 (Mitri et al., 2011), 
(Alonso-Benito et al., 2012), 

Sentinel-2 10 National On screen 84.43 (Stefanidou et al., 2020), 
Sentinel-3 6 National On screen 85 Aragoneses and Chuvieco 

(2021) 
Hyperspectral AVIRIS 

PRISMA 
Spectral Mixture Analysis (SMA), 
Classification Approaches (e.g., 
MLC, RF) 

19 
18 

Local 
Regional 

Field 
measurement 
On screen 

80 
87 

Smith et al. (2021) 
(Shaik et al., 2022) 

VHR QuickBird 
WorldView-2 
Worldview-3 

Object-oriented Classification 
Approaches, Classification and 
Regression Trees (CART) 

8 
7 
11 

Regional 
Local 
Regional 

Field 
measurement 
Field 
measurement 
Field 
measurement 

74.27–81.5 
85.43 
80 

(Mallinis et al., 2008b), 
(Mallinis et al., 2014), 
(Alonso-Benito et al., 2016), 
Sesnie et al. (2018) 

LIDAR LIDAR Spectral Mapping Techniques (e.g., 
MESMA, SAM, SMA), Discrete 

7 Local On screen/Field 
measurement 

81.26–89.5 (Huesca et al., 2019), 
(García-Cimarras et al., 
2021), (Revilla et al., 2021) 

(continued on next page) 
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Table A1 (continued ) 

Category Data Modelling Approach Number of 
Classes 

Study Area 
Size 

Accuracy 
Assessment 
Method 

Overall 
Accuracy (%) 

Citation 

Anisotropic Radiative Transfer 
(DART) 

Integrated 
Sensors 

LIDAR and 
multispectral 
images 

Supervised Classification Methods 
(SGB, CART, SVM, and RF) 

6–9 Reginal Field 
measurement 

84–92.8 (García et al., 2011), (Chirici 
et al., 2013), (Domingo et al., 
2020)  
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