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Abstract

As a mified discipline, econometrics is still relatively young and has been transforming and expanding very rapidly, Major advances have
taken place in the analysis of cross-sectional data by means of semiparametric and nonparametric techniques. Heterogeneity of economic
relations across individuals, firms and industries is increasingly acknowledged and attempts have been made to take it into account either by
integrating out its effects or by modelling the sources of heterogeneity when suitable panel data exist. The counterfactual considerations that
underlie policy analysis and treatment valuation have been given a more satisfactory foundation. New time-series econometric techniques
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been promoted largely by advances in computer power and computational techniques. The use of Bayesian techniques has in turn provided
the investigators with a unifying framework where the tasks of forecasting, decision making, model evalation and leaming can be considered
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Broadly speaking, econometrics aims to give empirical content to economic relations for testing economic theories, forecasting, decision
making, and for ex post decision/policy evalnation. The term ‘econometrics” appears to have been first used by Pawel Ciompa as catly as
1910, although it is Ragnar Frisch who takes the credit for coining the term, and for establishing it as a subject in the sense in which it is
known today (see Frisch, 1936, p. 95, and Bjerkholt, 1995). By emphasizing the quantitative aspects of economic relationships,
econometrics calls for a ‘unification’ of measurement and theory in economics. Theory without measurement can have only limited relevance
for the analysis of actual economic problems; while measurement without theory, being devoid of a framework necessary for the
interpretation of the statistical observations, is unlikely to result in a satisfactory explanation of the way economic forces interact with each
other. Neither “theory’ nor ‘measurement’ on its own is sufficient to fiwrther our understanding of economic phenomena.

As a unified discipline, econometrics is still relatively young and has been transforming and expanding very rapidly since an earlier version
of this article was published in the first edition of The New Palgrave: A Dictionary of Economics in 1987 (Pesaran, 1987a). Major
advances have taken place in the analysis of cross-sectional data by means of semiparametric and nonparametric techniques. Heterogeneity
of economic relations across individuals, firms and mdusiries 1 increasingly acknowledged, and attempts have been made to take them into
account either by integrating out their effects or by modelling the sources of heterogeneity when suitable panel data exists. The counterfactual
considerations that underlie policy analysis and treatment evalnation have been given a more satisfactory foundation. New time series
econometric techniques have been developed and emmployed extensively in the areas of macroeconometrics and finance. Nonlincar
econometric techniques are used increasingly in the analysis of cross-section and time-series observations. Apphcations of Bayesian
techmiques to econometric problems have been given new impetus largely thanks to advances in computer power and computational
techniques. The use of Bayesian techniques has in turn provided the investigators with a unifying framework where the tasks of forecasting,
decision making, model evaluation and learning can be considered as parts of the same interactive and iterative process; thus paving the way
for establishing the foundation of ‘real time econotmetrics”. See Pesaran and Timmermann (2005a).

This article attempts to provide an overview of some of these developments. But to give an idea of the extent to which econometrics has
been transformed over the past decades we begin with a brief account of the literature that pre-dates econometrics, and discuss the birth of
econometrics and its subsequent developments to the present. Inevitably, our accounts will be brief and non-technical. Readers interested in
more details are advised to consultant the specific entries provided in the New Palgrave and the excellent general texts by Maddala (2001),
Greene (2003), Davidson and MacKimon (2004), and Wookiridge (2006), as well as texts on specific topics such as Cameron and Trivedi
(2005) on microeconometrics, Maddala (1983) on econometric models involving limited-dependent and qualitative variables, Arellano
{2003), Baltagi (2005), Hsiao (2003), and Wooldridge (2002) on panel data econometrics, Johansen (1995) on cointegration analysis, Hall
(2005) on generalized method of moments, Bauwens, Lubrano and Richard (2001), Koop (2003), Lancaster (2004), and Geweke (2005)
on Bayesian econometrics, Bosq (1996), Fan and Gijbels (1996), Horowitz (1998), Hérdle (1990), Hirdle and Linton (1994) and Pagan
and Ullah (1999) on nonparametric and semiparametric econometrics, Campbell, Lo and MacKinlay (1997) and Gourieroux and Jasiak
(2001) on financial econometrics, Granger and Newbold (1986), Liitkepohl (1991) and Hamilton (1994) on time series analysis.

2 Quantitative research in economics: historical backgrounds

Empirical analysis in economics has had a long and fertile history, the origing of which can be traced at least as far back as the work ofthe
16th-century political arithmeticians such as William Petty, Gregory King and Charles Davenant. The political arithmeticians, led by Sir
William Petty, were the first group to make systematic use of facts and figures in their studies. They were primarily interested in the practical
issues of their time, ranging from problems of taxation and money to those of international trade and finance. The hallmark of their approach
was undoubtedly quantitative, and it was this which distinguished them from their contemporaries. Although the political arithmeticians were
primarily and understandably preoccupied with statistical measurement of economic phenomena, the work of Petty, and that of King in
particular, represented perhaps the first examples of'a unified quantitative—theoretical approach to economics. Indeed Schumpeter in his
History of Economic Analysis (1954, p. 209) goes as far as to say that the works of the political arithmeticians *illustrate to perfection,
what Econometrics is and what Econometriciang arc trying to do’.

The first attempt at quantitative economic analysis is attributed to Gregory King, who was the first to fit a linear fimction of changes in corn
prices on deficiencies in the com harvest, as reported i Charles Davenant (1698). One important congsideration in the empirical work of
King and others in this early period seems to have been the discovery of ‘laws’ in economics, very much like those in physics and other
natural sciences.

This quest for economic laws was, and to a kesser extent still is, rooted in the desire to give economics the status that Newton had
achieved for physics. This was in turn reflected in the conscious adoption of the method of the physical sciences as the dominant mode of
empirical enquiry in economics. The Newtonian revolition in physics, and the philosophy of *physical determinism’ that came to be generally
accepted in its aftermath, had far-reaching consequences for the method as well as the objectives of research in economics. The uncertain
nature of economic relations began to be fully appreciated only with the birth of modern statistics in the late 19th century and as more



statistical observations on econoniic variables started to become available.

The development of statistical theory in the hands of Galton, Edgewoerth and Pearson was taken up in economics with speed and
diligence. The earliest applications of simple correlation analysis in economics appear to have been carried out by Yule (1895; 1896} on the
relationship between pauperism and the method of providing relief, and by Hooker (1901) on the relationship between the marriage rate and
the general level of prosperity in the United Kingdom, measured by a variety of economic indicators such as imports, exports, and the
movement in corn prices.

Benini (1907), the Italian statistician was the first to make use of the method of muiltiple regression in economics. But Henry Moore
(1914; 1917) was the first to place the statistical estimation of economic relations at the centre of quantitative analysis in economics. Through
his relentless efforts, and those of'his disciples and followers Paul Douglas, Herry Schultz, Holbrook Working, Fred Waugh and others,
Moore in effect laid the fnundations of “statistical economics’, the precursor of econometrics. The monumental work of Schultz, The Theory
and the Measurement of Demand (1938), in the United States and that of Allen and Bowley, Family Expenditure (1935), in the United
Kingdom, and the pioneering works of Lenoir (1913), Wright (1915; 1928), Working (1927), Tnbergen (1929-30) and Frisch (1933) on
the problem of ‘“identification’ represented major steps towards this objective. The work of Schultz was exemplary in the way it attempted a
unification of theory and measurement in demand analysis; while the work on identification highlighted the importance of ‘structural
estimation’ in econometrics and was a crucial factor in the subsequent developments of econometric methods under the auspices ofthe
Cowles Commission for Research in Economics.

Early empirical research in economics was by no means confined to demand analysis. Louis Bachelier (1900), using time-series data on
French equity prices, recognized the random walk character of equity prices, which proved to be the precursor to the vast empirical lterature
on market efficiency hypothesis that has evolved since the early 1960s. Another important area was research on business cycles, which
provided the basis of the later development in time- series analysis and macroeconometric model building and forecasting. Although, through
the work of Sir William Petty and other early writers, economists had been aware of the existence of cycks in economic time series, it was
not until the early 19th century that the phenomenon of business cycles began to attract the attention that it deserved. Clement Juglar (1819-
1905), the French physician turned economist, was the first to make systematic use of time- series data to study business cyckes, and is
credited with the discovery of an investment cycle of about 711 years duration, commonly known as the Juglar cycle. Other econormists
such as Kitchin, Kuznets and Kondratieff followed Juglar's kead and discovered the inventory cyck (3—5 years duration), the building cycle
{15—25 years duration} and the long wave (4560 years duration), respectively. The emphasis of this early research was on the morphology
of cycles and the identification of periodicities. Little attention was paid to the quantification of the relationships that may have underlain the
cycks. Indeed, economists working in the National Bureau of Economic Research under the direction of Weskey Mitchell regarded each
business cycle as a unique phenomenon and were therefore reluctant to use statistical methods except in a nonparametric manner and for
purely descriptive purposes (see, for example, Miichell, 1928; Bums and Mitchell, 1947), This view of business cycle research stood in
sharp contrast to the econometric approach of Frisch and Tinbergen and culminated in the famous methodological interchange between
Tjalling Koopmans and Rutledge Vining about the roles of theory and measurement in applied economics in geperal and business cycle
research in particular. (This imterchange appeared in the August 1947 and May 1949 issues of the Review of Economics and Statistics.)

3 The birth of econometrics

Although, quantitative economic analysis is a good three centuries old, econometrics as a recognized branch of economics began to emerge
only in the 1930s and the 1940s with the foundation of the Econometric Society, the Cowles Comimission in the United States, and the
Department of Applied Economics (DAE) in Cambridge, England. (An account of the founding of the first two organizations can be found in
Christ, 1952; 1983, whik: the history of the DAE is covered in Stone, 1978.) This was largely due to the nultidisciplinary nature of
econometrics, comprising of economic theory, data, econometric methods and computing techniques. Progress in empirical economic
analysis offen requires synchronous developments in all these four components.

Initially, the ernphasis was on the development of econometric methods. The first rajor debate over econometric method concerned the
applicability of the probability calculis and the newly develbped sampling theory of R.A. Fisher to the analysis of economic data. Frisch
{1934) was highly sceptical of the value of sampling theory and significance tests in econometrics. His objection was not, however, based on
the epistemological reasons that lay behind Robbins's and Keynes's criticisms of econometrics. He was more concerned with the problems of
multicollinearity and measurement errors which he believed were pervasive in economics; and to deal with the measurement error problem he
developed his confluence analysis and the method of “bunch maps’. Although used by some econometricians, notably Tinbergen (1939) and
Stone (1945), the bunch map analysis did not find mruch favour with the profession at large. Instead, it was the probabilistic rationalizations of
Tegression analysis, advanced by Koopmans (1937) and Haavelmo (1944), that formed the basis of modern econometrics.

Koopmans did not, however, emphasize the wider issue of the use of stochastic models ih econometrics. It was Haavelmo who exploited
the idea to the filll, and argued for an explicit probability approach to the estimation and testing of economic relations. In his classic paper



published as a supplement to Econometrica in 1944, Haavelmo defended the probability approach on two grounds. First, he argued that the
use of statistical measures such as means, standard errors and correlation coefficients for inferential purposes i justified only if the process
generating the data can be cast in terms of a probability model Second, he argued that the probability approach, far from being limited in its
application to economic data, because of its generality is in fact particularly suited for the analysis of ‘dependent’ and ‘non-homogeneous’
observations often encountered in economic research.

The probability model is seen by Haavelno as a convenient abstraction for the purpose of understanding, or explining or predicting,
events in the real world. But it is not claimed that the model represents reality in all its details. To proceed with quantitative research in any
subject, economics included, some degree of formalization is nevitable, and the probability model is one such formalization. The attraction of
the probability model as a method of abstraction derives from its generality and flexibility, and the fact that no viable aliernative seems to be
available. Haavelmo's contribution was ako important as it constituted the first systermatic defence against Keynes's (1939) influential
criticims of Tinbergen's pioneering research on business cyckes and macroeconometric modelling, The objective of Tinbergen's research was
twofbld: first, to show how a macroeconometric model may be constructed and then used for simuilation and policy analysis (Tinbergen,
1937); second, “to submit to statistical test some of the theories which have been put forward regarding the character and causes of cyclical
fiuctuations in business activity’ (Tinbergen, 1939, p. 11). Tinbergen assumed a rather limited role for the econometrician in the process of
testing economic theories, and argued that it was the responsibility of the “economiist’ to specify the theories to be tested. He saw the role of
the econometrician as a passive one of estimating the parameters of an economic relation already specified on a priori grounds by an
economist. As far as statistical methods were concemed, he employed the regression method and Frisch's method of confluence analysis ina
complementary fashion. Although Tinbergen discussed the problems of the determination of time lags, trends, structural stability and the
choice of fimctional forms, he did not propose any systematic methodology for dealing with them. In short, Tinbergen approached the
problem of testing theories from a rather weak methodological position. Keynes saw these weaknesses and attacked them with characteristic
insight (Keynes, 1939). A large part of Keynes's review was in fact concerned with technical difficulties associated with the apphcation of
statistical methods to economic data. Apart from the problems of the ‘dependent’ and “‘non-homogeneous’ observations mentioned above,
Keynes also emphasized the problems of misspecification, multicollinearity, finctional form, dynamic specification, structural stability, and the
difficulties associated with the measurerent of theoretical variables. By focusing his attack on Tinbergen's attempt at testing economic
theories of business cycles, Keynes almost totally ignored the practical significance of Tinbergen's work for econometric model builkding and
policy analysis (for more details, see Pesaran and Smith, 1985a).

In his own review of Tinbergen's work, Haavelmo (1943) recognized the main burden ofthe criticisms of Tinbergen's work by Keynes
and others, and argued the need for a general statistical framework to deal with these criticisims. As we have seen, Haavelmo's response,
despite the views expressed by Keynes and others, was to rely more, rather than less, on the probability model as the basis of econometric
methodology. The technical problems raised by Keynes and others could now be dealt with in a systematic marmer by means of formal
probabilistic models. Once the probability model was specified, a solution to the problems of estimation and inference could be obtained by
means of either classical or of Bayesian methods. There was little that could now stand in the way of a rapid development of econometric
methods.

4 Early advances in econometric methods

Haavelmo's contribution marked the beginning of a new era in econometrics, and paved the way for the rapid development of econometrics,
with the likelihood method gaining importance as a tool for identification, estimation and inference in econometrics.

4.1 Identification of siructural parameters

The first important breakthrough came with a formal solution to the identification problem which had been formmilated earlier by Working
{1927). By defining the concept of ‘structure’ in terms of the joint probability distribution of observations, Haavelmo (1944) presented a very
general concept of dentification and derived the necessary and sufficient conditions for identification of the entire system of equations,
inclding the parameters of the probability distribution of the disturbances. His solution, although general, was rather difficult to apply in
practice. Koopmans, Rubin and Leipnik (1950) used the term “identification” for the first time in cconometrics, and gave the now familiar
rank and order conditions for the identification of a single equation in a system of simultaneous linear equations. The solution of the
identification problem by Koopmans (1949) and K oopmans, Rubin and Leipnik (1950) was obtained in the case where there are a priori
linear restrictions on the structural parameters. They derived rank and order conditions for identifiability of a single equation from a complete
system of equations without reference to how the variables of the model are classified as endogenous or exogenous. Other sohitions to the
identification problem, also allowing for restrictions on the elements of the variance—covariance matrix of the structural disturbances, were
later offered by Wegge (1965) and Fisher (1966).

Broadly speaking, a model is said to be identified if all its structural parameters can be obtained from the knowledge of its implied joint



probability distribution for the observed variables. In the case of sinmltaneous equations models prevalent in econometrics, the solution to the
identification problem depends on whether there exists a sufficient number of a priori restrictions for the derivation of the structural
parameters from the reduced-form parameters. Although the purpose of'the model and the focus of the analysis on explaining the variations
of some variables in tenms of the imexplaned variations of cther variables is an important consideration, in the final analysis the specification
of a mininnum mumber of entifying restrictions was seen by researchers at the Cowles Commission to be the fimction and the responsibility
of ‘economic theory’. This attitude was very mmach reminiscent of the approach adopted earlier by Tinbergen in his business cycle research:
the fimetion of economic theory was to provide the specification of the econometric model, and that of econometrics to firnish statistically
optimal methods of estimation and nference. More specifically, at the Cowles Commission the primary task of econometrics was seen to be
the development of statistically efficient methods for the estimation of structural parameters of an a priori specified system of simuktaneous
stochastic equations.

More recent developments in identification of structural parameters in context of semiparametric modek is discussed below in Section 12.
See also Manski (1995).

4.2 Fstimation and inference in simultaneous equation models

Initially, under the influence of Haavelmo's contribution, the maximum likelhood (ML) estimation method was emphasized as it yielded
consistent estimates. Anderson and Rubin (1949) developed the limited information maximum bkelihood (LIML) method, and Koopmans,
Rubin and Leipnik (1950) proposed the filll information maximum likelihood (FIML). Both methods are based on the joint probability
distrbution of the endogenous variables conditional on the exogenous variables and yield consistent estimates, with the former utilizing all the
available a priori restrictions and the latter only those which related to the equation being estimated. Scon, other computationally less
demanding estimation methods followed, both for a filly efficient estimation of an entire system of equations and for a consistent estimation of
a single equation from a system of equations.

The two-stage least squares (2SLS) procedure was independently proposed by Theil (1954; 1958) and Basmamn (1957). At about the
same time the instrumental variable (IV) method, which had been developed over a decade earlier by Reiersol (1941; 1945), and Geary
{1949) for the estimation of errors-in-variables models, was generalized and applied by Sargan (1958) to the estimation of simultaneous
equation modeks. Sargan's generalized IV estimator (GIVE) provided an asymptotically efficient technique for using surplus instruments in the
application of the IV method to econometric problems, and formed the basis of subsequent developments of the generalized method of
moments (GMM) estimators introduced subsequently by Hansen (1982). A related class of estimators, known as k-class estimators, was
also proposed by Theil (1958). Methods of estimating the entire system of equations which were computationally less demanding than the
FIML method were also advanced. These methods also had the advantage that, unlike the FIML, they did not require the filll specification of
the entire system. These included the three-stage least squares method due to Zelner and Theil {(1962), the iterated instrumental variables
method based on the work of Lyttkens (1970), Brundy and Jorgenson (1971), and Dhrymes (1971) and the system k-class estimators due
to Srivastava (1971) and Savin (1973). Important contributions have also been made in the areas of estimation of sirmltaneous nonlinear
equations (Amemiya, 1983), the seemingly unrelated regression equations (SURE) approach proposed by Zellner {1962), and the
sinmiltaneous rational expectations models (see Section 7.1 bebw).

Interest in estimation of simultaneous equation models coincided with the rise of Keynesian economics in early 1960s, and started to wane
with the advent of the rational expeciations revolution and ils emphasis on the GMM estimation of the siructural parameters from the Euler
equations (first-order optimization conditions). See Section 7 below. But, with the rise of the dynamic stochastic general equilibrium models
in macrocconometrics, a revival of interest in identification and estimation of nonlincar simultancous equation models scems quite likely, The
recent contribution of Fernandez- Villaverde and Rubio-Ramirez (2005) represents a start in this direction.

4.3 Developments in time series econometrics

While the initiative taken at the Cowles Commission led to a rapid expansion of econometric techniques, the application ofthese techniques
to economic problems was rather slow. This was partly due to a lack of adequate computing facilities at the time. A more findamental reason
was the emphasis of the research at the Cowles Commission on the simultaneity problem almost to the exclusion of other econometric
problems, Since the early applications of the correlation analysis to economic data by Yule and Hooker, the serial dependence of economic
time series and the problem of nonsense or spurious correlation that it could give rise to had been the single most important factor explaining
the profession’s scepticism concerning the value of regression analysis in economics. A satsfactory solution to the spurious correlation
problkem was therefore needed before regression analysis of cconomic time series could be taken seriously. Research on this topic began in
the mid-1940s at the Department of Applied Economics (DAE) in Cambridge, England, as a part of a major investigation into the
measurement and analysis of consumers’ expenditure in the United Kingdom (see Stone et al, 1954). Although the first steps towards the
resolution of the spurious correlation problem had been taken by Aitken (1934—5) and Champernowne (1948), the research in the DAE



miroduced the problem and its possible solation to the attention of applied economists. Orcutt (1948) studied the autocorrelation pattern of
economic time series and showed that most economic time series can be represented by simpke autoregressive processes with similar
autoregressive coeflicients. Subsequently, Cochrane and Orcutt (1949) made the important point that the major consideration in the analysis
of stationary time series was the autocorrelation of the error term in the regression equation and not the autocorrelation of the economic time
series themselves. In this way they shifled the focus of attention to the autocorrelation of disturbances as the main source of concern.
Although, as it turns out, this is a valid conclusion in the case of regression equations with strictly exogenous regressors, in more realistic set-
ups where the regressors are weakly exogenous the serial correlation of the regressors is also likely to be of concem in practice. See, for
examplk, Stambaugh (1999).

Another important and related development was the work of Durbin and Watson (1950; 1951) on the method of testing for residual
autocorrelation in the classical regression model. The inferential breakthrough for testing serial correlation i the case of observed time-series
data had already been achieved by von Neurnann (1941; 1942), and by Hart and von Neumann (1942). The contribution of Durbin and
Watson was, however, important from a practical viewpont as it led to a bounds test for residual autocorrelation which could be applied
rrrespective of the actual values of the regressors. The independence of the critical bounds of the Durbin—-Watson statistic from the matrix of
the regressors allowed the application of the statistic as a general diagnostic test, the first of its type in econometrics. The contributions of
Cochrane and Orcutt and of Durbin and Watson marked the beginning of a new era in the analysis of economic time-series data and laid
down the basis of what is now known as the “time-series econometrics’ approach.

5 Consolidation and applications

The work at the Cowles Commission on identification and estimation of the simultaneous equation model and the development of time series
techniques paved the way for widespread application of econometric methods to economic and financial problems. This was helped
significantly by the rapid expansion of computing facilities, advances in financial and macroeconomic modelling, and the increased availability
of economic data-sets, cross section as well as time series.

5.1 Macroeconometric modelling

Inspired by the pioneering work of Tinbergen, Klein (1947; 1950) was the first to construct a macroeconometric model in the tradition of the
Cowles Commission. Soon others followed Klein's lead. Over a short space of time macroeconometric models were built for almost every
industrialized country, and even for some developing and centrally planned economies. Macroeconometrk: models became an important tool
of ex ante forecasting and economic policy analysis, and started to grow in both size an sophistication, The relatively stable economic
environment of the 1950s and 1960s was an important factor in the inilial success enjoyed by macroeconometric models. The construction
and use of large-scale models presented a mumber of important computational problems, the solution of which was of findamental
significance, not only for the development of macroeconometric modelling but also for econometric practice in general. In this respect
advances in computer technology were clearly instrumental, and without them it is difficult to imagine how the complicated computational
problems nvolved in the estimation and simulation of large-scale models could have been solved. The increasing availability of better and
faster computers was also instrumental as far as the types of problems studied and the types of solutions offered in the literature were
concerned. For example, recent developments in the area of microeconometrics (see Section 10 below) could hardly have been possible if it
were not for the very important recent advances i computing facilities.

5.2 Dynami¢ specification

Other areas where econometrics witnessed significant developments included dynamic specification, latent variables, expectations formation,
limited dependent variables, discrete choice models, random coefficient models, disequilibrim models, nonlinear estimation, and the analysis
of pancl data models, Important advances were also made in the arca of Bayesian econometrics, largely thanks to the publication of Zellner's
textbook (1971), which built on his earlier work including important papers with George Tiao. The Seminar on Bayesian Inference in
Econometrics and Statistics (SBIES) was founded shortly after the publication ofthe book, and was key in the development and diffission of
Bayesian ideas in econometrics. It was, however, the problem of dynamic specification that initially received the greatest attention. In an
important paper, T. Brown (1952) modelled the hypothesis of habit persistence in consurmer behaviour by introducing lagged values of
consumption expenditures into an otherwise static Keynesian consumption fimetion. This was a significant step towards the incorporation of
dynamics in applied econometric research, and allowed the important distinction to be made between the short-run and the long-run impacts
of changes in income on consumption. Soon other researchers followed Brown's lead and employed his autoregressive specification in their
enypirical work.

The next notable develpment in the area of dynamic specification was the distributed lag model Although the idea of distrimted lags had



been familiar to economists through the pioneering work of Irving Fisher (1930) on the relationship between the nominal interest rate and the
cxpected inflation rate, ity application in cconometrics was not seriously considered until the mid- 1950s. The geometric distributed lag model
was used for the first time by Koyck (1954) in a study of investment. Koyck arrived at the geometric distributed lag model via the adaptive
expectations hypothesis. This same hypothesis was employed later by Cagan (1956) in a study of demand for money in conditions of
hyperinflation, by Friedman (1957) in a study of consumption behaviour and by Nerlove (1958a) in a study of the cobweb phenomenon. The
geometric distributed lag model was subsequently generalized by Solow (1960), Jorgenson (1966) and others, and was extensively applied
in enpirical studies of investment and consurmption behaviour. At about the same time Almon (1965) provided a polynomial generalization of
L Fisher's (1937) arithmetic lag distribution which was later extended fiwther by Shiller (1973). Other forms of dynamic specification
considered in the literature mcluded the partial adjustment model (Nerlove, 1958b; Eisner and Strotz, 1963) and the nmltivariate flexible
accelerator model (Treadway, 1971) and Sargan's (1964) work on econometric time series analysis which formed the basis of error
correction and cointegration analysis that followed next. Following the contributions of Champernowne (1960), Granger and Newbold
{1974) and Phillips {1986} the spurious regression problem was better understood, and paved the way for the development of the theory of
cointegration. For firther detaik see Section 8.3 below.

5.3 Techniques for short-term forecasting

Concurrent with the development of dynamic modelling in econometrics there was also a resurgence of inferest in time-series methods, used
primarily in short-term business forecasting. The dominant work in this field was that of Box and Jenkins (1970), who, building on the
pioneering works of Yule (1921; 1926), Shitsky (1927), Wold (1938), Whittle (1963) and others, proposed computationally manageable
and asymptotically efficient methods for the estimation and forecasting of univariate autoregressive-moving average (ARMA) processes.
Time-series modek provided an important and relatively simple benchmark for the evalation of the forecasting accuracy of econometric
models, and firther highlighted the significance of dynamic specification in the construction of time-series econometric models. Initially
univariate time-series models were viewed as mechanical “black box’ models with little or no basis n economic theory. Their use was seen
primarily to be in shori-term forecasting. The potential value of modern time-series methods in econometric research was, however,
underlined in the work of Cooper (1972) and Nelson (1972) who demonstrated the good forecasting performance of univariate Box—Jenkins
models relative to that of large econometric models. These results raised an important question about the adequacy of large econometric
medels for forecasting as well as for policy analysis. It was argued that a properly specified structural econometric model should, at least in
theory, yield more accurate forecasts than a univariate time-series model Theoretical justification for this view was provided by Zellner and
Palm (1974), followed by Trivedi (1975), Prothero and Wallis (1976), Wallis (1977) and others. These studies showed that Box—Jenkins
models could in fact be derived as univariate final form solutions of linear structural econometric models. In theory, the pure time-series
model could always be embodied within the structure of an econometric model and in this sense it did not present a “rival” alternative to
econometric modelling. This literature firther highlighted the importance of dynamic specification in econometric models and in particular
showed that econometric models that are outperformed by simple univariate time-series models most probably suffer from specification
ITors.

The papers in Elliott, Granger and Timmermamn (2006) provide excellent reviews of recent developments in economic forecasting

techniques.
6 A new phase in the development of econometrics

With the significant changes taking place n the world economic environment in the 1970s, arising largely from the breakdown of the Bretton
‘Woods system and the quadrupling of oil prices, econometrics entered a new phase of its development. Mainstream macroeconometric
models built during the 1950s and 1960s, in an era of relative economic stability with stable energy prices and fixed exchange rates, were no
longer capable of adequately capturing the economic realities of the 1970s. As a result, not surprisingly, macroeconometric models and the
Keynesian theory that underlay them came under severe attack from theoretical as well as from practical viewpoints. While criticisms of
Tinbergen's pioneering attempt at macroeconometric modelling were received with great optimism and led to the development of new and
sophisticated estimation techniques and larger and more complicated models, the disenchantment with macroeconometric modek in 19705
prompted a much more findamental reappraisal of quantitative modelling as a tool of forecasting and policy analysis.

At a theoretical level it was argued that econometric relations invariably lack the necessary ‘microfoundations’, in the sense that they
cannot be consistently derived from the optimizing behaviour of economic agents. At a practical level the Cowles Commission approach to
the identification and estimation of sinmltaneous macroeconometric models was questioned by Lucas and Sargent and by Sims, although from
different viewpoints (Lucas, 1976; Lucas and Sargent, 1981; Sims, 1980). There was also a move away ffom macroeconometric models
and towards microeconometric research with greater emphasis on matching of econometrics with individual decisions.

Tt akko became increasingly clear that Tinbergen's paradigm where economic relations were taken as given and proviled by ‘economic
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theorist” was not adequate. It was rarely the case that economic theory could be relied on for a fill specification of the econometric model
(Leamer, 1978). The emphasis gradually shiffed from estimation and inference based on a given tightly parameterized specification to
diagnostic testing, specification searches, model uncertainty, model validation, parameter variations, structural breaks, and semiparametric
and nonparametric estimation. The choice of approach often governed by the purpose of the mvestigation, the nature of the economic
application, data availability, computing and software technology.

‘What follows is a brief overview of some of the important developments. Given space limitations there are inevitably significant gaps.
These inchude the important contributions of Granger (1969), Sirs (1972) and Engle, Hendry and Richard (1983) on different concepts of
‘causality’ and ‘exogeneity’, the literature on disequilibrium models (Quandt, 1982; Maddala, 1983; 1986), random coefficient models
{Swamy, 1970; Hsiao and Pesaran, 2008, imobserved time series models (Harvey, 1989), count regression models (Cameron and Trivedi,
1986; 1998), the weak instrument problem (Stock, Wright and Yogo, 2002), small sample theory (Phillips, 1983; Rothenberg, 1984),
econometric models of auction pricing (Hendricks and Porter, 1988; Laffont, Ossard and Vuong, 1995).

7 Rational expectations and the Lucas critique

Although the rational expectations hypothesis (REH) was advanced by Muth in 1961, it was not until the early 1970s that it started to have a
significant impact on time-series econometrics and on dynamic economic theory in general. What brought the REH into prominence was the
work of Lucas (1972; 1973), Sargent (1973), Sargent and Wallace (1975) and others on the new classical explanation of the apparent
breakdown of the Phillips curve. The message of the REH for econometrics was clear. By postulating that economic agents form their
expectations endogenously on the basis of the true model of the economy, and a correct understanding of the processes generating
exogenous variables of the model, including government policy, the REH raised serious doubts about the invariance of the structural
parameters of the mainstream macroeconometric models in the face of changes in government policy. This was highlighted in Lucas's critique
of macroeconometric policy evaluation. By means of simple examples Lucas (1976) showed that in modek with rational expectations the
parameters of the decision rules of economic agents, such as consumption or investment fimetions, are usually a mixture of the parameters of
the agents’ objective finctions and of'the stochastic processes they face as historically given. Therefore, Lucas argued, there is no reason to
believe that the ‘structure’ of the decision rules (or economic relations) would remain invariant under a policy intervention. The implication of
the Lucas critique for econometric research was not, however, that policy evaluation could not be done, but rather than the traditional
econometric models and methods were not suitable for this purpose. What was required was a separation of the parameters of the policy
nile from those of the economic model Only when these parameters could be identified separately given the knowledge of'the joint
probability distribution of the variables (both policy and non-policy variables) woukl it be possible to carry out an econometric analysis of
alternative policy options.

There have been a muiber of reactions to the advent of the rational expectations hypothesis and the Lucas critique that accompanied it.

7.1 Model consistent expectations

The least controversial reaction has been the adoption of the REH as one of several possible expectations formation hypotheses i an
otherwise conventional macroeconometric model containing expectational variables. In this context the REH, by imposing the appropriate
cross-equation parametric restrictions, ensures that ‘expectations’ and ‘forecasts’ generated by the model are consistent. In this approach the
REH is regarded as a convenient and effective method of imposing cross-equation parametric restrictions on time series econometric models,
and is best viewed as the ‘model-consistent’ expectations hypothesis. There is now a sizeable literature on solition, identification, and
estimation of lnear RE models. The canonical form of RE models with forward and backward components is given by

Y= Ay,—1 +BE(y41|F ) +wy
where y, is a vector of endogenous variables, £( . |7+) i the expectations operator, F; the publicly available information at time #, and w, is a
vector of forcing variables. For example, log-linearized version of dynamic general equilibrium models (to be discussed) can all be written as

a special case of this equation with plenty of restrictions on the cocflicient matrices 4 and B, In the typical case where w, arc serially
uncorrelated and the solution of the RE model can be assumed to be unique, the RE solution reduces to the vector autoregression (VAR)

¥e=3y-_1 + Gwy



where @ and G are given in terms ofthe structural parametors:

B4’ -®+A=0, and G=(I1-B&) ™1

The sohition of the RE model can, therefore, be viewed as a restricted form of VAR popularized in econometrics by Sims (1980) as a
response in macroeconometric modelling to the rational expectations revolution. The nature of restrictions i3 determined by the particular
dependence of 4 and B on a few *deep’ or structural parameters. For general discussion of sohition of RE models see, for example, Broze,
Gouriéroux and Szafarz (1985) and Binder and Pesaran (1995). For studies of identification and estimation of near RE model see, for
example, Hansen and Sargent (1980), Wallis (1980), Wickens (1982) and Pesaran (1981; 1987b). These studies show how the standard
econometric methods can in principke be adapted to the econometric analysis of rational expectations models.

7.2 Detection and modelling of structural breaks

Another reaction to the Lucas critique has been to treat the problem of “structural change’ emphasized by Lucas as one more potential
econometric ‘problem’. Clements and Hendry (1998; 1999) provide a taxonomy of factors behind structural breaks and forecast failures.
Stock and Watson (1996) provide extensive evidence of structural break in macroeconomic time series. It is argued that structural change
can result from many factors and need not be associated sokely with intended or expected changes in policy. The econometric ksson has
been to pay attention to possible breaks in economic relations. There now exists a large body of work on testing for structural change,
detection of breaks (single as well as multiple}, and modelling of break processes by means of piece-wise linear or non-linear dynamic
models (Chow, 1960; Brown, Durbin and Evans, 1975; Nyblom, 1989; Andrews, 1993; Andrews and Pbberger, 1994; Bai and Perron,
1998; Pesaran and Timmermann, 2005b; 2007. See ako the surveys by Stock, 1994; Clements and Hendry, 2006). The implications of
breaks for short-term and long-term forecasting have also begun to be addressed (McCulloch, and Tsay, 1993; Koop and Potter, 2004a;
2004b; Pesaran, Petteruzzo and Timmermann, 2006).

8 VAR macroeconometrics

8.1 Unrestricted VARs

The Lucas critique of mainstream macroeconometric modelling also led some econometricians, notably Sims (1980; 1982), to doubt the
validity of the Cowles Commission styk of achicving identification in econometric modek. Sims focused his critique on macroeconometric
models with a vector autoregressive (VAR) specification, which was relatively simple to estimate; and its use soon became prevalent in
macroeconometric analysis. The view that economic theory cannot be relied on to yield identification of structural models was not new and
had been emphasized in the past, for example, by Liu (1960). Sins took this viewpoint a step firther and argued that in presence of rational
expectations a priori knowledge of lag lengths is indispensable for identification, even when we have distinct strictly exogenous variables
shifting supply and demand schedules (Sims, 1980, p. 7). While it is true that the REH complicates the necessary conditions for the
identification of structural models, the basic 1ssue in the debate over identification still centres on the validity of the classical dichotomy
between exogenous and endogenous variables (Pesaran, 1981). In the context of closed-economy macroeconometric models where all
variablkes are treated as endogenous, other forns of identification of the structure will be required. Initially, Sims suggested a recursive
identification approach where the matrix of contemporaneous effects was assumed to be lower (upper) triangular and the structural shocks
orthogonal. Other non-recursive ilentification schemes soon followed.

8.2 Structural VARs

One prominent example was the identification scheme developed in Blanchard and Quah (1989), who distinguished between permanent and
transitory shocks and attempted to identify the structural models through long-run restrictions. For example, Blanchard and Quah argued that
the effect of a demand shock on real output should be temporary (that i, it should have a zero long-run impact), while a supply shock shoukd
have a permanent effect. This approach is known as ‘structural VAR’ (SVAR) and has been used extensively in the literature. It continues to
assume that structural shocks are orthogonal, but uses a mixture of short-run and long-run restrictions to identify the structural model. In their

work Blanchard and Quah considered a bivariate VAR model in real output and unemployment. They assumed real output to be integrated
of order 1, or K1}, and viewed unemployment as an K(0), or a stationary variable. This allowed them to associate the shock to one of the
equations as permanent, and the shock to the other equation as transitory. In more general settings, such as the one analysed by Gali (1992)
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and Wickens and Motto (2001), where there are m endogenous variables and r bong-run or cointegrating relations, the SVAR approach
provides rm{m — r} restrictions which are not sufficient to filly identify the model, unkess - 2 and - | which is the simple bivariate model
considered by Blanchard and Quah (Pagan and Pesaran, 2007). In most applications additional short-term restrictions are required. More
recently, attempts have also been made to identify structural shocks by means of qualitative restrictions, such as sign restrictions. Notable
exampks inchde Canova and de Nicolo (2002), Uhlig (2005) and Peersman (2005).

The focus of the SVAR literature has been on impulse response analysis and forecast error variance decomposition, with the aim of
estimating the time profile of the effects of monetary policy, oil price or technology shocks on output and inflation, and deriving the relative
importance of these shocks as possible explanations of forecast error variances at different horizons. Typically such analysss is carried out
with respect to a single model specification, and at most only parameter imcertainty is taken into account (Kilian, 1998). More recently the
problem of model uncertainty and its implications for impulse response analysie and forecasting have been recognized. Bayesian and classical
approaches to model and parameter uncertainty have been considered. Initially, Bayesian VAR models were developed for use in forecasting
as an effective shrinkage procedure in the case of high-dimensional VAR models (Doan, Litterman and Sims, 1984; Litterman, 1985). The
problkem of model uncertainty in comntegrating VARS has been addressed in Garratt et al (2003b; 2006), and Strachan and van Dijk (2006).

8.3 Structural cointegrating VARs

This approach provides the SVAR with the decomposition of shocks into permanent and transitory and gives economic content to the long-
nun or cointegrating relations that underlie the transitory components. In the simple example of Blanchard and Quah this task is trivially
achieved by assuming real output to be I(1} and the unemployment rate to be an I{0) variable. To have shocks with permanent effects some
of the variables in the VAR must be non-stationary. This provides a natural link between the SVAR and the unit root and cointegration
literature. Identification of the cointegrating relations can be achicved by recourse to economic theory, solvency or arbitrage conditions
{Garratt et al,, 2003a). Ao there are often long-run over-identifying restrictions that can be tested. Once identified and empirically validated,
the long-num relations can be embodied within a VAR structure, and the resultant structural vector error correction model identified using
theory-based short-run restrictions. The structural shocks can be decomposed into permanent and temporary components using either the
multivariate version of the Beveridge and Nelson (1981) decompositions, or the one more recently proposed by Garratt, Robertson and
Wright (2006).

Two or more variables are said to be cointegrated if they are individually integrated (or have a random walk component), but there exists
a linear combination of them which is stationary. The concept of comtegration was first introduced by Granger (1986) and more formally
developed in Engle and Granger (1987). Rigorous statistical treatments followed in the papers by Johansen (1988; 1991) and Phillips
{1991). Many firther developments and extensions have taken place with reviews provided in Johansen (1995), Juselius (2006) and Garratt
et al. (2006). The related unit root literature is reviewed by Stock (1994) and Phillips and Xiac (1998).

8.4 Macroeconometric models with microeconomic foundations

For policy analysis macroeconometric models need to be based on decisions by individual households, firms and governments. This is a
daunting undertaking and can be achieved only by gross simplification of the complex economic interconnections that exists across millions of
decision-makers worldwide. The dynamic stochastic general equilibrium (DSGE) modelling approach attempts to implement this task by
Teusing on optimal decisions of a £w representative agents operating with rational expectations under complete learning. Initially, DSGE
models were small and assumed complete markets with mstantaneous price adjustments, and as a result did not fit the macroeconomic time
series (Kim and Pagan, 1995). More recently, Smets and Wouters (2003) have shown that DSGE models with sticky prices and wages
along the lines developed by Christiano, Eichenbaum and Evans (2005) are suificiently rich to match most of the statistical features of the
main macroeconomic time series. Moreover, by applying Bayesian estimation techniques, these avthors have shown that even relatively large
models can be estimated as a system. Bayesian DSGE models have ako shown to perform reasonably well in forecasting as compared with
standard and Bayesian vector autoregressions. It is also possible to incorporate long-rnin cointegrating relations within Bayesian DSGE
models. The problems of parameter and model uncertainty can also be readily accommodated using data-coherent DSGE modek. Other
extensions of the DSGE models to allow for learning, regime switches, time variations in shock variances, asset prices, and nulti-country
mteractions are likely to enhance thetr policy rekevance (Del Negro and Schorfheide, 2004; Del Negro et al,, 2005; An and Schorfheide,
2007; Pesaran and Smith, 2006). Further progress will also be welcome in the area of macroeconomic policy analysis under model
uncertainty, and robust policymaking (Brock and Durlauf, 2006; Hansen and Sargent, 2007).

9 Model and forecast evaluation

Whik in the 1950s and 1960s research in econometrics was primarily concerned with the ddentification and estimation of econometric
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models, the dissatisfaction with econometrics during the 1970s caused a shift of focus from problems of estimation to those of model
cvaluation and testing. This shift has been part of a concerted offort to restore confidence in econometrics, and has received attention from
Bayesian as well as classical viewpoints. Both these views reject the ‘axiom of correct specification” which lies at the basis of most traditional
econometric practices, but they differ markedly as how best to proceed.

It is generally agreed, by Bayesians as well as by non-Bayesians, that model evaluation involves considerations other than the examination
of the statistical properties of the models, and personal judgements inevitably enter the evaluation process. Models must meet muiltiple criteria
which are ofien in conflict. They should be relevant in the sense that they ought to be capable of answering the questions for which they are
constructed. They should be consistent with the accounting and/or theoretical structure within which they operate. Finally, they should
provide adequate representations of'the aspects of reality with which they are concerned. These criteria and their interaction are discussed in
Pesaran and Smith (1985b). More detailed breakdowns of the criteria of model evaluation can be found in Hendry and Richard (1982) and
McAker, Pagan, and Volker (1985). In econometrics it is, however, the criterion of ‘adequacy’ which is emphasized, often at the expense of
relevance and consistency.

The issue of model adequacy in manstream econometrics is approached either as a model selection problem or as a problem in statistical
inference whereby the hypothesis of interest is tested against general or specific aklernatives. The use of absolute criteria such as measures of
fit/parsimony or formal Bayesian analysis based on posterior odds are notable examples of model sekection procedures, whik ikelihood
ratio, Wald and Lagrange muiltiplier tests of nested hypotheses and Cox's centred log-likelihood ratio tests of non-nested hypotheses are
examples of the latter approach, The distinction between these two general approaches basically stems from the way alternative models are
treated. In the case of model selection (or model discrimination) all the models under consideration enjoy the same status and the investigator
is not committed a priori to any one of the alternatives. The aim is to choose the model which is likely to perform best with respect to a
particular loss fimction. By contrast, in the hypothesis-testing framework the null hypothesis (or the maintained model) is treated differently
from the remaining hypotheses (or models). One important f2ature of the model selection strategy is that its application always leads to one
model being chosen in preference to other models. But, in the case of hypothesis testing, rejection of all the models under consideration is not
ruled out when the models are non-nested. A more detailed discussion of this point i given in Pesaran and Deaton (1978).

Broadly speaking, classical approaches to the problem of model adequacy can be classified depending on how specific the alternative
hypotheses are. These are the general specification tests, the diagnostic tests, al the non-nested tests. The first of these, pioneered by
Durbin (1954) and introduced in econometrics by Ramsey (1969), Wu (1973), Hausman (1978), and subsequently developed firther by
White (1981; 1982) and Hansen (1982), are designed for circumstances where the nature of the akernative hypothesis is kept (sometimes
intentionally) rather vague, the purpose being to test the null against a broad class of alternatives. (The pioneering contribution of Durbin,
1954, in this area has been documented by Nakamura and Nakanura, 1981.) Important examples of general specification tests are
Ramsey's regression specification error test (RESET) for omitted variables and/or misspecified fimctional forms, and the Durbin-Haysman—
Wu test of misspecification in the context of measurement error modek and/or sinultaneous equation modek. Such general specification tests
are particularly usefil in the preliminary stages of the modelling exercise.

In the case of diagnostic tests, the model under consideration (viewed as the null hypothesis) is tested against more specific alternatives by
embedding it within a general model Diagnostic tests can then be constructed using the likelihood ratio, Wald or Lagrange multiplier (1LM)
principles to test for parametric restrictions imposed on the general model The application of the LM principke to econometric problems is
reviewed in the papers by Breusch and Pagan (1980), Godfrey and Wickens (1982), and Engle (1984). An excellent review is provided in
Godftey (1988). Examples of the restrictions that may be of interest as diagnostic checks of model adequacy include zero restrictions,
parameter stability, serial correlation, heteroskedasticity, fimctional forms, and normality of errors. The distinction made here between
diagnostic tests and general specification tests i more apparent than real In practice some diagnostic tests such as tests for serial correlation
can ako be viewed as a general test of specification. Nevertheless, the distinction helps to focus attention on the purpose behind the tests and
the direction along which high power is sought.

The need for non-nested tests arises when the models under consideration belong to separate parametric families in the sense that no
single model can be obtained from the others by means of a suitable limiting process. This situation, which is particularly prevalent in
econometric research, may arise when models differ with respect to their theoretical underpinnings and/or their auxiliary assumptions. Unlike
the general specification tests and diagnostic tests, the application of non-nested tests is appropriate when specific but rival hypotheses for the
explanation of the same economic phenomenon have been advanced. Although non-nested tests can also be used as general specification
tests, they are designed primarily to have high power against specific modelks that are seriously enterfained in the literature. Building on the
pioneering work of Cox (1961; 1962), a munber of such tests for single equation modek and systems of simultaneous equations have been
proposed (Pesaran and Weceks, 2001),

The use of statistical tests in econometrics, however, i not a straightforward matter and in most applications does not admit of'a clear-cut
mterpretation. This is especially so in circumstances where test statistics are used not only for checking the adequacy of a given model but
also as guides to model construction. Such a process of model construction involves specification searches of the type emphasized by
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Leamer (1978) and presents insurmountable pre-test problems which in general tend to produce econometric models whose ‘adequacy” is
more apparent than real As a result, in evaluating ecconometric models less reliance should be placed on those indices of model adequacy
that are used as guides to model construction, and more emphasis should be given to the performance of models over other data-sets and
against rival models.

A closer link between model evaluation and the underlying decision problem is ako needed. Granger and Pesaran (2000a; 2000b)
discuss this problem in the context of forecast evaluation. A recent survey of forecast evaluation literature can be found in West (2006).
Pesaran and Skouras (2002) provide a review from a decision-theoretic perspective.

The subjective Bayesian approach to the treatment of several modeks begins by assigning a prior probability to each model, with the prior
probabilities summing to 1. Since each model is already endowed with a prior probability distribution for its parameters and for the
probability distribution of cbservable data conditional on its parameters, there is then a complete probability distribution over the space of
models, parameters, and observable data. (No particular problems arise from non-nesting of models in this framework.) This probability
space can then be augmented with the distribution of an object or vector of objects of interest. For example, in a macroeconomic policy
setting the models could include VARs, DSGEs and traditional large-scale macreeconomic models, and the vector of interest might inclnde
firture output growth, interest rates, inflation and vnemployment, whose distribution is implied by each of the models considered. Implicit in
this formulation is the conditional distribution of the vector of interest conditional on the observed data. Technically, this requires the
integration (or marginalization) of parameters in each model as well as the modek themselves. As a practical matter this usually proceeds by
first computing the probability of each model conditional on the data, and then using these probabilities as weights in averaging the posterior
distribution of the vector of interest in each model. It is not necessary to choose one particular model, and indeed to do so would be
suboptimal The ability to actually carry out this simultaneous consideration of multiple models has been enhanced greatly by recent
developments in simulation methods, surveyed in Section 16 below; recent texts by Koop (2003), Lancaster (2004) and Geweke (2005)
provide technical details. Geweke and Whiteman (2006) specifically outline these methods in the context of economic forecasting.

10 Microeconometrics: am overview

Partly as a response to the dissatisfaction with macroeconometric time-series research and partly in view of the increasing availability of micro
data and computing facilities, since the mid-1980s significant advances have been made in the analysis of micro data. Important micro data-
sets have become availabk on househokls and firms especially in the United States in such areas as housing, transportation, labour markets
and energy. These data sets include various longitudinal surveys (for example, University of Michigan Panel Study of Income Dynamics, and
Ohio State National Longitudinal Study Surveys), cross-sectional surveys of family expenditures, population and labour force surveys. This
increasing availability of micro-data, whike opening up new possibilities for analysis, has also raised a number of new and interesting
econometric issues primarily originating from the nature of the data. The errors of measurement are likely to be important in the case of some
micro data-sets. The problem of the heterogeneity of economic agents at the micro level canmot be assumed away as readily as is usually
done in the case of macro data by appealing to the idea of a ‘representative’ firm or a ‘representative’ household.

The nature of micro data, often being qualitative or limited to a particular range of variations, has also called for new econometric modeks
and techniques. Examples include categorical survey responses (‘up’, ‘same’ or ‘down’), and censored or truncated observations. The
models and issues considered in the microeconometric literature are wide ranging and inclnde fixed and random effect panel data models (for
example, Mundlak, 1961; 1978), logit and probit modelk and their multinominal extensions, discrete choice or quantal response models
{Manski and McFadden, 1981), continuous time duration models (Heckman and Singer, 1984), and microeconometric modek of count data
(Hausman, Hall and Griliches, 1984; Cameron and Trivedi, 1986).

The fixed or random effect models provide the basic statistical framework and will be discussed in more detailed below. Discrete choice
models are based on an explicit characterization of the choice process and arise when individual decision makers are faced with a finite
mumber of alternatives to choose from. Examples of discrete choice models include transportation mode choice (Domenich and McFadden,
1975), labour force participation (Heckman and Willis, 1977), occupation choice (Boskin, 1974), job or firm location (Duncan 1980}, and
models with neighbourhood efiects (Brock and Durlauf, 2002). Limited dependent variables modeks are commonly encountered in the
analysis of survey data and are usually categorized into truncated regression models and censored regression models. If'all observations on
the dependent as well as on the exogenous variables are lost when the dependent variable falls outside a specified range, the model is called
truncated, and, if only observations on the dependent variable are lost, it is called censored. The literature on censored and truncated
regression modelk is vast and overlaps with developments in other disciplines, particularly in biometrics and engincering. Maddala (1983, ch.
6) provides a survey.

The censored regression model was first introduced into economics by Tobin (1958) in his pioneering study of househokl expenditure on
durabke goods, where he explicitly allowed for the fact that the dependent variable, namely, the expenditure on durables, camnot be negative.
The model suggested by Tobin and its various generalzations are known in economics as Tobit models and are surveyed in detail by
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Amemiya (1984), and more recently in Cameron and Trivedi (2005, ch. 14). Contimious time duration models, ako known as survival
models, have been used in analysis of inemployment duration, the period of time spent between jobs, durability of marriage, and so on.
Application of survival models to analyse economic data raises a mumber of important issues resulting primarily from the non-controlled
experimental nature of economic observations, limited sample sizes (that is, time periods), and the heterogeneous nature of'the economic
environment within which agents operate. These issues are clearly not confined to duration models and are also present in the case of other
microeconometric investigations that are based on time series or cross-section or panel data.

Partly in response to the uncertainties inherent in econometric results based on non-experimental data, there has also been a significant
move towards social experimentation, and experimental economics in general A social experiment at solating the efiects of a policy
change (or a treatment effect) by comparing the consequences of an exogenous variation in the economic environment of a set of
experimental subjects known as the ‘treatment” group with those of a “control’ group that have not been subject to the change. The basic
idea goes back to the early work of R.A. Fisher (1928) on randomized trials, and has been applied extensively in agriculiural and biomedical
research. The case for social experimentation in economics is discussed m Burtless (1995). Hausman and Wise (1985) and Heckman and
Smith (1995) consider a number of actual social experiments carried out in the United States, and discuss their scope and limitations.

Experimental economics tries to avoid some of the mitations of working with observations obtained from natural or social experiments by
using data from laboratory experiments to test economiic theories by fixing some of the factors and identifying the effects of other factors ina
way that allows ceteris paribus comparisons. A wide range of topics and issues are covered i this literature, such as individual choice
behaviour, bargaining, provision of public goods, theories of kaming, auction markets, and behavioural finance. A comprehensive review of
major arcas of experimental research in economics & provided in Kagel and Roth (1995).

These developments have posed new problems and challenges in the areas of experimental design, statistical methods and policy analysis.
Another important aspect of recent developments in microeconometric literature relates to the use of microanalytic simulation models for
policy analysis and evaluation to reform packages in areas such as health care, taxation, social security systems, and transportation networks.
Cameron and Trivedi (2005) review the recent developments in methods and application of microeconometrics. Some of'these topics will be
discussed in more detail below.

11 Econometrics of panel data

Panel data models are used in many areas of econometrics, although initially they were developed primarily for the analysis of micro
behaviour, and focused on panels formed from cross-section of N individual households or firms surveyed for T successive time periods.
These types of panels are often refereed to as “micropanels’. In social and behavioural sciences they are also known as longitudinal data or
panek. The literature on micro-paneks typically takes | to be quite large {in hundreds) and T rather small, often less than ten. But more
recently, with the increasing availability of financial and macroeconomic data, analyses of panels where both N and 7 are relatively large have
also been considered. Examples of such data-sets inchule time series of company data from Datastream, country data from International
Financial Statistics or the Penn World Table, and county and state data from national statistical offices. There are also pseudo panels of firms
and consumers composed of repeated cross sections that cover cross-section units that are not necessarily identical but are observed over
relatively long time periods. Since the available cross-section observations do not (hecessarily) relate to the same individual unit, some form
of grouping of the cross-section units is needed. Once the grouping criteria are set, the estimation can proceed using fixed effects estimation
applied to group averages if the number of observations per group is sufficiently large; otherwise possible measurement errors of the proup
averages also need to be taken into account. Deaton (1985) pioneered the econometric analysis of pseudo panek. Verbeek (2008) provides
a recent review.

Use of panek can enhance the power of empirical analysis and allows estimation of parameters that might not have been identified using
the time or the cross-section dimensions alone. These benefits come at a cost. In the case of linear panel data models with a short time span
the increased power is usually achieved under assumptions of parameter homogeneity and error cross-section independence. Short panels
with autocorrelated disturbances ako pose a new identification problem, namely, how to distinguished between dynamics and state
dependence (Arellano, 2003, ch. 5). In paneks with fixed effects the homogeneity assumption is relaxed somewhat by allowing the intercepts
in the panel regressions to vary freely over the cross-section units, but contimues to mamtain the error cross-section independence
assumption. The random coefficient specification of Swamy (1970) further relaxes the slope homogeneity assumption, and represents an
important generalization of the random effects model (Hsiao and Pesaran, 2007). In micro-panels where T is small cross-section dependence
can be dealt with if it can be attributed to spatial (economic or geographic) effects. Anselin (1988) and Anselin, Le Gallo and Jayet (2007)
provide surveys of the literature on spatial econometrics. A number of studies have also used measures such as trade or capital flows to
capture economic distance, as m Conley and Topa (2002), Conley and Dupor (2003), and Pesaran, Schuermarm and Weiner (2004),

Allowing for dynamics in panels with fixed effects alo presents additional difficulties; for example, the standard within-group estimator will
be inconsistent unless T - o (Nickell, 1981). In linear dynamic paneks the incidental parameter problem (the unobserved heterogeneity) can
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be resolved by first differencing the model and then estimating the resultant first-differenced specification by instrumental variables or by the
method of transformed kelihood (Anderson and Hsiao, 1981; 1982; Holtz-Eakin, Newey and Rosen, 1988; Arellano and Borxl, 1991,
Hsiao, Pesaran and Tahmiscioghy, 2002). A similar procedure can also be followed in the case of short T panel VARs (Binder, Hsiao and
Pesaran, 2005). But other approaches are needed for nonlinear panel data modelks. See, for example, Honoré and Kyriazidou (2000) and
review of the literature on nonlinear panek in Arellano and Honoré (2001). Relxing the assumption of slope homogeneity in dynamic panels
is also problematic, and neglecting to take account of slope heterogeneity will lead to inconsistent estimators. In the presence of sbpe
heterogeneity Pesaran and Smith (1995) show that the within-group estimator remains inconsistent even ifboth N and 7 - « . A Bayesian
approach to estimation of micro dynamic panels with random slope coeflicients & proposed in Hsiao, Pesaran and Tahmisciogh (1999).

To deal with general dynamic specifications, possible slope heterogeneity and error cross-section dependence, large T and N panels are
required. In the case of such large panck it is possible to allow for richer dynamics and parameter heterogeneity. Cross-section dependence
of errors can ako be dealt with using residual common factor structures. These extensions are particularly relevant to the analysis of
purchasing power parity hypothesis (O'Commnell, 1998; Imbs et al, 2003; Pedroni, 2001; Smith et al,, 2004), output convergence (Durlauf,
Johnson and Temple, 2005; Pesaran, 2007b), the Fisher effect (Westerhmd, 2005), house price convergence (Holly, Pesaran and
Yamagata, 2006), regional migration (Fachin, 2006), and uncovered interest parity (Moon and Perron, 2007). The econometric methods
developed for large panels has to take into account the relationship between the increasing mumber of time periods and cross-section units
(Phillips and Moon, 1999). The reltive expansion rates of ; and T’ could have important consequences for the asymptotic and small sample
properties of the panel estimators and tests. This is because fixed 7 estimation bias tend to magnify with increases in the cross-section
dimension, and it is important that any bias in the 7" dimension is corrected in such a way that its overall impact disappears as both N and
T = oo, jointly.

The first generation panel unit root tests proposed, for example, by Levin, Lin and Chu (2002) and Im, Pesaran and Shin (2003) allowed
for parameter heterogeneity but assumed errors were cross-sectionally independent. More recently, panel unit root tests that allow for error
cross-section dependence have been proposed by Bai and Ng (2004), Moon and Perron (2004) and Pesaran (2007a). As compared with
panel unit root tests, the analysis of cointegration in panels is still at an early stage of its development. So far the focus of the panel
cointegration literature has been on residual-based approaches, although there has been a mumber of attempts at the development of system
approaches as well (Pedromi, 2004), But once cointegration is established the long-nm parameters can be estimated efficiently using
techniques similar to the ones proposed in the case of single time-series models. These estimation techniques can also be modified to allow
for error cross-section dependence (Pesaran, 2007a). Surveys ofthe panel unit root and cointegration literature are provided by Banerjee
(1999), Baltagi and Kao (2000), Choi (2006) and Breitung and Pesaran (2008).

The micro and macro panel literature is vast and growing. For the analysis of many economic problems, firther progress is needed in the
analysis of nonlinear panels, testing and modelling of error cross-section dependence, dynamics, and neglected heterogeneity. For general
reviews of panel data econometrics, see Arellano (2003), Baltagi (2005), Hsiao (2003) and Wooldridge (2002).

12 Nonparametric and semiparametric estimation

Much empirical research i concerned with estimating conditional mean, median, or hazard finctions, For exarmpks, a wage equation gives the
mean, median or, possibly, some other quantile of wages of employed individuals conditional on characteristics such as years of work
experience and education. A hedonic price finction gives the mean price of a good conditional on its characteristics. The fimction of interest
is rarely known a priori and must be estimated from data on the relevant variables. For example, a wage equation is estimated from data on
the wages, experience, education and, possibly, other characteristics of individuals. Economic theory rarely gives useful guidance on the form
(or shape) of a conditional mean, median, or hazard fimction. Consequently, the form of the fimction nust either be assumed or nférred
through the estimation procedure.

The most frequently used estimation methods assume that the fimction of interest i known up to a set of constant parameters that can be
cstimated from data. Models in which the only unknown quantitics are a finite set of constant parameters are called ‘parametric’, A lincar
model] that is estimated by ordinary least squares is a familiar and frequently used example of a parametric model Indeed, linear modeks and
ordinary least squares have been the workhorses of applied econometrics since its mception. It is not difficult to see why. Linear models and
ordinary least squares are easy to work with both analytically and computationally, and the estimation results are easy to interpret. Other
examples of widely used parametric models are binary logit and probit models if the dependent variable is binary (for example, an indicator
of whether an individual is employed or whether a commuter uses automobiks or public transit for a trip to work) and the Weibull hazard
model if the dependent variable is a duration (for example, the duration of a spell of employment or unemployment).

Although parametric models are easy to work with, they are rarely justified by theoretical or other a priori considerations and often fit the
available data badly. Horowitz (2001), Horowitz and Savin (2001), Horowitz and Lee (2002), and Pagan and Ullah (1999) provide
examples. The examples also show that conclisions drawn from a convenient but incorrectly specified model can be very miskading. Of
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course, applied econometricians are aware ofthe problem of specification error. Many investigators attempt to deal with it by carrying out a
specification search in which several different models are estimated and conclusions are based on the one that appears to fit the data best.
Specification searches may be unavoidable in some applications, but they have many undesirable properties. There is no guarantee that a
specification search will inchide the correct model or a good approximation to it. Ifthe search inchides the correct model, there s no
guarantee that i will be selected by the investigator's model selection criteria. Moreover, the search process invalidates the statistical theory
on which nference is based.

Given this situation, it is reasonable to ask whether conditional mean and other finctions of interest in applications can be estimated
nonparametrically, that is, without making a priori assumptions about their finctional forms. The answer is clearly ‘ves’ in a model whose
explanatory variables are all discrete. If the explanatory variables are discrete, then each set of values of these variables defines a data cell,
Ore can estimate the conditional mean of the dependent variable by averaging its values within each cell Sinilarly, one can estimate the
conditional median cell by cell

Ifthe explanatory variables are contimious, they cannot be grouped into cells. Nonetheless, 1 is possible to estimate conditional mean and
median fimctions that satisfy mild smoothness conditions without making a priori assumptions about their shapes. Techniques for doing this
have been developed mainly in statistics, beginning with Nadaraya's (1964) and Watson's (1964) nonparametric estimator of a conditional
mean fimction. The Nadaraya—Watson estimator, which is also called a kernel estimator, & a weighted average of the observed values ofthe
dependent variable. More specifically, suppose that the dependent variablke is ¥, the explanatory variabk is X, and the data consist of
observations {V; X;:i=1, .., n}. Then the Nadaraya—Watson estimator of the mean of Y at - , is a weighted average ofthe ¥;'s. ¥;'s
corresponding to X;'s that are close to x get more weight than do ¥'s corresponding to X}'s that are far from x. The statistical properties of
the Nadaraya—Watson estimator have been extensively investigated for both cross-sectional and time-series data, and the estimator has been
widely used in applications. For example, Bluandell, Browning and Crawford (2003) used kernel estimates of Engel curves in an investigation
of the consistency of houschold-level data and revealed preference theory. Hausman and Newey (1995) used kemel estimates of demand
finctions to estimate the equivalent variation for changes in gasoline prices and the deadweight losses associated with increases in gasoline
taxes. Kemel-based methods have also been devebped for estimating conditional quantile and hazard finctions,

There are other important nonparametric methods for estimating conditional mean fimetions. Local linear estimation and series or sicve
estimation are especially usefill in applications. Local linear estimation consists of estimating the mean of Yat 3 - ; by using a form of
weighted Jeast squares to fit a inear model to the data. The weights are such that observations ( V';, ;) for which X; is close to x receive
more weight than do observations for which X; is far from x. In comparison with the Nadaraya—Watson estimator, local linear estimation has

important advantages relating to bias and behaviour near the boundaries of'the data. These are discussed in the book by Fan and Gijbels
(1996), among other places.

A series estimator begins by expressing the true conditional mean (or quantile) finction as an infinite series expansion using basis fimctions
such as sines and cosines, orthogonal polynomialks, or splines. The coefficients of a truncated version of the series are then estimated by
ordinary least squares. The statistical properties of series estimators are described by Newey (1997). Hausman and Newey (1995) give an
exampk of their use in an economic application.

Nonparametric models and estimates essentially eliminate the possibility of misspecification of a conditional mean or quantile fimction (that
is, they consistently estimate the true finction), but they have important disadvantages that limit their usefilness in applied econometrics. One
important problem is that the precision of a nonparametric estimator decreases rapidly as the dimension of the explanatory variable X
increases. This phenomenon is called the ‘curse of dimensionality’. Tt can be understood most easily by considering the case in which the
explanatory variables are all discrete. Suppose the data contain 500 observations of Y and X. Suppose, firther, that X' is a K-componert

vector and that each component can take five different values. Then the values of X generate 5% cells. If - 4, which s not uusual in
applied econometrics, then there are 625 cells, or more cells than observations. Thus, estimates of the conditional mean fimetion are likely to
be very imprecise for most cells because they will contain few observations. Moreover, there will be at least 125 cells that contain no data
and, consequently, for which the conditional mean function cannot be estimated at all, It has been proved that the curse of dimensionality i
unavoidablk in nonparametric estimation. As a result of it, impracticably large samples are usually needed to obtain acceptable estimation
precision if X is rultidimensional.

Another problem is that nonparametric estimates can be difficult to display, communicate, and interpret when X is multidimensional.
Nonparametric estimates do not have simple analytic forms. If X is one- or two-dimensional, then the estimate of the fimction of interest can
be displayed graphically, but only reduced-dimension projections can be displayed when X has three or more components. Many such
displays and much skill in interpreting them can be needed to fully convey and comprehend the shape of an estimate.

A further problem with nonparametric estimation is that it does not permit extrapolation. For example, in the case of a conditional mean
fimetion it does not provide predictions of the mean of ¥ at values of x that are outside of the range ofthe data on X. This is a serious
drawback in policy analysis and forecasting, where it is often important to predict what might happen under conditions that do not exist in the
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available data. Finally, in nonparametric estimation it can be difficult to impose restrictions suggested by economic or other theory. Matzkin
(1994) discusses this issue,

The problens of nonparametric estimation have led to the development of so-called semiparametric methods that offer a compromise
between parametric and nonparametric estimation. Semiparametric methods make assumptions about finctional form that are stronger than
those of a nonparametric model but lkess restrictive than the assumptions of a parametric model, thereby reducing (though not eliminating) the
possibility of specification error. Semiparametric methods permit greater estimation precision than do nonparametric methods when X is
multidimensional Semiparametric estimation results are usually easier to display and interpret than are nonparametric ones, and provide
limited capabilities for extrapolation.

In econometrics, semiparametric estimation began with Manski's (1975; 1985) and Cosskett's (1983) work on estimating discrete-choice
random-utility models. McFadden had introduced rultinomial logit random utility modek. These modek assume that the random components
of the utility finction are independently and identically distributed with the Type I extreme value distribution. (The Type I extreme value
distribution and density fimctions are defned, for example, i eqs (3.1) and (3.2) Maddala, 1983, p. 60.} The resulting choice model is
analytically simple but has properties that are undesirable in many applications (for exanple, the well known independence-of-irrelevant-
altemnatives property). Moreover, estimators based on logit models are inconsistent if the distribution of the random components of utility is
not Type 1 extreme value. Manski (1975; 1985) and Cosslett (1983) proposed estimators that do not require a priori knowlkedge of this
distrbution. Powell's (1984; 1986) keast absolute deviations estimator for censored regression models is another early contribution to
econometric research on semiparametric estimation, This estimator was motivated by the observation that estimators of (parametric) Tobit
models are inconsistertt if the underlying normality assurption is incorrect. Powell's estimator is consistent under very weak distributional
assumptions.

Semiparametric estimation has continued to be an active area of econometric research. Semiparametric estimators have been developed
for a wide variety of additive, index, partially linear, and hazard models, among others. These estimators all reduce the effective dimension of
the estimation problem and overcome the curse of dimensionality by making assumptions that are stronger than those of fully nonparametric
estimation but weaker than those of a parametric model. The stronger assumptions also give the models limited extrapolation capabilities. Of
course, these benefits come at the price of increased risk of specification error, but the risk is smaller than with simple parametric models.
This 1 because semiparametric models make weaker assumptions than do parametric models, and contain simple parametric models as
special cases.

Semiparametric estimation is also an important research field in statistics, and it has led to ruch inferaction between statisticians and
econometricians. The early statistics and biostatistics research that is relevant to econometrics was focused on survival (duration) models.
Cox's (1972) proportional hazards model and the Buckley and James (1979) estimator for censored regression models are two early
examples of this line of research. Somewhat later, C. Stone (1985) showed that a nonparametric additive mode] can overcome the curse of
dimensionality. Since then, statisticians have contributed actively to research on the same classes of semiparametric models that
econometricians have worked on.

13 Theory-based empirical models

Many econometric models are connected to economic theory only loosely or through essentially arbitrary parametric assumptions about, say,
the shapes of utility fimctions. For example, a logit model of discrete choice assumes that the random components of utility are mdependently
and identically distributed with the Type I extreme value distribution. In addition, it is frequently assumed that the indirect utility fimetion is
linear in prices and other characteristics of the alternatives. Because economic theory rarely, if ever, vields a parametric specification of a
probability model, it is worth asking whether theory provides usefiil restrictions on the specification of econometric models, and whether
models that are consistent with economic theory can be estimated without making non-theoretical parametric assumptions. The answers to
these questions depend on the details of the setting being modelled.

In the case of discrete-choice, randonvutility modelks, the inférential problem i to estimate the distribution of (direct or indirect) utility
conditional on observed characteristics of individuals and the alternatives among which they choose. More specifically, in applied research
one usually & interested i estimating the systematic component of utility (that is, the fimction that gives the mean of utility conditional on the
explanatory variables) and the distribution of the random component of utility. Discrete choice is present in a wide range of applications, so i
is important to know whether the systematic component of utility and the distribution of the random component can be estimated

nonparametrically, thereby avoiding the non-theoretical distributional and fimetional form assumptions that are required by parametric models.

The systematic component and distribution of the random component cannot be estimated unless they are dentified. However, economic
theory places only weak restrictions on utility fimctions (for example, shape restrictions such as monotonicity, convexity, and homogeneity),
so the classes of conditional mean and utility fimetions that satisfy the restrictions are large. Indeed, 1t is not difficult to show that observations
of individuals’ choices and the values of the explanatory variables, by themselves, do not identify the systematic component of utility and the
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distribution of the random component without making assumptions that shrink the class of allowed finctions.

This issue has been addressed in a series of papers by Matzkin that are summarized in Matwkin (1994). Matzkin gives conditions under
which the systematic component of utility and the distribution of the random component are identified without restricting either to a finite-
dimensional parametric family. Matzkin also shows how these finctions can be estimated consistently when they are ientified. Some ofthe
assumptions required for identification may be undesirable in applications. Moreover, Manski (1988) and Horowitz (1998) have given
examples in which infinitely many combinations of the systematic component of wtility and distribution of the random component are
consistent with a binary logit specification of choice probabilities. Thus, discrete-choice, random-utility models can be estimated under
assumptions that are considerably weaker than those of, say, logit and probit models, but the systematic component of utility and the
distribution of the random component cannot be identified using the restrictions of economic theory alone. Tt is necessary to make additional
assumptions that are not required by economic theory and, because they are required for identification, cannot be tested empirically.

Models of market-eniry decisions by oligopolistic firms present identification issues that are closely related to those in discrete-choice,
random utility models. Berry and Tamer (2006) exphin the identification problems and approaches to resolving them,

The situation & different when the economic setting provides more information about the relation between observables and preferences
than is the case in discrete-choice models. This happens in models of certain kinds of auctions, thereby permitting nonparametric estimation
of the distribution of values for the auctioned object. An exarmpke is a first-price, sealed bid auction within the independent private values
paradigm Here, the problem is to infer the distribution of bidders’ values for the anctioned object from observed bids. A game-theory model
of bidders’ behaviour provides a characterization of the relation between bids and the distribution of private values. Guerre, Perrigne and
Vuong (2000) show that this relation nonparametrically identifies the distribution of values if the analyst observes all bids and certain other
mild conditions are satisfied. Guerre, Perrigne and Vuong (2000) also show how to carry out nonparametric estimation of the value
distribution.

Dynamic decision models and equilibriim job-search modelks are other examples of empirical models that are closely connected to
economic theory, though they also rely on non-theoretical parametric assumptions. Ina dynamic decision model, an agent makes a certain
decision repeatedly over time. For example, an individual may decide each year whether to retire or not. The optimal deciion depends on
uncertain fiture events (for example, the state of one's fiture health) whose probabilities may change over time (for example, the probability
of poor health increases as one ages) and depend on the decision. In each period, the decision of an agent who maximizes expected utility i
the solution to a stochastic, dynamic programming problem. A large body of research, much of which is reviewed by Rust (1994), shows
how to specify and estimate econometric models of the utility fimction {or, depending on the application, cost fimction), probabilities of
relevant fiture events, and the decision process.

An equilibrium search model determines the distributions of job durations and wages endogenously. In such a model, a stochastic process
generates wage offers. Anunemployed worker accepts an offer if it exceeds his reservation wage. An employed worker accepts an offer if'it
exceeds his current wage. Employers choose offers to maximize expected profits. Among other things, an equilibrium search model provides
an explnation for why seemingly identical workers receive different wages. The theory of equilibrium search models is described in Albrecht
and Axell (1984), Mortensen {1990), and Burdett and Mortensen (1998). There i a large body of literature on the estimation of these
models. Bowlus, Kiefer and Neumann (2001) provide a recent example with many references.

14 The bootstrap

The exact, finite-sampk distributions of econometric estimators and test statistics can rarely be caleulated in applications. This is because,
except in special cases and under restrictive assumptions (for example, the normal linear model), finite sample distributions depend on the
unknown distribution of the population from which the data were sampled. This problem is usually dealt with by making use of large-sample
(asymptotic) approximations. A wile variety of econometric estimators and test statistics have distributions that are approximately normal or
chi-square when the sample size is large, regardless of the population distribution of the data. The approximation error decreases to zero as
the sample size increases. Thus, asymptotic approximations can to be used to obtain confidence intervaks for parameters and critical valies
for tests when the sample size is large.

It has long been known, however, that the asymptotic normal and chi-square approximations can be very inaccurate with the sample sizes
encountered in applications. Consequently, there can be large differences between the true and nominal coverage probabilities of confidence
intervak and between the true and nominal probabilities with which a test rejects a correct mill hypothesis. One approach to dealing with this
problkem is to use higher-order asymptotic approximations such as Edgeworth or saddlepoint expansions. These received much research
attention during 1970s and 1980s, but analytic higher-order expansions are rarely used in apphications because of their algebraic complexity.

The bootstrap, which is due to Efron (1979), provides a way to obtain sometimes spectacular improvements in the accuracy of
asymptotic approximations while avoiding algebraic complexity. The bootstrap amounts to treating the data as if they were the population. In
other words, it creates a pseudo-population whose distribution is the empirical distribution of the data. Under sampling from the pseudo-
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population, the exact finite sample distribution of any statistic can be estimated with arbitrary accuracy by carrying out a Monte Carlo
simmlation in which samples are drawn repeatedly from the empirical distribution of the data, That is, the data are repeatedly sampled
randomly with replacement. Since the empirical distribution is close to the population distribution when the sample size is large, the bootstrap
consistently estimates the asymptotic distribution of a wide range of important statistics. Thus, the bootstrap provides a way to replace
analytic calculations with computation. This s usefiil when the asymptotic distribution s difficult to work with analytically.

More importantly, the bootstrap provides a ow-order Edgeworth approximation to the distribution of a wide variety of asymptotically
standard normal and chi-square statistics that are used in applied research. Consequently, the bootstrap provides an approximation to the
finite-sample distributions of such statistics that is more accurate than the asymptotic normal or chi-square approximation. The theoretical
research keading to this conclusion was carried out by statisticians, but the bootstrap's importance has been recognized i econometrics and
there is now an important body of econometric research on the topic. In many settings that are important in applications, the bootstrap
essentially eliminates errors in the coverage probabilities of confidence intervals and the rejection probabilities of tests. Thus, the bootstrap is
a very mportant tool for applied econometricians.

There are, however, situations in which the bootstrap does not estimate a statistic's asymptotic distribution consistently. Manski's (1975;
1985) maximum score estimator of the parameters of'a binary response model is an example. All known cases of bootstrap inconsistency
can be overcome through the use of subsarmpling methods. In subsampling, the distribution of a statistic is estimated by carrying out a Monte
Carlo simulation in which the subsamples of the data are drawn repeatedly. The subsamples are smaller than the original data-set, and they
can be drawn randomly with or without replacement. Subsampling provides estimates of asymptotic distributions that are consistent under
very weak assumptions, though it is usually less accurate than the bootstrap when the bootstrap is consistent.

15 Programme evaluation and treatment effects

Programme evaluation is concerned with estimating the causal effect of a treatment or policy intervention on some population. The problem
arises in many disciplines, including biomedical research (for example, the effects of a new medical treatment) and economics (for example,
the effects of job training or education on eamings). The most obvious way to leamn the effects of treatment on a group of mdividuals by
observing each individual's outcome in both the treated and the untreated states. This is not possible in practice, however, because one
virtually always observes any given individual in either the treated state or the unireated state but not both. This does not matter if the
individuals who receive treatrment are identical to those who do not, but that rarely happens. For example, individuals who choose to take a
certain drug or whose physicians prescribe it for them may be sicker than individuals who do not receive the drug. Similarly, people who
choose to obtain high levels of education may be different from others in ways that affect fitture earnings.

This problem has been recognized since at least the time of R A. Fisher. In principke, it can be overcome by assigning individuals randomly
to treatment and control groups. One can then estimate the average effect of treatment by the difference between the average outcomes of
treated and unireated individuals. This random assignment procedure has become something of a gokd standard in the treatment effects
literature. Clinical trials use random assignment, and there have been important economic and social experiments based on this procedure.
But there are ako serious practical problems. First, random assignment may not be possible. For example, one cannot assign high-school
students randomly to receive a university education or not. Second, even if random assignment is possible, post-randomization events may
disrupt the efects of randomization. For example, individuals may drop out of the experiment or take treatmenis other than the one to which
they are assigned. Both of these things may happen for reasons that are related to the outcome of interest. For example, very ill members of a
control group may figure out that they are not receiving treatment and find a way to obtain the drug being tested. In addition, real-world
programmes may not operate the way that experimental ones do, so real-world outcomes may not mimic those found in an experiment, even
if nothing has distupted the randomization.

Much research in econometrics, statistics, and biostatistics has been aimed at developing methods for inferring treatiment effects when
randomization i not possible or is disrupted by post-randomization events. In econometrics, this research dates back at least to Gronau
(1974) and Heckman (1974). The findamental problem i to identify the effects of treatment or, in less formal terms, to separate the effcts
of treatment from those of other sources of differences between the treated and unireated groups. Manski (1995), among many others,
discusses this problem. Large literatures in statistics, biostatistics, and econometrics are concerned with developing identifying assumptions
that are reasonable in applied settings. However, dentifying assumptions are not testable empirically and can be controversial One widely
accepted way of dealing with this problem is fo conduct a sensitivity analysis in which the sensitivity of the estimated treatment effect to
alternative dentifying assumptions & assessed. Another possibility is to forgo controversial identifying assumptions and to find the entire set of
outcomes that are consistent with the joint distribution of the observed variables. This approach, which has been pioneered by Manski and
several co-investigators, 15 discussed in Manski (1995; 2003), among other places. Hotz, Mullin and Sanders (1997) provile an interesting
application of bounding methods to measuring the effects ofteenage pregnancy on the labour market outcomes of young women.

16 Integration and simmlation methods in econometrics
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The integration problem is endemic in economic modelling, arising whenever economic agents do not observe random variables and the
behaviour paradigm is the maximization of expected utility. The econometrician inherits this problem in the expression of the corresponding
economettic model, even before taking up inforence and estimation. The issue & most familiar in dynamic optimization contexts, where it can
be addressed by a variety of methods. Taylor and Uhlig (1990) present a comprehensive review of these methods; for later movations see
Keane and Wolpin (1994), Rust (1997) and Santos and Vigo-Aguiar (1998).

The problem is more pervasive in econometrics than in economic modelling, because it arises, in addition, whenever economic agents
observe random variables that the econometrician does not. For example, the economic agent may form expectations conditional on an
mformation set not entirely accessible to the econometrician, such as personal characteristics or confidential information. Another example
arises in discrete choice settings, where utilities of aliernatives are never observed and the prices of alternatives often are not. In these
situations the economic model provides a probability distribution of outcomes conditional on three classes of objects: observed variables,
available to the coonometrician; latent variables, ymobserved by the econometrician; and parameters or fimctions deseribing the preferences
and decision-making environment of the economic agent. The econometrician typically seeks to learn about the parameters or fimctions given
the observed variables.

There are several ways of dealing with this task. Two approaches that are closely related and widely used in the econometrics literature
generate integration problens. The first is to maintain a distribution of the latent variables conditional on observed variables, the parameters in
the model, and additional parameters required for completing this distribution. (This is the approach taken in maxinum lkelihood and
Bayesian inference.) Combined with the model, this leads to the joint distribution of outcomes and latent variables conditional on observed
variables and parameters. Since the marginal distribution of outcomes is the one relevant for the econpmetrician in this conditional distribution,
there is an imtegration problem for the latent variables. The second approach is weaker: i restricts to zero the values of certain population
moments involving the latent and observable variables. (This is the approach taken in generalized method of moments, which can be
implemented with both parametric and nonparametric methods.) These moments depend upon the parameters (which is why the method
works) and the econometrician must therefore be able to evaluate the moments for any given set of parameter values. This again requires
integration over the latent variables.

Ideally, this integral would be evaluated analytically. Often — indeed, typically — this is not possible. The alternative is to use mumerical
methods. Some of these are deterministic, but the rapid growth in the solution of these problems since (roughly) 1990 has been driven more
by simulation methods employing pseudo-random mumbers generated by computer hardware and software. This section reviews the most
important these methods and describes their most significant use in non-Bayesian econometrics, namely, simulated method of moments. In
Bayesian econometrics the integration problem is inescapable, the structure of the economic model notwithstanding, because parameters are
treated explicitly as unobservable random variables. Consequently sirmlation methods have been central to Bayesian inference in
€CODOIELTiCS.

16.1 Deterministic approximation of integrals

The evaluation of an integral & a problem as old as the calculus itself In well-catalogued but limited instances analytical sohutions are
available: Gradshteyn and Ryzhik (1965} is a useful clssic reference. For integration in one dimension there are several methods of
deterministic approximation, inclnding Newton-Coates (Press et al, 1986, ch. 4; Davis and Rabinowitz, 1984, ch. 2), and Gaussian
quadrature (Golub and Welsch, 1969; Judd, 1998, s. 7.2). Gaussian quadrature approximates a smooth fimction as the product a polynomial
of modest order and a smooth basis finction, and then uses iterative refinements to compute the approximation. It is incorporated in most
mathematical applications software and is used routinely to approximate integrak in one dimension to many significant figures of accuracy.

Integration in several dimensions by means of deterministic approximation is more difficult. Practical generic adaptations of Gaussian
quadrature are limited to situations in which the integrand is approximately the product of fimctions of single variables (Davis and Rabinowitz,
1984, pp. 354-9). Even here the logarithm of computation time is approximately linear in the number of variables, a phenomenon sometimes
dubbed *“the curse of dimensionality.” Successfil extensions of quadrature beyond dimensions of four or five are rare, and these extensions
typically require substantial analytical work before they can be applied successfiilly.

Low discrepancy methods provide an akemative generic approach to deterministic approximation of integrals in higher dimensions. The
approximation is the average value of the infegrand computed over a well-chosen sequence of poinis whose configuration amounts to a
sophisticated lattice. Different sequences lead to variants on the approach, the best known being the Halton (1960) sequence and the
Hammersky (1960) sequence. Niederreiter (1992) roviews these and other variants,

A key property of any method of integral approximation, deterministic or non-deterministic, is that it should provide as a by-product some
indicator of the accuracy of the approximation. Deterministic methods typically provide upper bounds on the approximation error, based on
worst-case situations. In many situations the actual error is orders of magnitude less than the upper bound, and as a consequence attaining
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desirad exvor tolerances may appear to be impractical, whereas in fact thess tolerances can easily be attained. Geweke {1996, 5. 2.3)
proviles an sxanple.

162 Simmistion spproximetion of integrals

The structore of niegration problems encountered in econometrics makes themn ofien more anenabk: to attack by simulation methods then by
not-detentmingitic methods. Two charaetetisties sre key. Finst, inlegrals in toty dicrensions are required. In some gifustions the tatrber i
proportionm] to the size of the sample, and, whike the strocture ofithe problem may kad to decomposition in terms of many intepral of amaller
dimension, the resulbing stracture and dimension are still unsuiiabk: o deberntinietic methods. The second characteristic s fhat e inlepration
probham unmly acises a8 the teed to compute the expected valne of a Snction of a ransdom wector with a given probability disteibotion P:

I = /5 gix) pix)dx,

1)

where p B the demsity corresponding to P, g is the fimetion, x i the random vector, and 7 & the mmber to be approximated . The probability
distrbution P & then the point of departure for the simulation
For many dutribations there are releble algorithms, mplemenied in widely avadable mmthermatical appheations software, for simoltion of

random vectors x. This yiekls & sanpk: lotc™bim=1, ., ) whose arilametic mean provides an approximetion of I, and for whicha
cetbral Lt theorem provides an asscaament of the acouracy oftthe approxiration in the wuoal way. (This requires the existence of the first
two morrends of g, which roust be shown analytically.) This apperoach i most wefill when p 8 simple (80 that direct simubstion of X &8
posshblke) baxt the structure of 7 precludes analytical evalmtion of L

This sinplke approach doca not suffice for the integration problem as # typically aviscs in ccononetrics, A kading exampl is the
omkinomial probi (MNP) model with J diserete choices. For each individoal i the utilty of the last choice #; 7 is normalized to be zero, and
the niilities of the first | | choices are given by the vector

u; ~ NiX8 Z),

)

where X & a mmirix of characteritics of individual £, inchxling the prices and other properties of the choices presented to that individos], znxd
A end E are structural paranetera of the model. If the j*th element of w; & positive and Jarger than all the other elements of u; the ndividasl
twkes choies j, and ifall elenents of o ate nepative the individual ekes choice J. The probability that individual 7 mekes choics 7 & the
infepral of e (» — 1)-variste normal distribution (1) taken over the stbepace {W: “a = 45V Ek =1, .., nl, This computation is essential in
evaketing e Be:lhood fmetion, and i heg o analytical sokation. (For dscussion and review, see Sandor and Andras, 2004.)

Sever] geperic girmulation methoda have been imed for the probikm (1) in econometrics. One of the oldest is acceptance sampling, o
simprl: veriant of which i described in von Neumann (1951) and Hammersky and Handsconb (1964). Suppose it is possible to drew fiom
the disirbution (0 with density ¢, and the ratio »(x) / q(x) is bounded above by the known constant . Ifx is simmitated successively ffom O
but accepted and taken into the sampke with probability »(x) / [ag(x) ], then the resulting samplke ¥ independently distribubed with the
identical distriwtion P, Proof and further discussion are widely available; fior example, Press et gl (1992, 5, 7.4), Bratley, Fox and Schrage
(1987, 5. 5.2.5), and Geweke (2005, 5. 4.2,1). The inconditional probabitity of accepting draws from € & 1/g. If g is too large the method
ks impractical, but when acceptance sampling is practical it provides draws directly from P. This i an important component of many of the
algorithns underlying the “black box' peneration of random variablss in mathermtical applications software.

Alematively, i the zame gimtion all of the draws from (O ans retained and taken it 2 stratified sample in which the weight
wix™) = p(x™ ) a(x™) & associated with the m'th draw. The spproximmtion of 7 in (1) & then the weighted average of the terms
g(x(m)).ﬂfnappmachdutmathutmmmhymﬂﬂmﬂmmb(1964,m5.4),a:ﬂmhkudmedmmmmwmm
van Dijk (1978). The procedure & more pencral than acceptance sampling . that 3 known upper boimd of w i not Tequired, i ifin fact a &
lerge then the weighis will displey larpe varation and the approximution will be poor. This 8 clear in the central bimit theorem kb the accaracy
of approximation provided in Geweke (198%a), which a5 a practical nmiter requires that a finife upper bound on w be eatablished
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analytically. Thix & a key Emitation of acceptance sampling and importance sampling.
Markov chain Monte Carls (MCMC) methods provide an entirely diffsrent approach to the solotion of the integration problem (1). Thess
procedares construct a Markov process of the orm

Gl (= 1})

X ~ plx|x

(3

in soch a way that

M
Ry e
m=1

comverges (almost surely) to J. These methods have a history in matherratical physics dating back to the alporithm of Metropols et al
(1953). Hastings (1970) fbcused on stutistical problems and extanded the msthod to i present form known as the Hastings-Mstropols
(HM) algorifhm. HM draws a candilate «, * froma convement distrivobion indexed by - 7~ 11, It sets " - 5 with probability

atx M < Wy and pet 5 ) = 5 4~ 1 ptherwiss, the mction & being chosen so that the process (3) defined i this way has the dosired
convergence property. Chib and Greenberg (1995) provide a detailed infroduction to HM and s apphcation in econometrics. Tiemey
(1994) provides a succicet sunry of the relevant contitoons state space Madcov chadn theoty bearing on the cotverpetics of MCMC.

A vetsion of the AM algorithm particularly suited o image recomstroction and problems in spatial stetistics, known as the Gibbs sampling
(GS) algprithm, was introduced by Gemen and Gemen (1984). This was subsequently shown to heve great potential for Bayesian
compmibation by Gelfind and Smith (1990). In GS the vector x is stbdivided iato component vectors, x = (x;, ., %), in such a way that
girmilation from the conditional distribution of each X ; implied by p{x) in (1) ¥ f:asihle. This method has proven very advaniageous in
econometrics gencrally, and i revoltionized Bayesien epproaches in particular begimning about 1990,

By the tm of the century HM and GS algorithme were standard tools for keliood-based econometrics, Their structure and strategic
importance for Bayesian econometrics wens comveyed in surveys by Geweks (1999) and Chiby (2001), as well as in a mumber of textbooks,
incinding Koop (2003), Lancaster (2004), Geweke (2005) and Rossi, Allenby and MoCulloch (2005). Central bimit theorems can be wed
to assess the quality of approximations as described in Tiemey (1994) and Geweke (2005).

163 Simulstion swthoth in non-Bayesizn economeirics

Generalized method of momenis estimation has been a staple of non-Baycszm cconometrics since i introduction by Hansen (1982), Inan
scomometric model wibh 1 - | parameter vector & ecomomic theory provides the set of sampke mpoent reatrictions

hig) = f gix)pixld yidx =0,
S5

“)

where g(x} 8 & % 1 vector and y denotes the data inchyling instromental variables. An example i the MNF model (2). Ifthe obssrved
choices are coded by the variables < = 1 if individual # mekes choice f and i = U otherwise, then the expected vahe of 7 ;; is the
probability that individiml i makes choice f, leading to restrictions of the firm (4).

The generalied method of moments estimator mimmizes the criterion fimctionh(#) 'Wh( ) given a suitably chosen weighting matrix W.
If the requisite ntegrak can be evalunted analytically, - = &, and other condifions provided in Hansen {1982) are satisfied, then thera 5 2
woll-developed asynpiotic theory of nference for the parameters that by 1990 was a siaple of praduate econometrics textbooks. If for one
or mors elemenis ofh the isfepral carmot be evaluated analytically, then for allemative vales of & & offen possible to approximate the intsgral
appearing In (4) by srnulktion. This & the situation in the MNF model

The sobetiution of » simulstion approxtmation
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fixr the integral in (4) defines the nethod of simulated mormends (MSM) infroduced by MeFadden (1989) and Pakes and Pollard (1989),
who wers concemed with the MNP nodel (2) in particubrr and the estineiion of discrets response mndels using cross-section data in
general Lader the method was extended to time series modek by Lee and Ingram (1591) and Duffie and Singleton (1993). The asympiotic
distriboiion theory established i this Eeratune requires fhat the tnnber of sioaaiions M twrease ot kast aa rapidly 8z the squane of the
mmvber of observations. The practical import of this apparenily severe requirement s that applied econonetric work mst establish thet
changes in A st have itle impact on the resulis; Geweke, Keane and Runkke: (1994; 1997) provide examples for MNP, This literetors
also shows that in general the impact of using direct simulation, as opposed 1o analytical evaloation of the integral, is to Derease the
asymptotic variance ofthe (MM estimator of & by the factor ;s — 1, typically trivial in view of the mincher of sirmlations required. Substantial
srveys of the detaile of MSM and leading applications of the method can be fiund in Goureroux and Maomdbrt (1993; 1996), Stem (1997)
and Liesenfisld and Breinng (1999).

The sinulstion approximation, imike the (imavailable) anatytical svalmtion of the integral in (4), can kad to a criterion fimetion that &
discontinnows in #. This happens in the MNP model using the obviows simulstion scheme in which the choice probabilities are replaced by
their proportions in the M simulstions, as proposed by Lermean and Mamski (1981). The asymptolic theory developed by McFadden (1989)
and Pakes and Polard (1989) copes with this possibility, and led McFadden (1989} to wed kernel weighting to smooth the probabilitics.
The moet widely wed method St smpothing probabilities in the MNP model & the Gewele Hajivasailion Keane (GHE) sitnolator of
Geweke (1989b), Hajivassilion, McFadden and Rind {1991) and Keane (1990); a fill description & provided in Geweke and Keane
(2001), d comperisons of alernative methoda are given in Hajiwssition, MoFadden and Buud (1996) and Sandor and Andras (2004).

Meximuam Beelhood estination of @ can kead to firt-order conditions of e Hirm {4}, and thus beconnes 8 apecial cage of MSM. This
coniext highlights some of the complications introduced by sinmilation. While the: sinmlation approximation of (1) is unbissed, the
comesponding expreasion enters the by likelihood fimction and s derivatives nonlieady. Tius for any finiter mmber of simmilations M, the
evalnation of the first-order conditions i biased in general. Increasing Af at a ratz faster than the square of the mimber of cbhservetions
elininates the: squared biag relative to the variance of the estimator; Lee (1995) provides firther details,

164 Simulation wwibods in Bayeaiss econonwtrics

Bayesian sconometrics places a common probahility distribution on random variables that can be observed (data) and 1mobservabls
paramsters and hisnt variables. Inference proceeds using the distribuotion of these unobservable entities conditional on the data — the
posterior diztrbulion. Resuks are typically expressed m terms ofthe expectations of parameters or imetions of parameters, expectations
taken with respect to the pestericr distribution. Thus, whereas niegration problens are application-specific in non-Bayesian sconometrics,
they wre endenmic i Bayedian econometried,

The dewelopireni of modern sinlation methods had a cotrespodingy sreater knpact i Bayesiaon than i non-Beayesian coototnetrics.
Since 1990 simultion-based Bayesian methoda have become practical in the context of most econometric midels. The svailability of this
toolbes been infientil in the noodzEing approach taken in addressing wpplied cconometrie problenms,

The MNP model (2) Shustrates the inferaction in latent varieble model. Given a sample of n individuals, the ([ — 1) ¢ 1 lricnt niility
vectors my,..., W, are reganded explicitty aa ~(/ — 1) urknowns to be inferred along with the unknown paremetera # and X, Conditional on
these parameters and the data, the vectors my,.. .0, are mdependently distriuted. The distrbution of'w; & (2) truncated to an orthant thet
depends on the observed choice /- if ; < then Y < Ui forall k = jand U > O, whereas for choice J+, 1/, < 0 for all k. The distribution of
each u;;, conditional on all ofthe other elements of u;, is tncated onivariate normal, and & & relatively straightfrwand o simuksbe: from this
distrbution. (Geweke, 1991, provides details on sampling from a muoltivarite nonval distribution subject to linsar restrictions. ) Consaquantly
(S provides a practical algorithm for drawing from the distribution of the Ixtent utility vectors conditional on the parameters.

Conditional on the hitent wilicy vectors — that is, regarding them as observed — the MNP model & 2 seemingly unrelated regressions
model, and the approach taken by Percy (1992) apphes. Given conjugate priors the posierior disirbution of 8, conditional on X and iiities,
B Gamstm, and the conditicnal distribution of E, conditional on # and oiilities, & verted Wishart. Since G5 provides the joint distriuotion of
parameicrs and hient uiliiies, the peaterior mean of any fimctiom of these can be approximated as the sample mean. This approach and the
suilabilily of G5 fr lieni varisbk: models were fitit recogized by Chib (1992). Simile approsches in other latent verisble models in inclnde
MeCulloch red Teay (1994), Chib and Greenberp (1998), McCulloch, Polkon and Rossi (2000) and Geweke and Keane (2001).
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The Bayesian approach with GS sidesteps the evaluation of the likelihood finction and, of any moments in which the approximation is
biased given a finite mamber of simmilations, two technical issucs that are prominent in MSM. On the other hand, as in all MCMC algorithms,
there may be sensitivity to the initial values of parameters and latent variables in the Markov chain, and substantial serial correlation in the
chain will reduce the accuracy of the simulation approximation. Geweke (1992; 2005} and Tiemey (1994) discuss these issues.

17 Financial econometrics

Attempts at testing of the efficient market hypothesis (EMH) provided the impetus for the application of time series econometric methods in
finance. The EMH was built on the pioneering work of Bachelier {(1900) and evolved in the 1960s from the random walk theory of asset
prices advanced by Sarmuelson (1965). By the early 1970s a consensus had emerged among financial economists suggesting that stock
prices coukl be well approximated by a random walk model and that changes in stock retums were basically impredictable, Fama (1970)
provides an early, definitive statement of this position. He distinguished between different forms of the EMH: the *weak’ form that asserts all
price information is fully reflected in asset prices; the ‘semi-strong’ form that requires asset price changes to fully reflect all publicly available
information and not only past prices; and the “strong’ form that postulates that prices filly reflect information even if some investor or group
of investors have monopolistic access to some information. Fama regarded the strong form version of the EMH as a benchmark against
which the other forms of market efficiencies are to be judged. With respect to the weak form version he conclided that the test results
strongly support the hypothesis, and considered the various departures documented as economically unimportant. He reached a similar
conclusion with respect to the semi-strong version of the hypothesis. Evidence on the semi-strong form of the EMH was revisited by Fama
(1991). By then it was clear that the distinction between the weak and the semi-strong forms of the EMH was redvndant. The random walk
model could not be maintained either, in view of more recent studies, in particular that of Lo and MacKinlay (1988).

This observation led to a series of empirical studies of stock retum predictability over different horizons. It was shown that stock returns
can be predicted to some degree by means of interest rates, dividend yields and a variety of macroeconomic variables exhibiting clear
business cycle variations. See, for example, Fama and French (1989), Kandel and Stambaugh (1996), and Pesaran and Timmermann
{1995) on predictability of equity returns in the United States; and Clare, Thomas and Wickens (1994), and Pesaran and Timmermann
(2000) on equity return predictability in the UK.

Although it is now generally acknowledged that stock returns could be predictable, there are serious difficulties in interpreting the
outcomes of market efficiency tests. Predictability could be due to a mumber of different factors such as incomplete leaming, expectations
heterogeneity, time variations in risk premia, transaction costs, or specification searches often carried out in pursuit of predictability. In
general, it i8 not possible to distinguish between the different factors that might lie behind observed predictability of asset returns. As noted by
Fama (1991) the test of the EMH involves a joint hypothesis, and can be tested only jointly with an assumed model of market equilibrium
This is not, however, a problem that is unique to financial econometrics; almost all areas of empirical economics are subject to the joint
hypotheses problem. The concept of market efficiency is still deemed to be usefil as it provides a benchmark and its use in finance has led to
significant insights.

Important advances have been made in the development of equilibrium asset pricing models, econometric modelling of asset return
volatility (Engle, 1982, Bolkrskev, 1986), analysis of high frequency intraday data, and market microstructures, Some ofthese developments
are reviewed in Campbell, Lo and MacKinky (1997), Cochrane (2005), Shephard (2005), and McAker and Medeiros (2007). Future
advances in financial econometrics are likely to focus on heterogeneity, lkeaming and model uncertainty, real time analysis, and firther
integration with macroeconometrics. Finance is particularly suited to the application of techniques developed for real time econometrics
(Pesaran and Timmermann, 2005a).

18 Appraisals and future prospects

Econometrics has come a long way over a relatively short period. Important advances have been made in the compilation of economic data
and in the development of concepts, theories and tools for the construction and evaluation of a wide variety of econometric models.
Applications of econometric methods can be found in almost every field of economics. Econometric modek have been used extensively by
government agencies, international organizations and commercial enterprises. Macroeconometric modelks of differing complexity and size have
been constructed for almost every couniry in the world. In both theory and practice, econometrics has already gone well beyond what its
Tounders envisaged. Time and experience, however, have brought out a number of difficulties that were not apparent at the start.

Econometrics emerged in the 1930s and 1940s in a climate of optimism, in the belief that economic theory could be relied on to identify
most, if not all, of the important factors involved in modelling economic reality, and that methods of classical statistical inference could be
adapted readily for the purpose of giving empirical content to the received economic theory. This early view of the interaction of theory and
measurement in econometrics, however, proved rather ilusory. Economic theory is invariably formmilated with ceteris paribus clauses, and
involves unobservable latent variables and general fimetional forns; it has little to say about adjustment processes, lag lengths and other
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factors mediating the relationship between the theoretical specification (even if correct) and observables. Even in the choice of variables to be
inchided in econometric relations, the roke of econormic theory is far more limited than was at first recognized. In a Walrasian general
equilibrium model, for example, where everything depends on everything else, there is very little scope for a priori exclusion of variabkes from
equations in an econometric model. There are also institutional features and accounting conventions that have to be allowed for in
econometric models but which are either ignored or are only partially dealt with at the theoretical level All this means that the specification of
econometric models inevitably involves important auxiliary assumptions about finctional forms, dynamic specifications, latert variables, and
30 on, with respect to which econoniic theory is silent or gives only an incomplete guide.

The recognition that economic theory on its own cannot be expected to provide a complete model specification has important
consequences for testing and evaluation of economic theories, for forecasting and real time decision making. The incompleteness of economic
theories makes the task of testing them a formidable undertaking. In general it will not be possible to say whether the results of the statistical
tests have a bearing on the economic theory or the auxiliary assumptions. This ambiguity in testing theories, known as the Dubem-—Quine
thesis, is not confined to econometrics and arises whenever theories are conjunctions of hypotheses (on this, see for example Cross, 1982).
The problem s, however, especially serious in econometrics because theory is far kess developed in economics than it is in the natural
sciences. There are, of course, other difficulties that swround the use of econometric methods for the purpose of testing economic theories.
As a ruk economic statistics are not the results of designed experiments, but are obtained as by-products of business and government
activities often with legal rather than economic considerations in mind. The statistical methods available are generally suitable for large
samplkes while the economic data typically have a rather limited coverage. There are ako problems of aggregation over time, commodities
and individuals that firther complicate the testing of economic theories that are micro-based.

Econometric theory and practice seek to provide information required for mformed decision-making in public and private economic
policy. This process is limited not only by the adequacy of econometrics but alko by the development of economic theory and the adequacy
of data and other information. Effective progress, in the fiure as in the past, will come from simmltaneous improvements in econometrics,
economic theory and data. Research that specifically addresses the effectiveness of the interface between any two of these three in improving
policy — to say nothing of all of them — necessarily transcends traditional sub-disciplinary boundaries within economics. But it is precisely
these combinations that hold the greatest promise for the social contribution of academic economics.
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