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AI-informed decision making consequential to individuals raises critical concerns on fairness. Fairness introduced by AI models and/or
data is perceived by humans (also refers to perception of fairness) implicitly or explicitly. It is a central component of maintaining
satisfactory relationships with humans in AI-informed decision making. Furthermore, model uncertainty and knowledge on training
data play a crucial role in AI-informed decision making. This paper introduces model uncertainty and knowledge on training data
represented by knowledge graphs into AI-informed decision making. We aim to investigate what uncertainty level and knowledge
graph, and how they affect user perception of fairness in AI-informed decision making. A user study on judging the recidivism rate of
prisoners found that uncertainty of model prediction of recidivism rate can benefit user perception of fairness, but only under low and
medium uncertainty conditions. However, we did not find significant effects of knowledge represented by knowledge graph on user
perception of fairness. These findings have wide implications in the user interface design of AI-informed decision making applications.
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1 INTRODUCTION

Artificial Intelligence (AI) has been increasingly used to make important decisions in different areas ranging from daily
lives such as recommending movies to making more critical decisions such as allocation of social benefits, hiring, and
criminal justice [5, 7, 9]. Due to the black-box nature of AI models that make it hard for users to understand why a
decision is made or how the data is processed for the decision making [22, 24], trust in AI and its decisions have been
extensively investigated from the research community to various application domains for safety and legal reasons
[8, 20, 21]. Furthermore, since AI is often used by humans and/or for human-related decision making [18], fairness
introduced by AI models and/or data is perceived by humans (also refers to perception of fairness in this paper) implicitly
or explicitly. Human’s perceived fairness plays an important role in AI-informed decision making. The perception of
fairness is a central component of maintaining satisfactory relationships with humans in decision making [1, 19, 26].

On the other hand, it was found that uncertainty has an significant impact on user trust in AI-informed decision
making [19]. However, it is not clear how uncertainty affects human’s perception of fairness in AI-informed decision
making. Furthermore, Knowledge Graph (KG) is the representation of information as a semantic graph which is built by
describing real world entities and their interrelations, organised according to a schema and covering a variety of topical
domains [15, 27]. While the knowledge contained in training data in machine learning has significant impacts on user
responses in AI-informed decision making [11, 23, 25], it is interesting to investigate effects of the knowledge in the
training data represented by the knowledge graph on user’s perception of fairness in AI-informed decision making.

This study seeks to represent knowledge contained in the training data with the knowledge graph. Our research
questions are: whether the knowledge on the training data represented by the knowledge graph and model uncertainty
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affect user perception of fairness? If yes, how do they affect perception of fairness? This paper proposes approaches
of knowledge representation with knowledge graphs. A user study is designed to introduce both uncertainty and
knowledge graph into the pipeline.

2 RELATEDWORK

The perception of fairness has been increasingly investigated from various perspectives [18, 26]. Lee et al. [12, 13]
investigated people’s perception of fairness based on the allocation of resources regarding equality, equity, or efficiency.
People showed much variation in the three fairness metrics (equality, equity, efficiency) in the study. Zhou et al. [26]
found that introduced fairness is positively related to perception of fairness in a case study of AI-based talent shortlisting.

Furthermore, uncertainty is investigated in different areas to understand relations between uncertainty and perception
of fairness. For instance, Singh et al. [17] tried to model uncertainty explicitly in ranking algorithms to optimise the
fairness of decisions made by AI. However, it is not clear how uncertainty affects people’s perception of fairness.
Moreover, knowledge graph has drawn extensive research attentions after being proposed [14].

These previous work motivates us to consider both uncertainty and KG of training data in the perception of fairness,
aiming to find what combinations of these conditions and how these conditions affect user perception of fairness.

3 EXPERIMENT

3.1 Case Study

ProPublica’s COMPAS data is a public data increasingly used in research studies to test various definitions of algorithmic
fairness related to COMPAS software [3]. Our study uses the ProPublica’s COMPAS data to build KGs of training data
of models. A number of machine learning classification models are simulated to set up different uncertainty conditions
in the study. The KG and uncertainty of models are then presented to users for the recidivist risk decision making.

3.2 Uncertainty

(a) Low uncertainty. (b) Medium uncertainty. (c) High uncertainty.

Fig. 1. Uncertainty conditions.

Uncertainty plays a crucial role in decision making. The uncertainty discussed here is constrained to predictive
uncertainty. Similar to prior research [4, 6], we measure the uncertainty by predictive entropy [16] in this study.

We designed four kinds of conditions: without uncertainty information, low uncertainty, medium uncertainty, and
high uncertainty (see Figure 1). Two ensemble models of A, B are simulated to predict the recidivism rate of prisoners
who are randomly collected from the ProPublica dataset [2]. To control the variance of other elements, we make the
predicted label from models A, B the same for one specific case, i.e., the overall predictive accuracy of two models is
almost the same. The simulated outputs of these two ensemble models are in the form of the probability vector and
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represented as the bar graph. The deviation between the length of each bar could be used to estimate the predictive
entropy and reflect the uncertainty level. For example, an explicit extrapolation of an outcome predicting that an
offender has a 90% high risk of recidivism and a low risk of only 10% would result in a low uncertainty model. On the
contrary, when the deviation of the output probability is only ten percent (like Model A in Figure 1c). It is difficult to
make an accurate high and low-risk determination, and such situation is considered as highly uncertainty.

3.3 Knowledge Graph

Fig. 2. An example of KG presented to participants.

Knowledge graph develops a structural network between entities together with the relationships as edges [10]. The
graphical representation of knowledge facilitates the interpretability and comprehensiveness of the data. By setting
the availability of KG as one of the variables, we want to investigate whether the availability of KG would influence
perception of fairness combined with the uncertainty information. The KG construction process uses the association
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mining technique, which statistically analyzes the causal relationship between attributes. In order to make the KG more
comprehensive to the interviewees, we preprocessed the dataset by rolling up the attributes and grouping the values
categorically, then selected the association rules with high confidence and support to construct the knowledge network:
the attributes are represented into entities; the confidences and supports are treated as edges and the thickness of these
edges respectively. We strictly constrain the number of entities to prevent the graph from looking overwhelming. Figure
2 presents the example of KG provided to the participants.

3.4 Task Design

In this experiment, both uncertainty and KG information are presented to participants in each task. As described
previously, four uncertainty conditions (uncertainty information presented (also called control condition), low, medium,
and high) are selected. The KG includes two conditions: with KG presentation and without KG presentation (control
condition). Therefore, there are 8 task condition combinations (4 uncertainty × 2 KGs) in total. This experiment
investigates participants’ perception of fairness regarding races in decision making tasks. Therefore, two races of Race
A and Race B were manipulated for each task condition combinations, and the tasks with each race were conducted 2
rounds. We finally got 32 tasks (4 uncertainty × 2 KGs × 2 races × 2 rounds). The task orders were randomized during
the experiment. Two training tasks were also conducted by each participants before formal tasks.

In each task, the information of a single criminal, including the criminal’s age, encoded race (race A, race B), gender,
number of juvenile crimes, number of prior crimes committed were firstly presented to participants. The uncertainty
and KG conditions are then visualised to participants. Participants were asked to make decisions by selecting one of
machine learning models (Model A or B) to estimate the level of recidivist risk under the given conditions.

3.5 Data Collection

This experiment was implemented as an online application. 31 participants in the age group of 20-30 years, who
were university students, were recruited. After each decision making task, participants were asked to compare their
perception of fairness on Model A and Model B with the question “Do you think Model A and Model B are fair in
predicting recidivist risk regarding criminal’s races?"

4 ANALYSIS

A two-way ANOVA analysis showed that there were no statistically significant interactions between uncertainty
conditions and knowledge graph conditions on perception of fairness, 𝐹 (3, 247) = 1.55, 𝑝 < .202.

A further one-way ANOVA test analysis did not find any statistically significant differences in perception of fairness
among the knowledge graph conditions (with and without knowledge graph presentations), 𝐹 (1, 240) = 1.55, 𝑝 < .202.
However, a one-way ANOVA test found that there were statistically significant differences in user perception of fairness
among four uncertainty conditions 𝐹 (3, 240) = 3.873, 𝑝 < .0099. Further post-hoc comparison with t-tests (with a
Bonferroni correction under a significance level set at 𝛼 < .013) was conducted to find pair-wise differences in user
perception of fairness between four uncertainty conditions. The adjusted significance alpha level of .013 was calculated
by dividing the original alpha of .05 by 4, based on the fact that we had four uncertainty conditions.

It was found that participants had a statistically significant difference in perception of fairness under the control
condition of uncertainty (no uncertainty presented) compared to the medium uncertainty condition (𝑡 = 3.376, 𝑝 < .000).
Moreover, it was found that participants had a statistically significant difference in perception of fairness under the
control condition of fairness compared to the low uncertainty condition (𝑡 = 2.574, 𝑝 < .006). In both cases, participants
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showed that bothModel A andModel Bwere fair regarding races under the control condition (no uncertainty information
presented). Participants also showed that model which has the larger differences between low and high risk probabilities
was fairer than the other regarding races under both the low and medium uncertainty conditions. However, there were
no significant differences found in perception of fairness among other uncertainty conditions.

5 DISCUSSION AND CONCLUSION

Overall, we can say that the uncertainty of model prediction of recidivism rate can benefit user perception of fairness, but
only under low and medium uncertainty conditions, where users can justify the decision action with lower uncertainty
(higher difference in prediction of recidivism rate) and fit their general understanding of the decision making problem.
These findings have wide implications in the user interface design of AI-informed decision making applications.
For example, in order to enhance user perception of fairness, uncertainty information especially lower uncertainty
information could be presented to users in the user interface of AI-informed decision making applications.

While knowledge graph is a semantic representation of information describing real world entities and their interre-
lations, it is expected to help users to understand the knowledge contained in training data in machine learning for
boosting better perception of fairness. However, this study did not find significant effects of KG on user perception of
fairness. This is maybe because that a better understandable visualisation approach is expected to represent complex
relations and knowledge among entities. Furthermore, it is also necessary to decide what entities and their knowledge
could be presented to users instead of all entities and their knowledge are presented to users for better understanding.
Therefore, our future work will focus on the investigation of effective visualisation approaches for KG in AI-informed
applications, and to examine how they affect user perception of fairness. Furthermore, we will also examine how the
presentation of both KG and uncertainty affect user trust in AI-informed decision.
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