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A B S T R A C T   

Over the last few decades, researchers have been focusing on determining the critical attack angle at which 
dynamic stall occurs. This angle is usually determined by solving the Navier-Stokes equations, which include 
viscosity, pressure, gravity, and acceleration terms. However, Navier-Stokes equations are quite complex to solve 
and consequently difficult to simulate, thus the simulation is not accurate enough. Therefore, this article predicts 
the critical attack angle for the first time using Euler equations devoid of viscous terms. One of the key ad
vantages of Euler equations is their ability to capture the vortices and predict stall dynamics. The Euler equations 
are thus integrated and the resulting equations are discretized using the finite volume method. A first-order 
upwind-based method is used to calculate the convective fluxes at the cell boundaries in the finite volume 
approach. A NACA 0012 airfoil is chosen for this study at various attack angles with a Mach number of 0.3. Based 
on the justification of Crocco’s theorem, the Euler equations successfully act as Navier-Stokes equations. The 
vortex patterns are found to behave independently of the artificial dissipation. All the vortices are successfully 
predicted using the inviscid governing equations. The numerical results obtained are validated by other pub
lished experimental and numerical data.   

1. Introduction 

The stall of an airfoil is a rapid drop in its usual force after a rise in 
attack angle that results in flow separation. In other words, the dynamic 
stall is a nonlinear unsteady aerodynamic effect caused by vortex 
shedding around an airfoil. The dynamic stall was seen in helicopter 
manufacturing for the first time, where significant torsional fluctuations 
of the blades were detected. This was a thoughtful problem, restraining 
the velocity and mass of the helicopter. The stall would also occur on the 
wings of modern fighter aircraft, the blades of axial-flow compressors, 
and the rotors of the most efficient wind turbines [1]. There are three 
methods to investigate the stall phenomenon. The first method is the 
analytical method, which is generally inconclusive because the equa
tions governing the flow are so complicated. The second method is the 

experimental method, which is less noticed by researchers due to its high 
costs. The third is the numerical method, which has expanded rapidly 
over the past few decades. Numerous researchers used numerical 
methods to simulate complex flows [2,3]. Numerical In recent years, 
there have been considerable efforts to extend the multi-dimensional 
numerical scheme [4–8] for solving hyperbolic equations. However, 
there have been many novelties in multi-dimensional schemes since the 
mid-1980s. These schemes have been created by computational fluid 
dynamics researchers to improve the numerical method. The new 
schemes had either better accuracy, convergence speed, or stability. 
Sometimes the new scheme was better in all critical aspects of compu
tational fluid dynamics. 

The normal averaging scheme was developed by Billet and Toro [9] 
to improve on the previous ones. The proposed scheme was used to solve 
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the Euler equations numerically. The averaging schemes do not have 
good stability usually but the results prove that this proposed method is 
good enough in terms of stability and convergence speed. This method 
was used to solve three-dimensional fluid flow with an explosion in a 
finite volume framework with Cartesian grids. Fey [10] worked on Euler 
equations where the velocity was considered high and thus the Mack 
number was more than 0.3 and the density was not constant. He pro
posed a new three-dimensional flux-vector-splitting method that per
formed well at medium mack numbers. However, this method was not 
found good enough at sonic flows due to the lack of consistency. A 
multidimensional upwind scheme was proposed by Razavi et al. [11] for 
incompressible flows originating from a compressible-based formula
tion. Adibi and Razavi [12,13] extended the multidimensional charac
teristic method to two-dimensional flow with heat transfer. They applied 
their proposed scheme in flow between two parallel plates, flow within a 
squared cavity, and the thermos-flow over a cylinder. 

The dynamic stall of thin airfoil was experimentally and numerically 
studied by Fan et al. [14]. The shear stress transport scheme was used for 
numerical simulations. Zhu et al. [15] researched the dynamic stall in 
three-dimensional flow over a rotating airfoil. The simulation was per
formed by numerical solution of time-dependent viscous 
three-dimensional incompressible equations. They compared the 
resulting outcomes with the two-dimensional one and the non-rotating 
airfoil results. They proposed some techniques to delay the dynamic 
stall, which resulted in a considerable increase in lift coefficient. 
Tirandaz and Rezaeiha [16] simulated an airfoil in a three-dimensional 
computational domain by a fourth-order averaging method. They 
changed the radius of the leading edge and the maximum thickness of 
the airfoil and repeated the numerical solutions. The simulations were 
carried out for different airfoils such as NACA (National Advisory 
Committee for Aeronautics) 0018 and NACA0024. The dynamics stall 
point, lift coefficient, drag coefficient, and pressure distribution of these 
airfoils were compared with each other, and thus the optimum design 
was reported. Zhao et al. [16] analyzed the flow over a two-dimensional 
NACA0021 numerically. The two-dimensional incompressible 
Navier-Stokes was solved by a large eddy numerical method. Their re
sults revealed the dynamics of stall point, separation point, well as lift 
and drag forces. 

Shailesh et al. [17] simulated two-dimensional flow over NACA 0012 
airfoil numerically. The vortex-shedding phenomena were depicted in 
different conditions. Sogukpinar [18] integrated the corner transport 
upwind algorithm offered by Colella [19] with the wave propagation 
scheme of Le Veque et al. [20]. The created scheme was utilized to 
simulate the subsonic and sonic flows in a finite volume framework. The 
triangle and the cartesian grids were used in their simulations. Hadian 
and Yazdi [21] used Euler equations for numerical simulations of 
incompressible flow, which were improved by artificial compressibility. 
Their results showed that the Euler equation could be used for some 
engineering problems. Some changes were made to the flux vector 
splitting scheme and a novel scheme was proposed by Payganeh [22] to 
solve compressible flows numerically. The authors simulated the sonic 
and subsonic flows with their proposed scheme by the finite difference 
method. 

Soltani et al. [23] studied the influence of the attack angle on the 
time-dependent subsonic and supersonic flow characteristics as a stall. 
In this simulation, the Navier-Stokes equations were solved numerically 
by a second-order finite element method. Through the literature survey, 
it is seen that all the research conducted on the dynamic stall has 
employed Navier-Stokes’s equations although the Euler equations are a 
good alternative. Additionally, due to the complexity of Navier-Stokes 
equations, it is difficult to solve and hence difficult to simulate, result
ing in an insufficiently accurate simulation. Therefore, the current work 
aims to extend a three-dimensional numerical method in a finite volume 
framework to solve Euler equations in the stall situation. This paper also 
applies the Euler equations for predicting the rotational flow pattern. In 
this work, an upwind scheme proposed by Ren and Sun [24] is 

developed and successfully employed this scheme for simulating the 
stall behavior. 

2. Mathematical modeling and numerical schemes 

Fluid flows are subject to a wide range of forces. Forces caused by 
pressure, gravitational force, and forces caused by shear stress are 
among these forces. By considering all available forces, the Navier- 
Stokes equations are obtained, which are very complex in nature. The 
first and second derivatives are included in these equations. The shear 
stress forces are negligible if the Reynolds number of the flow is large 
because the inertial forces are much greater than the viscous forces. 
When the shear stress in a flow is zero, the velocity gradient is also zero. 
The Navier-Stokes equations can be converted into the Euler equations 
by neglecting the shear stress forces. Since the viscous terms were 
eliminated, no second derivatives are present in these equations. It is 
thus much simpler to solve Euler’s equations than Navier-Stokes equa
tions. When it comes to studying fluid flows, Euler’s equations hold a 
very special place. The well-known Bernoulli equation is a special case 
of this equation. Acceleration, Earth’s gravity, and pressure are all 
included in Euler’s equations. These formulas are written in a three- 
dimensional coordinate system. The two-dimensional incompressible 
Euler equations (inviscid equation) in the integral form are given by 
[25]. 

∂
∂t

∫∫

Ω
Zdxdy +

∮

∂Ω

(Ndy − Mdx) = 0

Z =

⎡
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⎢
⎢
⎢
⎢
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ρ
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ρE

⎤

⎥
⎥
⎥
⎥
⎥
⎦
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⎡

⎢
⎢
⎢
⎢
⎢
⎣

ρu

ρu2 + p

ρuv

ρuH

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,M =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ρv

ρuv

ρv2 + p

ρvH

⎤

⎥
⎥
⎥
⎥
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⎦

E =
p

(γ − 1)ρ +
1
2
(
u2 + v2),H = E +

p
ρ

(1)  

where γ is the specific heat ratio, u and v are the velocities in x and y- 
direction respectively, E is the total specific energy, ρ is the density, p is 
the pressure, and H is the enthalpy. The above equations have been 
presented in integral forms because they will be discretized by a novel 
upwind scheme in the finite volume framework, and it is necessary to 
have the equation in integral form in each cell in the computational 
domain. Arbitrary cells, boundaries, and remarks are shown in Fig. 1. 

For each cell, Eq. (1) converts to the following form: 
(

∂Z
∂t

)

φabcd = −
∑4

k=1
(NΔy − MΔx)k (2)  

where φ is the cell area, Fk and Gk are convective fluxes that are modeled 
in the following section. Now, the Euler Equations forms are changed to 

Fig. 1. Arbitrary finite-volumes.  
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be in a characteristic form. A local coordinate system (x̂, ŷ) is con
structed where the x̂-axis has been affiliated with ni+1

2,j
, the external 

vector. It has a unit magnitude and its direction is perpendicular to the 
cell border which is shown in Fig. 2. The Euler equations for inviscid 
flow in basic variables form in the reference framework (x̂, ŷ) is ob
tained and presented in Eq. (3). 

∂Ŵ
∂t

+ A
∂Ŵ
∂x̂

+ B
∂Ŵ
∂ŷ

= 0

Ŵ =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

ρ

û

v̂

p

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,P =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

û ρ 0 0

0 û 0
1
ρ

0 0 û 0

0 γp 0 û

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

v̂ 0 ρ 0

0 v̂ 0 0

0 0 v̂
1
ρ

0 0 γp v̂

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

û = v sin θ + u cos θ, v̂ = v cos θ − u sin θ

(3)  

where û and v̂ are the components of the velocity vector along the “x" 
and “y" direction, respectively, and θ is the angle between ni+1

2,j 
and the 

x-axis, i.e., 

cos θ=

(
Δy

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(Δx) + (Δy)

√

)

, sin θ=

(
− Δx

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(Δx) + (Δy)

√

)

(4) 

After calculating the right and left sides of the primitive variables, 
the following are obtained: 

WR
i+1

2,j
= W

⎛

⎜
⎝xi+1

2,j
, yi+1

2,j

⎞

⎟
⎠

⃒
⃒
⃒
⃒
⃒
⃒
⃒
(x,y)∈Ωi+1,j

WL
i+1

2,j
= W

⎛

⎜
⎝xi+1

2,j
, yi+1

2,j

⎞

⎟
⎠

⃒
⃒
⃒
⃒
⃒
⃒
⃒
(x,y)∈Ωi,j

(5)  

At the interface, Ii+1
2,j

, a reference state is computed by: 

W̃ =
1
2

⎛

⎜
⎝WL

i+1
2,j
+WR

i+1
2,j

⎞

⎟
⎠ (6)  

Eq. (6) is linearized about W̃ as 

∂Ŵ
∂t

+ Ã
∂Ŵ
∂x̂

+ B̃
∂Ŵ
∂ŷ

= 0 (7)  

where Ã and B̃ are in the (x̂, ŷ) coordinate system. The four eigenvalues 
Ã are: 

ξ = ̃̂u − ã, ζ = ̃̂u + ã, ζ = ̃̂u
̃̂u = ũcos θ + ṽsin θ, ̃̂v = − ũcos θ + ṽcos θ,

ã =

̅̅̅̅̅̅

γ
p̃
ρ̃

√ (8) 

The matrix of corresponding right eigenvectors of Ã and its inverse 
are calculated below 

R̃=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
ρ̃
ã

1 0
ρ̃
ã

1 0 0 1

0 0 − 1 0

− ρ̃ã 0 0 ρ̃ã

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, R̃
− 1

=
1
2

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0
− 1
ρ̃ã

2 0 0
− 2
ã2

0 0 − 2 0

0 1 0
1
ρ̃ã

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(9) 

Multiplying Eq. (7) by R̃
− 1

, 

R̃
− 1∂Ŵ

∂t
+ R̃

− 1
Ã

∂Ŵ
∂x̂

+ R̃
− 1

B̃
∂Ŵ
∂ŷ

= 0 (10) 

It should be noted that since R̃ does not depend on time, the 
following can be written 

∂R̃
− 1

∂t
= 0,

∂R̃
− 1

∂x̂
= 0,

∂R̃
− 1

∂ŷ
= 0 (11) 

If 

R̃
− 1∂Ŵ

∂t
=

∂
(
R̃
− 1

Ŵ
)

∂t
=

∂ŵ
∂t

,

R̃
− 1∂Ŵ

∂x̂
=

∂
(
R̃
− 1

Ŵ
)

∂x̂
=

∂ŵ
∂x̂

(12) 

By replacing (17) with (15), one gets 

ŵt +

⎡

⎢
⎢
⎢
⎢
⎢
⎣

̃̂u − ã 0 0 0

0 ̃̂u 0 0

0 0 ̃̂u 0

0 0 0 ̃̂u + ã

⎤

⎥
⎥
⎥
⎥
⎥
⎦

ŵx = Ŝ

ŵt +

⎡

⎢
⎢
⎢
⎢
⎢
⎣

̃̂u − ã 0 0 0

0 ̃̂u 0 0

0 0 ̃̂u 0

0 0 0 ̃̂u + ã

⎤

⎥
⎥
⎥
⎥
⎥
⎦

ŵx = Ŝ

ŵ =

⎛

⎜
⎜
⎜
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⎜
⎝
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ŵ4

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
2

(
−

p
ρ̃ã

+ u cos θ + v sin θ
)

ρ −
p
ã2

u sin θ − v cos θ
1
2

(
+

p
ρ̃ã

+ u cos θ + v sin θ
)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(13) 

The source term is determined as: 

Fig. 2. Local coordinates of a cell.  
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Ŝ =R− 1A2(
̃̂W )

∂Ŵ
∂ŷ

=R− 1A2(
̃̂W )R

∂ŵ
∂ŷ

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
1
2

ã
∂ŵ3

∂ŷ
− ̃̂v

∂ŵ1

∂ŷ

− ̃̂v
∂ŵ2

∂ŷ

− ã
∂ŵ1

∂ŷ
+ ã

∂ŵ4

∂ŷ
− ̃̂v

∂ŵ3

∂ŷ

1
2

ã
∂ŵ3

∂ŷ
− ̃̂v

∂ŵ4

∂ŷ

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(14) 

Unlike in Ref. [26], Eq. (14) is solved in a one-dimensional state, but 
the real flow is the three-dimensional flow. The governing equations 
contain the source term Ŝ to account for three-dimensional flow effects. 
The benefits of this method include computational efficiency and ease of 
implementation of general finite volume schemes. The following re
lations are applied to solve Eq. (14). 

ŵn+1
i+1

2,j
= ŵ1

⎛

⎝
xi+1/2,j − λl(nx)

nΔt,
yi+1/2,j − λl

(
ny
)nΔt,

tn

⎞

⎠+ ŝlΔt, (l= 1, 2, 3, 4) (15) 

All variations in time “n” are known and the unknown variations are 
obtained by using Eq. (15). All variations are known at n = 1 from initial 
conditions. 

(ŵl)
n+1
i+1/2,j =

1 + sign(λl)

2
⎧
⎨

⎩
(ŵl)

n
i,j +

(
∂wl

∂x

)n

i,j

⎡

⎣
xi+1/2,j − xi,j−

λl(nx)
n
i+1/2,jΔt

⎤

⎦+

(
∂wl

∂y

)n

i,j

[
yi+1/2,j − yi,j − λl

(
ny
)n

i+1/2,jΔt
]
+ (ŝl)

n
i,jΔt

}

+
1 − sign(λl)

2
⎧
⎨

⎩
(ŵl)

n
i+1,j +

(
∂wl

∂x

)n

i+1,j

⎡

⎣
xi+1/2,j − xi+1,j−

λl(nx)
n
i+1/2,jΔt

⎤

⎦+

(
∂wl

∂y

)n

i+1,j

[
yi+1/2,j − yi+1,j − λl

(
ny
)n

i+1/2,jΔt
]
+ (ŝl)

n
i+1,jΔt

}

(16) 

After determining, primitive variables are computed as 

Ŵ 1 = ρ = −
ρ̃
ã

ŵ1 + ŵ2 +
ρ̃
ã

ŵ4, Ŵ 2 = û = ŵ1 + ŵ4,

Ŵ 3 = v̂ = − ŵ3, Ŵ 4 = p = − ρ̃ãŵ1 + ρ̃ãŵ4

u =
ûΔy + v̂Δx
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(Δx)2
+ (Δy)2

√ , v =
v̂Δy − ûΔx
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(Δx)2
+ (Δy)2

√

u =
ûΔy + v̂Δx
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(Δx)2
+ (Δy)2

√ , v =
v̂Δy − ûΔx
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(Δx)2
+ (Δy)2

√

(17) 

After obtaining ρ, u, v, p [27], the convective fluxes are calculated at 
the cell borders as follows: 

Fi+1
2,j
=

⎡

⎢
⎢
⎣

ρ
ρu2 + p

ρvu
(ρE + p)u

⎤

⎥
⎥
⎦

i+1
2,j

,Gi+1
2,j
=

⎡

⎢
⎢
⎣

ρ
ρvu

ρv2 + p
(ρE + p)v

⎤

⎥
⎥
⎦

i+1
2,j

(18) 

To keep the scheme stable, it is necessary to incorporate artificial 
dissipation as: 
(

∂U
∂t

)

Ωabcd = −
∑4

k=1
(FkΔyk − GkΔxk) + DU (19) 

In this study, the effectiveness of Euler’s equations in simulating 
stalling flows has been investigated. For the numerical method’s 

stability, artificial dissipation terms have been employed. By using 
Euler’s equations rather than Navier-Stokes’ equations, the second- 
order derivatives have been omitted. The numerical solution, howev
er, now includes another type of second-order derivatives in the form of 
artificial dissipation terms. These terms may have improved the results 
of Euler’s equations by reducing the difference between the Navier- 
Stokes equations and Euler’s equations. In this research, however, the 
actual viscosity of the fluid is not used as the coefficient of second-order 
derivatives; rather, a damping coefficient is used. Wide numerical ex
periments have shown that a reasonable sentence for DU is a combina
tion of second and fourth-order terms [28], which functions the local 
pressure gradient. For the density one has: 

Dρ=Dxρ + Dyρ (20)  

Dxρ= di+1
2,j
− di− 1

2,j
(21)  

with 

di+1
2,j
=

Ωi,j

Δt

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ξ(2)i+1
2,j

(
ρi+1,j − ρi,j

)

− ξ(4)i+1
2,j

(
ρi+2,j − 3ρi+1,j + 3ρi,j − ρi− 1,j

)

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(22)  

where Ω is the cell volume and the coefficients ξ(2)i+1
2,j 

and ξ(4)i+1
2,j 

have been 

modified to the fluid flow and defined as 

υi,j =

⃒
⃒pi+1,j − 2pi,j + pi− 1,j

⃒
⃒

⃒
⃒pi+1,j

⃒
⃒+ 2

⃒
⃒pi,j
⃒
⃒+
⃒
⃒pi− 1,j

⃒
⃒

ξ(2)i+1
2,j
= k(2) Max

(
υi+1,j, υi,j

)
,

ξ(4)i+1
2,j
= Max

⎛

⎜
⎝0, k(4) − ξ(2)i+1

2

⎞

⎟
⎠

k(2) =
1
4
, k(4) =

1
400

(23) 

At the solid borders, the no-slip boundary condition has been 
applied, and the components of velocity are taken as zero. The local 
characteristics were used on the far-field boundary depending on the 
boundary to be either inlet or outlet. For the inlet far-field, the velocity 
components were considered V0x and V0y, and for the outlet far-field, the 
pressure was considered zero. The fifth-order Runge-Kutta time 
marching method has been used to find the variations at the new time 
[12]. This type (fifth-order) of the Runge-Kutta scheme is better than 

Fig. 3. A part of the O-shape grid for NACA0012, 130 × 70 cells.  
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other Runge-Kutta schemes because less memory is used in this method. 
Also, it is more accurate and stable than others; thus, a more extensive 
time step can be used, and convergence is reached sooner. 

3. Numerical results 

An O-grid is generated to solve the Euler equations around the airfoil, 
as shown in Fig. 3. The simulation of the NACA 0012 airfoil at a Mach 
number of 0.3 is widely recognized as a renowned benchmark. This 
airfoil is one of the most commonly used airfoils and is relatively thin. A 
general investigation was conducted in this study considering a Mach 
number of 0.3. A grid independence study was carried out, and the grid 
with 130 × 70 cells was chosen to run the simulation, where 130 is the 
number of cells around the airfoil, and 70 is the number of cells along the 
radius. The pressure coefficient on the airfoil for different mesh sizes is 
shown in Fig. 4. The gradient of the velocity components and the pres
sure is large near the solid borders, so the clustering is performed near 
the solid boundary for sufficient accuracy [29]. To avoid the far-field 
boundary effect on the flow pattern, the far-field boundary is 30 
chords away from the airfoil center. To validate the numerical results of 
the current study, comparisons were done with the experimental data 
for the steady flow with α = − 0.02∘ and M∞ = 0.3. As illustrated in 
Fig. 5, the results of the recommended numerical scheme are in good 
agreement with the experimental results reported by Agard [30]. 

The results obtained by Murthy [31] at great angles of attack, α =

30∘,53∘ and M∞ = 0.3 are used to compare stall dynamics with other 
works. However, Murthy did not consider Euler’s equations as he ob
tained his results by solving Navier-Stokes’s equations. He used a 
third-order Roe algorithm for convective terms and a second-order 
averaging method for the viscous terms. Figs. 6 and 7 confirm that the 
present work agrees well with the results of Murthy on the creation of 
vortices. 

According to Crocco’s theorem, the main factor in vortex production 
is the dissipation terms [32]. For inspection of the effect of k2 and k4 on 
the vortex patterns, several numerical tests were conducted. The 
following was found:  

a) Lowering these coefficients leads to a reduction in numerical 
stability.  

b) A reduction in k2 and k4 postpones the rate of generation and growth 
of vortices.  

c) The vortex patterns are entirely independent of these coefficients. It 
should be noted that Fig. 8 proves item (c). 

The flow over an airfoil becomes inherently unsteady at high angles 
of attack. The process of vortices includes the creation, growth, and 
separation of states. As the angle of attack increases, the formation of 
trailing edge vortices begins, and the separation point moves towards 

Fig. 4. Pressure coefficient variation on the external boundary of the airfoil for 
different numbers of grids. 

Fig. 5. Comparison of Cp at α = − 0.02∘ and M∞ = 0.3 with experimental 
data [30]. 

Fig. 6. Velocity vectors and streamlines around NACA-0012 airfoil, = 30∘ , M∞ = 0.3 
(a) Ref [31] (b) current study results. 
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the leading edge, generating a sheer layer whose origin follows the 
separation point. Therefore, the shear layer instability rollers also follow 
the kinematics of the separation point. The separation line has 
approached the leading-edge region forming a final shear layer at the 
end of this process. The dynamic stall vortex is formed when the insta
bility rollers of this shear layer eventually pair. When the above process 
takes place, the trailing edge stops shedding vortices because of total 
vorticity conservation. It is noted that this vortex rotates clockwise 

(CW). This pattern occurs periodically, which has been depicted in 
Figs. 9 and 10. 

At greater attack angles, the lift coefficient is affected by the for
mation, growth, and separation of vortices. Regarding this phenomenon, 
the followings are observed:  

a) The leading-edge vortices, which rotate clockwise, increase the lift 
coefficient. 

Fig. 7. Velocity vectors and streamlines around NACA 0012 airfoil, = 53∘ , M∞ = 0.3 
(a) Ref [31] (b) current study results. 

Fig. 8. Independence of vortex patterns from the dissipation coefficients of the same iteration step, = 30∘ , M∞ = 0.3, a) k2 = 1
4,k4 = 1

400, b) k2 = 1
7, k4 = 1

600 c) k2 =

1
10, k4 = 1

800 d) k2 = 1
20, k4 = 1

1000. 

Fig. 9. The evolution of unsteady streamlines and vortices around NACA-0012 airfoil, α = 30∘ , M∞ = 0.3.  
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b) The trailing edge vortices rotate counterclockwise, and the separa
tion of vortices decreases the lift coefficient. 

The details are shown in Fig. 11. The time variation of the lift coef
ficient at a relatively high angle of attack is illustrated in Fig. 12. As seen 
in the figure, this variation is periodic. 

It is important to point out that while the simulations performed 
using Euler’s equations produced very satisfactory results, the use of 
these equations will have severe limitations in some flows. Low Rey
nolds number flows, where viscous forces are comparable to or greater 
than inertial and gravity forces, are concluded by these Flows. Large 
errors are introduced into the calculations when the shear stress is 
ignored and the second derivatives are omitted in these flows. Therefore, 
the aforementioned constraints should be taken into account when 
employing Euler’s equations. New work can be done in the same vein as 
future work. Using Euler’s equations, researchers can model the flow 
around different airfoils and compare the simulated results to those 
obtained from experiments. Flow simulations around complex geome
tries, such as a cylinder, are also of interest to scientists. 

4. Conclusion 

An explicit upwind-based flux treatment was developed in the pre
sent study for solving the Euler equations. Certain mathematical oper
ations were performed on the governing equations to determine the 
characteristics of the flow in order to obtain the new scheme. Some 
mathematical operations were applied to the governing equations to 
determine the flow characteristics, resulting in the new scheme. An 
upstream method was then established based on the obtained charac
teristics. The newly developed scheme was applied to Euler’s equations. 
As an incompressible flow solver, Euler equations were used to capture 
flow details such as the vortex generation and shedding process. Croc
co’s theorem also supported this finding. Another aspect of this research 
was the use of a time-marching approach to record the vortex formation, 
shedding, and separation scenarios. Fourth-order Runge-Kutta method 

Fig. 10. The evolution of unsteady streamlines and vortices around NACA-0012 airfoil, α = 53∘ , M∞ = 0.3.  

Fig. 11. The process of unsteady streamlines and corresponding lift coefficients around NACA-0012 airfoil, = 30∘ , M∞ = 0.3, a) CL = 2.3, b) CL = 3.2, c) CL = 1.6, d) 
CL = 0.12. 

Fig. 12. The variation of lift coefficient in the time at = 30∘ , M∞ = 0.3.  
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was used for time marching. 
The results demonstrates that artificial dissipation has no effect on 

the viscous flow behavior of inviscid time-marching solvers. It is also 
found that the Euler equation is comparable to the Navier-Stokes 
equations in capturing flow details such as dynamic stall. At greater 
attack angles, the formation, growth, and separation of vortices influ
ence the lift coefficient. The vortices at the leading edge, which rotate 
clockwise, increase the lift coefficient. Vortices at the trailing edge 
rotate counterclockwise, and their separation reduces the lift coefficient. 
Since the outcomes of this study are useful for numerical simulations, it 
is applicable to various industries, such as aircraft and automobile 
manufacturing. The proposed scheme could be utilized in the future for 
additional case studies involving various airfoils. Furthermore, it could 
be used to simulate supersonic flows. However, more research and 
development are needed to fully exploit the potential of the proposed 
property of Euler equations. 
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