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1. Introduction

In order to be able to reliably fulfil the highest possible num-
ber of customer orders, manufacturing companies must effi-
ciently handle their production program. At the same time, it is 
necessary to maintain a high degree of flexibility with regard 
to new orders or changed operating conditions. Two ap-
proaches are prevalent to achieve these objectives. 
 Manufacturers use data-driven approaches from sales fore-

casting to predict upcoming levels of customer orders.
 They use approaches from production management to de-

couple the production program from individual orders. 
First, knowledge of future sales that is gained through fore-

casting facilitates the planning of plant operations, from pro-
curement to production planning to logistics and warehousing.

Second, manufacturing companies achieve a decoupling of 
sales orders by individualizing products at a later stage in the 
order fulfilment process. In this context, Order Lead Time
(OLT) refers to the total time required to fulfil an order [1]. A 
Customer Order Decoupling Point (CODP) represents the 
phase in the value stream from which a customer-specific cus-
tomization of the product takes place [2]. The later the CODP 
is situated in the value stream, the higher the flexibility of the 
organization with regard to fluctuations in customer demand
[3]. A reliable sales forecast enables manufacturing companies 
to be independent of the CODP, since they can initiate the pro-
duction even before receiving orders [4].

This paper presents a framework for predictive sales and de-
mand planning for customer-oriented manufacturing. This ap-
proach is particularly developed for scenarios where the time 
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Abstract

Companies with Make-to-Order (MTO) manufacturing have always faced the conflict of meeting a large volume of individual customer orders 
on time while remaining as flexible as possible. Unlike Make-to-Stock (MTS) manufacturing, planning the production requirements for MTO is 
a challenging task since incoming orders may vary in time and quantity, while also being subject to a number of variables. In some cases, the 
delivery time allocated by the customer can be less than the required Order Lead Time to fulfil the order. Manufacturers can respond to this with 
either with approached from production management or from data science. This paper presents a framework to leverage the benefit of both 
domains. We conduct a literature review and present the results of an expert workshop. We propose criteria for a suitable data enrichment and 
the application of Machine Learning (ML) methods in sales and demand forecasting. In conclusion, the proposed framework helps to equip 
manufacturing companies with a structured strategy for data management and to utilize the benefit of ML for sales and demand forecasting.
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to meet the customer's demand is shorter than the OLT. In this 
paper, we will particularly examine the first approach in more 
detail. Therefore, this paper summarises the current state of the 
literature in the context of forecasting in customer-specific 
manufacturing. We present a framework to enable small and 
medium-sized enterprises in particular to increase flexibility in 
processing customer orders to hold the customer-desired deliv-
ery dates. With the help of a number of companies, we have 
identified requirements that must be met in order to use it.

2. Fundamentals

2.1. Sales- and demand forecasting in order manufacturing

Sales and demand (SD) forecasting in order manufacturing 
involves predicting the future sales for a company's products 
and materials. Sales represent the quantity of all goods sold by 
a company and are therefore calculated after the actual sale has 
taken place. Demand includes all resources necessary for the 
production of goods and services. Demand is often subdivided 
into primary (finished products), secondary (assemblies, raw 
and individual parts, materials) and tertiary demand (auxiliaries
and operating materials) [5, 6]. It can be planned demand-based 
or consumption-controlled. To deal with it in a proper way,
knowledge of the product quantities required in the future, 
which are subject to typical demand characteristics, referred to 
as demand profiles. 

Fig. 1. Visualisation of characteristic demand profiles. 

Fig. 1 shows four types of demand profiles. The stationary 
profile remains steady, while the trending profile approximates 
a linear nature. Seasonal demand shows recurring patterns, 
whereas sporadic demand is characterised by a high number of 
zero values and irregular demand [7]. Instead of pure versions, 
hybrid forms of demand profiles are more common in practice.

The information on past demand enables an empirically 
based forecast of future demand using quantitative methods [8]
which can be either univariate or multivariate [9, 10]. Univari-
ate forecasts are based on the assumption that future SD quan-
tities can be determined on the basis of one characteristic, usu-
ally the time-based quantities of past SD. 

Multivariate forecasting methods imply that the quantity of 
SD to be forecast can be represented as a function of several 

independent variables and the demand can be described caus-
ally. For example, Winters' second-order exponential smooth-
ing, an extension of Holt's method with a seasonal factor, is 
well suited for applications with seasonal demand profiles [11]. 
The procedures are primarily suitable for stock-based produc-
tion and can only be used to a very limited extent in contract 
manufacturing, which processes individualised orders accord-
ing to specific customer requirements.

In addition to quantitative methods, qualitative forecasting 
methods are used, which are based on subjective factors, e.g. 
expert assessments. These methods are used when no repre-
sentative data from the past is available and are in principle 
suitable for use in contract manufacturing [7]. The aim is to 
map the implicit knowledge of specialised personnel, such as 
planners, managers or salespeople, on current developments 
and system states. The methods are often less costly than qual-
itative methods in comparable applications, but are also more 
prone to error [12]. Since qualitative methods are particularly 
suitable for longer-term predictions of entrepreneurial trends, 
they are often used for strategic SD planning and rarely for op-
erational [12].

2.2. Strategies for customer-specific order manufacturing

Order manufacturing is a strategy in which products are pro-
duced only after a specific customer order was received. The
approach differs from traditional Make-to-Stock (MTS) manu-
facturing. In MTS products are manufactured ahead of time and 
kept in stock for future sales. Well known order-oriented strat-
egies in manufacturing are Make-to-Order (MTO), Assemble-
to-Order (ATO) and Engineer-to-Order (ETO). [13]. 

The strategies have a different position of their respective 
CODP. While MTO and ETO can utilize forecasting only to 
limited extent for operational planning due to the high customer 
dependencies, quantitative forecasts in particular can be used 
for ATO and MTS. To expand forecasting applications in SD
planning, the Make-to-Forecast (MTF) strategy is postulated 
[14]. Especially for MTO, but also for ATO and ETO systems, 
MTF can enable greater independence from the CODP and 
translate forecast customer behaviour into specific production 
orders. In Figure 2, the CODP shift is represented by an MTF 
area, which represents a reduction in order processing times 
with a simultaneous increase in customisation [15]. 

Fig. 2. Schematic visualization of manufacturing strategies with 
regard to individualisation and order processing time [15]. 

MTF originates from operations research and represents a 
current research approach, which has so far mainly been con-
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sidered in the work of Akinc and Meredith [14–16]. They out-
line potential for higher delivery speeds by individualised prod-
ucts, customer decoupling through a floating the CODP [15, 
17]. Other hybrid systems with a floating CODP are repre-
sented under the term Virtual-Built-to-Order (VBTO) or Built-
to-Forecast (BTF), which use simulation and control structures 
to create a moving CODP from the perspective of production 
[18]. Although the idea dates back to the 1990s and 2000s [16, 
18, 19], there are hardly any examples of practical applications 
for strategies like MTF so far, despite extremely promising po-
tentials and a potentially very broad target group [17, 20].

2.3. Machine learning for sales and demand predictions

To enable better forecasting in order manufacturing, the of-
ten good historical sales data should be enriched with addi-
tional qualitative and quantitative data. Since the volume and 
inherent complexity of the resulting data generally make man-
ual evaluation uneconomical, the use of ML methods for effi-
cient evaluation and use of the implicitly available knowledge 
is sought [21]. In the project, the use of regression methods is 
aimed at predicting SD quantities, which, analogous to the uni-
variate and multivariate approaches of the quantitative meth-
ods, use a dependent or several independent variables for mod-
elling and predict future values of this variable [22]. Depending 
on the input data, a distinction is also made between univariate 
and multivariate methods for forecasting time series [23], 
whereby ML also enables the combination of qualitative and 
quantitative input data, for example through one-hot encoding 
[24]. A promising approach to time series forecasting is repre-
sented by neural networks or deep learning methods, with 
which significant successes have been achieved in various ap-
plication areas in the past decades [25]. The decisive factor for 
these successes and the cross-domain spread is the ability of 
these ML methods to recognise complex, non-linear patterns in 
data and to map unstructured relationships without using a-pri-
ori hypotheses [26]. One promising modelling method is Long 
Short-Term Memory Networks (LSTM), which have an internal 
memory through feedback neurons arranged in layers and are 
typically used to discover time-related information [27]. At the 
same time, practical applications already show that SD fore-
casting with ML actually works in certain domains. The focus 
is often on retail. This is because a large part of the logistics 
costs incurred for warehousing etc. are directly dependent on 
sales planning. At the same time, there are product-specific re-
quirements, for example, the products could be perishable, es-
pecially in the food sector [28, 29]. It becomes clear that ML is 
more applicable in large scenarios than classical forecasting ap-
proaches, but they do not outperform them in accuracy in all 
use cases. Similarly, Güven and Şimşir [30] and Ren et al. [31]
in the fashion industry focus more on the inventory planning 
problem than on perishability. Here, too, different algorithms 
are used and compared, including support vector machines and 
neural networks. 

2.4. Data enrichment

In the comparison of the different cases, the use of quantita-
tive data is particularly apparent. This usage of additional data 

is called data enrichment. It provides a more comprehensive 
understanding of the market and the consumer behaviour. It al-
lows the user to understand the influence of various other vari-
ables on the corresponding sales and to include them in the 
forecast [32]. The most common data sources are shown in Ta-
ble 1.

Table 1. Common sources for Data Enrichment in SD Forecasting

Data Source Data Type
Historical sales figures [6, 33] Quantitative
Sales figures of similar products [34] Quantitative
Assessment of in-house experts [35] Qualitative
Advertising, marketing and online us-
age [36, 37]

Quantitative/ 
Qualitative

Customer surveys [35] Quantitative/ 
Qualitative

Environmental Conditions (weather, 
seasonality, indices of economic situa-
tion) [38, 39]

Quantitative/ 
Qualitative

Data enrichment and the selection of appropriate sources 
will become crucial in the course of the PrABCast research pro-
ject in order to use machine learning methods in SMEs in a tar-
get-oriented way in SD forecasting.

3. Framework

3.1. Concept

The PrABCast research project aims to enable SMEs with 
contract manufacturing to produce more accurate SD forecasts. 
To this end, qualitative and quantitative data from different 
sources and suitable ML methods as explained in the literature 
review are to be used to create better forecasts depending on 
the production strategy, the variety of variants and the customer 
profiles. The improvement for the company lies not only in 
shortening the order lead time, but also in optimising the degree 
of individualisation of the products. In order to implement 
these SD forecasts in contract manufacturing, practical re-
search was carried out in the project from the very beginning. 
Within the framework of a qualitative initial study in the form 
of expert surveys, it was ascertained how situations are cur-
rently solved in the actual state at the companies of the project-
accompanying committee, in which the OLT of customer or-
ders is longer than the DT. It emerged clearly from all SMEs 
that they do not initially work on the method or procedure of 
forecasting itself, but try to shorten the OLT with the help of 
production management measures. The reasons for this vary.
They can be divided into three categories: 
 Competence,
 Speed of implementation
 Acceptance. 
Firstly, companies often implement changes in work system 

design or in production management as part of the continuous 
improvement process. Therefore, they rate their competence in 
this area higher than in understanding and adapting forecasting 
methods and algorithms. Secondly, the impact of changes on 
the shop floor can be measured manually, which allows for 
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faster experimentation. As a result, SMEs see a higher imple-
mentation speed of measures on the shop floor itself. Finally, 
the issue of acceptance plays a major role in critical decisions. 
This is closely related to the area of Explainable AI. Adjust-
ments in production are often understood by SME decision 
makers because they have a technical background. However, 
changes to traditional forecasting methods are more critically 
scrutinised, because the origins of the forecast results are not 
understood. The acceptance of the decisions based on them is 
smaller.

To this end, a first draft of a framework was developed with 
which SMEs can work on their on-time delivery rate in a struc-
tured way.

If the OLT is longer than the DT, the first step is to improve 
the production system to shorten the OLT. This can be done 
using Operational Excellence or Lean methods. Using group 
technology ideas to shift the CODP is also a possibility. If the 
OLT is still longer than the DT, the forecast needs to be opti-
mised. This is the main focus of the PrABCast research project
According to the current state of the literature, data enrichment 
and the use of machine learning methods can be promising ap-
proaches. We aim to provide SMEs with the right recommen-
dations for action based on their prerequisites in terms of data, 
staff competence and organisation. To this end, we define re-
quirements and analyse numerous use cases with the users to 
determine which combination of measures is best in which sit-
uation. The concept presented in Fig. 3 is always followed.

3.2. Requirements in Order Manufacturing environment

This draft concept needs to be detailed within the framework 
of the research project in order to make it applicable in SMEs. 
This concept was therefore initially discussed within the frame-
work of a survey and a user workshop. Since the focus is on the 
practicability of the application in SME, the requirements that 
are placed on such a concept were initially elicited. Since ex-
perts from the corresponding sales departments, managers, data 
scientists and providers of corresponding software solutions 
were in the group, a comprehensive picture emerged. Due to 
the great practical relevance and the relevance of expert 
knowledge in SD planning in SME, a socio-technical approach 
according to Strohm and Eberhard [40] on the basis of Emery
[41] is appropriate. This is supplemented by the inevitable data-
analytical perspective in Industrial Data Science topics. In es-
sence, the requirements can be divided into four categories: 
Data, Technology, Human, Organisation.

3.2.1. Data
In relation to data, two areas of requirements were dis-

cussed: Data availability and data quality. Data availability is 
crucial from two points of view. Since data enrichment is core 
to the concept and necessary for sufficient training of corre-
sponding ML methods, it must be available or made available. 
At the same time, this point companies lack digitalisation, es-
pecially in the production area. Good data quality is indispen-
sable for forecast quality. For this purpose, it is a requirement 
to specify an appropriate data quality level for the respective 
data types and processes of the respective company in order to 
ensure the success of the forecasts.

3.2.2. Technology
Technically, special requirements apply in the heterogene-

ous system landscape in Germany's SME. This affects the three 
areas of software, hardware and security. On the software side, 
integration is crucial. On the one hand, there must be a software 
option to apply any forecasting procedures at all, as many com-
panies rely on standard solutions from manufacturers with lim-
ited functions. Furthermore, it must be possible to integrate the 
forecasting results into downstream systems so that previously 
automated processes continue to function in a lean manner. The 
same applies to the hardware. Many order manufacturers fear 
the high computing power that the corresponding models re-
quire, as the results must be available quickly. The hardware 
plays a role in ensuring that this requirement for fast availabil-
ity is met. A technical infrastructure with servers or cloud-
based must be created that meets this requirement. Security 
plays a decisive role in this. SD planning data in particular is 
sensitive. If this data or forecasts get to competitors, the entire 
position in the market is at risk. Data security must therefore be 
ensured on the hardware and software side.

3.2.3. Human
The human factor results directly from the application of 

ML in an industrial environment, as people bear responsibility 
in the decision-making process here. There is a requirement for 
acceptance of the concept as well as for competence develop-
ment. Acceptance is important insofar as decisions that deter-
mine the success of a company are made on the basis of sales 
forecasts. Depending on the company, different people are re-
sponsible for these decisions. In detailing the concept and its 
introduction, it is important to take into account that these peo-
ple accept and support the decision that is made for them by a 
process from the field of artificial intelligence. Even deciders 

Fig 3. Step-based concept in PrABCast research project
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in Management positions need to carry the results. Competence 
development also plays a significant role in this. The employ-
ees concerned must be enabled to comprehend the decisions 
and understand them up to a certain point. It must be taken into 
account that people with an affinity for data (analysis) do not 
always work in corresponding roles.

3.2.4. Organisation
In addition, there are organizational requirements for such a 

concept. Individuality, limitation, strategy and management 
support are decisive requirements. It must first be taken into 
account that there are always exceptional cases in order manu-
facturing. The workshop showed that none of the manufactur-
ers pursues one single production strategy, but mostly offers all 
versions for different products from ETO to MTS. In addition, 
in some product areas, a few customers account for a large pro-
portion of sales. This is just one case that must be taken into 
account when analysing the historical requirement profiles and 
must always be considered on a company-specific basis. As a 
result, individual solutions are often necessary. Accordingly, 
when developing the concept, it is necessary to look as closely 
as possible at which input variables and data sources are rele-
vant for a company and are included in the model. In addition, 
a precise limitation of the product portfolio to be considered is 
necessary when the concept is first introduced. Due to the large 
company-internal differences for the sale of different products, 
one model does not work for the entire portfolio, a useful area 
must be selected during the introduction. This leads directly to 
the strategy. The target variable to be optimized for is decisive 
for the selection of the best model. This is also individual. Sales 
and requirements planning are followed by other areas of pro-
duction planning and control. Different methods and proce-
dures are chosen according to different objectives. In order to 
deal with these production logistics goals, a company needs
different forecasting horizons in different aggregations. The 
product is also relevant for doing this. Management support re-
sults from the human factors. The workshop participants agreed 
that the introduction of digitization solutions and industrial data 
science only works if the management is fully committed with
the project. 

4. Conclusion and Outlook

The extensive literature research shows that for the goal in 
Order Manufacturing - the greatest possible flexibility in pro-
duction itself with simultaneous fulfilment of all customer or-
ders in the appropriate time – a corresponding forecast as well 
as the customer decoupling point are decisive. In other areas, 
there are numerous other data sources that also show potential 
for Order Manufacturing in addition to the data already used. 
Furthermore, the initial surveys and workshops show that a 
structured approach such as the one shown in Fig. 3 for com-
bining known approaches to optimising the production system 
with optimising the forecast is appealing to the companies. By 
adapting available ML methods to a specific use case and en-
riching them with additional qualitative and quantitative data 
sources, it can be concluded that ML that reliable SD forecasts 
can also be generated in Order Manufacturing. However, it is 

important to take into account the requirements when develop-
ing the concept and in the context of the exemplary analyses. 
Special framework conditions apply here due to the objective 
of enabling the application in SME. At the same time, the liter-
ature offers useful tools in numerous areas that are mentioned 
in the requirements. Models for evaluating data quality should 
be mentioned here, as well as classic methods for combining 
different data sources on one hand or Group Technology ap-
proaches for shifting the CODP on the other hand. The volatile 
field in ML is also promising, which always offers new devel-
opments that fit for many individual cases - also in the area of 
SD forecasting. At one user company, we have already carried 
out an individual project to introduce levelling using group 
technology and, in parallel, improved the forecast by changing 
the method from linear regression to Holt-Winters, in this case 
without data enrichment. Both have a positive effect on deliv-
ery reliability and compliance with DT. This, and the compa-
nies major participation in the elaboration of requirements and 
the framework, is a promising start to the PrABCast project, in 
which we want to draw conclusions about the general applica-
bility via further individual use cases and the analysis in the 
respective procedure.
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