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Abstract—With the rise of deep learning and the widespread
use of face recognition, face image privacy has become a critical
research issue. Face de-identification is acknowledged as effective
for protecting identity privacy. As media formats diversify, it is
imperative to extend privacy protection to videos. Addressing the
core problem of identity consistency between frames, we propose
a video de-identification approach based on the diffusion model.
We disentangle video features with a diffusion autoencoder, where
the identity and motion features are encoded into high-level
semantic spaces while background and other facial identity-
independent features into low-dimensional random subcodes.
The unified time-independent identity representation is used to
achieve coherent video de-identification results. Compared to
existing methods, our proposed approach demonstrates superior
performance in terms of privacy protection effectiveness, identity
consistency between frames, and utility.

Index Terms—Diffusion Models, Feature Disentanglement,
Face De-identification, Identity Protection

I. INTRODUCTION

The privacy protection of face images is an emerging
research issue in computer vision, dedicated to addressing
privacy infringements arising from the rise of deep learning
technologies and the widespread application of face recog-
nition. Face images are considered one of the most privacy-
sensitive biometrics, closely linked to personal identity.

De-identification is effective in protecting the identity of
face images and aims to make the original identity inaccessible
to biometric recognition mechanisms by hiding, modifying,
or removing personal identifiers. With the development of
generative models, de-identification techniques based on deep
learning have received a lot of attention.

Early methods including face restoration [1] or full-face
generation [2] effectively remove sensitive information but
struggle with maintaining visual similarity. To further en-
hance the utility, some of the research achieved the trade-
off by adding additional constraints [3]. To achieve more
refined identity modification, some methods [4], [5] proposed
to disentangle the face representation and only modify the
relatively independent identity without affecting other identity-
independent attributes, which can better retain the visual
similarity with the original image.

Previous research primarily focused on static face images,
but as media formats diversify, identity protection technologies
must adapt to a wider range of media formats. The primary

challenge is to seamlessly modify the original video stream
without inducing visual artifacts such as flickering or distor-
tion between frames while maintaining temporal consistency.
Common approaches include interpolating and smoothing be-
tween adjacent frames [6], learning mixed masks [7], and
incorporating past frames into the input when predicting
the current frame result [8]. Utilizing the redundancy and
continuity of data in the video [9] facilitates the comprehensive
reconstruction of the entire video stream, enhancing stability
and continuity in video de-identification results.

In this work, we propose a video de-identification method
based on diffusion model. A diffusion autoencoder is applied
to disentangle video features, which maps identity and motion
features into a high-level semantic space and encodes back-
ground and other identity-independent facial attributes into a
low-dimensional space. We address the issue of inter-frame
identity inconsistency by using a unified identity across the
entire video.

Our contributions can be summarized as follows:
1) We propose a video de-identification approach capable

of editing disentangled, time-independent identity, re-
sulting in continuous and stable results.

2) Our work leverages the diffusion autoencoder to enhance
the adaptability to a wider range of images with better
generalization capabilities.

3) Our method outperforms baselines by generating high-
quality de-identification results across diverse datasets,
showcasing better inter-frame identity consistency.

II. RELATED WORKS

A. Diffusion Models
Denoising diffusion probabilistic models (DDPMs) [10]

represent a significant advancement in the realm of generative
models. The fundamental objective of DDPMs is to predict
and associate the noise inherent in the input image. In con-
trast to GANs and the majority of Variational Autoencoders
(VAEs) that encode input data into a low-dimensional space,
DDPMs maintain a latent space with dimensions equal to
those of the input. This unique characteristic contributes to
achieving superior image fidelity and diversity, even though the
generation process necessitates a substantial number of feed-
forward steps. To solve the problem of slow sample generation



in DDPM, DDIM [11] defines the image sampling process as
a non-Markov Chain to accelerate the generation process.

Prechakul et al. [12] proposed a Diffusion Autoencoder
(DiffAE) that employs two forms of latent variables: one to
represent useful high-level semantic information and another
to represent residual low-level random information. Through
semantic and random encoders, DiffAE achieves high-quality
image reconstruction and provides advanced semantic repre-
sentation for downstream tasks. Inspired by this, we aim to
disentangle facial video features, extracting a unified identity
representation and subsequently achieving high-quality face
video de-identification.

B. Face Video De-identification

In recent years, the trend of widespread use of face videos
on social media has led to a new research domain focused on
face de-identification. Existing approaches to this issue can be
classified into two main types.

1) Identity Swapping Techniques: Substituting faces in
videos for de-identification is a direct approach. This can
involve using real or synthesized identities, with the latter
offering more comprehensive privacy protection. Samarzija et
al. [13] used pre-trained active appearance models to swap
faces. Zhu et al. [14] used deepfake technology for medical
video de-identification, swapping patients’ faces with open-
source characters. To enhance visual fidelity, more advanced
identity-swapping methods have been proposed.

2) Identity Disentanglement-Based Methods: While prior
methods achieved notable results, their reliance on auxiliary
identities poses compliance challenges with strict regulations.
Gross et al. [15] used a generative multi-factor model to
factorize input images into identity and non-identity com-
ponents. They applied a de-identification algorithm to the
combined factorized data, reconstructing de-identified images
using the model’s bases. Ren et al. [16] employed a multi-
task extension of GAN with a face anonymizer and a motion
detector. IdentityMask [9] proposed to introduce the motion
flow into video de-identification, which reconstructs video by
motion and the de-identified first frame.

III. METHODS

We define video face de-identification as follows: Given
a face video V =

(
x(1), x(2), · · · , x(n)

)
, where x(i) denotes

the i-th frame, the de-identification algorithm F modifies or
conceals identity information in the original video, denoted as:

ID
{
x(i)

}
̸= ID

{
F(x(i))

}
1 ≤ i ≤ n (1)

Although each frame is processed individually during the de-
identification process, to ensure coherence and stability in
the generated video, the resulting de-identified video should
exhibit temporal identity consistency. This implies that the
identity between frames in the de-identified video should be
maintained, formally expressed as:

ID(F(x(i))) = ID(F(x(j))) ∀i, j ∈ [1, n] (2)
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Fig. 1. The process of semantic features extraction for videos.

A. Framework

We propose a framework for face video de-identification,
leveraging diffusion models to learn a semantically meaning-
ful latent space. De-identification is achieved by editing the
disentangled identity features, preserving motion and other
identity-independent attributes.

Initially, identity information zid and facial landmarks zlnd
are extracted from the original image using the identity en-
coder Eid and landmark encoder Elnd. A mapping network,
composed of a multilayer perceptron, yields a high-level
semantic representation zsem. The conditional DDIM functions
dually as both an encoder and a decoder. During the encod-
ing process, it transforms low-level random variations based
on the semantic representation zsem into xT , encompassing
background features and other attributes unrelated to facial
identity and motion. In the decoding process, it can generate
the corresponding face image based on zsem and xT .

B. Video Feature Disentanglement

We refine the feature representation of N frames of video

denoted as
{
x
(n)
0

}N

n=1
into temporally invariant identity rep-

resentation, temporally correlated motion representation, and
frame-specific facial attributes and background representation.

Inspired by DiffAE [12], identity and motion-related infor-
mation are suitable for mapping to a high-level semantic space,
extracting relevant features zsem. In contrast, frame-related
background and identity-independent attribute details exhibit
more diverse variations and are better suited for encoding into
a low-level space xT .

To achieve the aforementioned feature disentanglement,
our approach includes two independent encoders: the identity
encoder Eid and the landmark encoder Elnd. We utilize a
mapping network M to map them to a high-level semantic
space, as illustrated in Fig. 1. Additionally, it incorporates a
conditional noise predictor ϵθ for the diffusion process.

The identity encoder extracts identity features for each
frame x

(n)
0 , and computes the mean of N identity features as

the unified identity for the entire video, as shown in Eq. (3).

z
(n)
id = Eid

(
x
(n)
0

)
zid =

1

N

N∑
n=1

z
(n)
id (3)

We utilize the landmark encoder to extract z(n)lnd from each
frame x

(n)
0 to characterize the motion, as formulated in Eq. (4).

z
(n)
lnd = Elnd

(
x
(n)
0

)
(4)
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Fig. 2. Overview of the diffusion autoencoders training loss functions.

We use the pre-trained Eid and Elnd to ensure the identity
and motion disentangled from other facial features, and pro-
vide supervision for training. Subsequently, we use a learnable
mapping network M to map frame-independent zid and frame-
specific zlnd to the semantic space, obtaining semantic features
z
(n)
sem corresponding to each frame, as formulated in Eq. (5).

z(n)sem = M(zid, z
(n)
lnd ) (5)

Utilizing a noise estimator ϵθ conditioned on z
(n)
sem , we en-

code other information contained in the face image, excluding
semantic features, from the original image frames into random
codes x

(n)
T . This process is conceptualized as a stochastic

encoder Esto, expressed as Eq. (6).

x
(n)
T = Esto(x

(n)
0 , z(n)sem) (6)

It is important to note that the stochastic encoder Esto does
not involve additional network structures. Instead, it relies
on a deterministic forward process determined by conditional
DDIM, as outlined in Eq. (7). The resulting noisy image
x
(n)
T maintains the same dimensions as the original image,

facilitating the encoding of background information without
sacrificing spatial details.

xt+1 =
√
αt+1fθ (xt, t, zsem) +

√
1− αt+1ϵθ (xt, t, zsem)

fθ (xt, t, zsem) =
1

√
αt

(
xt −

√
1− αtϵθ (xt, t, zsem)

)
(7)

The deterministic execution of the reverse generation pro-
cess through conditional DDIM, as Eq. (8), reconstructs the
encoded features

(
z
(n)
sem , x

(n)
T

)
back into the original frame.

Through the semantic encoder and stochastic encoder, detailed
representations of the original image are obtained, simultane-
ously providing advanced semantics for downstream tasks.

pθ

(
x
(n)
0:T | z(n)sem

)
= p

(
x
(n)
T

) T∏
t=1

pθ

(
x
(n)
t−1 | x(n)

t , z(n)sem

)
(8)

C. Training Process

The training of the diffusion autoencoder is illustrated in
Fig. 2, and the overall loss function consists of two compo-
nents. The first part is the DDPM loss represented by Eq. (9).

Lsimple = Ex0∼q(x0),ϵt∼N (0,I),t

∥∥∥ϵθ (x(n)
t , t, z(n)sem

)
− ϵt

∥∥∥
1
,

(9)

where z
(n)
sem represents the high-level semantic features of the

input image x
(n)
0 . We aim to encode relevant information of

the facial region in the semantic features z
(n)
sem , with other

background information encoded in xT . Therefore, additional
internal consistency loss Linner and external consistency loss
Louter are designed to prevent leakage of facial identity infor-
mation into xT . During training, two different Gaussian noises,
ϵ1 and ϵ2, are sampled for the original image x0, resulting
in two distinct noise samples xt,1 and xt,2. The objective
is to minimize the difference between fθ,1 and fθ,2 in areas
excluding the facial region, as formulated in Eq. (10):

Linner = Ex0∼q(x0) ∥fθ,1 ⊙m− fθ,2 ⊙m∥1 , (10)

where fθ,i =
1√
αt

(
xt,i −

√
1− αtϵθ (xt,i, t, zsem)

)
.

For the noise samples xt, the denoising process is ap-
plied using the high-level semantic features zsem extracted
from the original image x0, resulting in a denoised image
x̂0 = fθ,r (εr). Additionally, the results fθ,s are generated
using identity information from another face image xs, and
by minimizing the difference in the background between x̂0

and fθ,s, as expressed in Eq. (11).

Louter = Ex0∼q(x0) ∥fθ,r ⊙ (1−m)− fθ,s ⊙ (1−m)∥1 ,
(11)

where, fθ,r represents the original reconstruction process and
fθ,s represents the generated result obtained by using the high-
level semantic features zssem corresponding to the identity zsid
extracted from another face image xs.

Combining the above loss functions, the total loss employed
in our training can be expressed as:

L = Lsimple + λ1Linner + λ2Louter, (12)

where λ1 and λ2 are hyperparameters.

IV. EXPERIMENTS

A. Implement Details

1) Network Architecture: The overall model is based on
an improved version of the DDIM [17] model, utilizing a
U-Net structure composed of residual blocks and attention
modules. The resolution of the model is set to 256×256. A
pretrained face recognition model ArcFace [18] and a face
keypoint detection model 1 are employed to obtain zid ∈ R512

and zlnd ∈ R106, respectively. These embeddings are further
mapped to zsem ∈ R512 through an MLP network. The
temporal aspect during the diffusion process is initially embed-
ded into a 128-dimensional vector using positional encoding,
followed by projection into a 512-dimensional vector with a
two-layer MLP network activated by SiLU.

2) Dataset: During training, we use the video dataset
VoxCeleb [19], which comprises 22,496 videos obtained from
YouTube. The video frames are aligned and cropped using the
approach proposed by Tzaban et al. [20], resulting in videos
ranging from 64 to 1024 frames with a resolution adjusted to
256×256.

1https://github.com/cunjian/pytorch face landmark



3) Experiment Setup: The approach we proposed is imple-
mented using PyTorch and employs the Adam optimizer with
β1 = 0.9, β2 = 0.999, and a learning rate of 1 × 10−4. The
hyperparameters in Eq. (12) are set to λ1 = λ2 = 1. The entire
model undergoes end-to-end training on a GeForce RTX 3090
GPU, with a batch size of 8.

B. Qualitative Experiments

1) Reconstruction Results: We selected 10 videos featur-
ing distinct identities from the RAVDESS dataset [21]. This
dataset comprises 7,356 videos, including speaking videos
with varied emotions and expressions from 24 professional
actors. We employed two StyleGAN-based image inversion
and reconstruction methods, Pixel2Style2Pixel (pSp) [22] and
Encoder4Editing (e4e) [23] for baseline comparison, where the
results are shown in Fig. 3. The results of StyleGAN-based
methods exist minor changes in detail due to the accuracy of
inverse latent codes and the influence of generative priors, and
our approach can achieve more accurate results.

(a) 

(b) 

(c) 

(d) 

(e) 

Fig. 3. Video reconstruction results and comparison with baseline models,
where (a) the original video images (b) ours (T = 100) (c) ours (T = 1000)
(d) Pixel2Style2Pixel [22] and (e) Encoder4Editing [23].

2) De-identification Results: During the de-identification
process, our objective is to alter the identity while maintain-
ing consistency in other information. In our framework, we
selectively perturb the identity zid, while preserving zlnd and
other encoded information in xT unaltered. We first calculate
the identity zid, and then add random Gaussian noise to obtain
the new identity z′id = zid + n. Subsequently, we generate de-
identified results based on z′id and the original xT .

We compared our method with others, including AMT-
GAN [24], DeepPrivacy [2], CIAGAN [6], Gu et al. [25], and
IdentityDP [4]. The results tested on the CelebA-HQ dataset
prove that our method outperforms others in visual quality,
demonstrating superior generalization and de-identification
effectiveness while retaining more similarity.

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

Fig. 4. Face image de-identification results and qualitative comparison of
various state-of-the-art methods, where (a) original image (b) AMT-GAN [24]
(c) DeepPrivacy [2] (d) CIAGAN [6] (e) Gu et al. [25] (f) IdentityDP [4]
(ε = 0.5) (g) ours (T = 100).

(a) 

(b) 

(c) 

(d) 

Fig. 5. The video de-identification results of our method, where (a) the
original image (b) cropped and aligned result (c) the de-identified result, and
(d) the inverse transform result.

The results of video de-identification are illustrated in
Fig. 5. We initially perform image cropping and rotation
alignment based on facial key points, and the de-identified
faces are transformed back to the original frames through
inverse transformations. The results prove that our approach
can effectively handle video sequences, maintaining identity-
independent attributes while successfully achieving identity
feature manipulation. The de-identified video results exhibit
consistent identity preservation across different frames.

3) Ablation Experiments: The ablation results for the loss
functions in Eq. (12) are shown in Fig. 6. We mainly test the
mask range of Linner and whether applying Louter.
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Fig. 6. The ablation results of our method with T = 20, where (a) the original
image, (b)-(d) are the corresponding results of exchanging identity features
in each group of images, (b) only use Linner and the inner mask contains the
full portrait foreground (c) only use Linner and the inner mask contains only
the range of faces (d) using both Linner and Louter.

TABLE I
PERFORMANCE EVALUATION OF IMAGE RECONSTRUCTION AND

COMPARISON WITH OTHER METHODS. THE RED REPRESENTS THE BEST.

PSNR↑ SSIM↑ LPIPS↓
Pixel2Style2Pixel [22] 24.364 0.816 0.314
Encoder4Editing [23] 25.129 0.831 0.157

Ours(T = 100) 34.909 0.948 0.246
Ours(T = 1000) 40.676 0.994 0.065

Based on the experimental results, we can find that: (1)
If the mask m covers the entire foreground, it may result in
black regions or hair part losses when the foreground in the
target identity is larger than that of the source image, (2) better
disentanglement can be obtained when simultaneously using
both internal and external consistency losses, as swapping
identity does not affect hairstyle or background while retaining
facial features unrelated to identity, preserving higher visual
similarity with the original image.

C. Quantitative Experiments

1) Reconstruction Results: We randomly selected 500 face
images from the CelebA-HQ dataset and 10 videos from the
RAVDESS [21] for reconstruction testing. We compare the
PSNR, SSIM and LPIPS to quantitatively assess reconstruction
performance and the results are shown in Table I.

In comparison to GAN-based inversion methods, our frame-
work achieves superior reconstruction results, preserving
higher pixel-level similarity even with a relatively low number
of sampling steps (T = 100). Increasing the sampling steps
can further enhance the performance.

2) De-identification Results: We randomly selected 1,000
images from the CelebA-HQ dataset for testing. Face recog-
nition models always determine whether two face images
share the same identity information by computing the identity
distance between their identity features and comparing it to a
threshold, so we calculate the identity distance between the
de-identification results with the original images to evaluate
privacy protection effectiveness.

TABLE II
PRIVACY PROTECTION EFFECTIVENESS EVALUATION AND COMPARISON
WITH OTHER METHODS WITH DIFFERENT FACE RECOGNITION MODELS.

THE RED ONE REPRESENTS THE BEST AND THE BLUE ONE THE SECOND.

Id-distance ArcFace↓ FR↑ FaceNet↑
VGGFace2 CASIA

AMT-GAN [24] 0.672 0.556 0.939 0.915
DeepPrivacy [2] 0.610 0.749 1.206 1.172

CIAGAN [6] 0.517 0.759 1.191 1.162
Gu et al. [25] 0.526 0.838 1.201 1.138
IdentityDP [4] 0.410 0.751 1.225 1.184

Ours 0.402 0.761 1.269 1.182

TABLE III
IDENTITY CONSISTENCY EVALUATION AND COMPARISON WITH METHODS
WITH DIFFERENT FACE RECOGNITION MODELS. CONTRARY TO TABLE II,

HIGHER IDENTITY SIMILARITY INDICATES BETTER CONSISTENCY.

Id-consistency ArcFace↑ FR↓ FaceNet↓
VGGFace2 CASIA

AMT-GAN [24] 0.752 0.316 0.562 0.580
DeepPrivacy [2] 0.519 0.610 1.016 0.919

CIAGAN [6] 0.696 0.413 0.617 0.604
Gu et al. [25] 0.692 0.428 0.815 0.789
IdentityDP [4] 0.492 0.611 1.002 0.967

Ours 0.781 0.392 0.513 0.509

The results presented in Table II show that our method
effectively achieves identity protection, demonstrating robust-
ness across various face recognition models. Similar to Identi-
tyDP [4], our algorithm adopts disentangled identity editing in
latent space and exhibits more effective protection compared to
adversarial perturbation methods [24] and full-face generation
methods [2]. Compared to conditional GAN-based face de-
identification methods [6], [25], our approach allows more
targeted identity protection.

We selected 15 videos from VoxCeleb [19] and 15 from
RAVDESS [21] for testing. For other baselines, we set the
same conditions between each frame from the same video to
maximize identity consistency. We choose the de-identification
result of the first frame as a reference and calculate the identity
distance between other de-identified frames of the same video
as the measure of identity consistency, as shown in Table III.
Compared with other methods, our method uses a uniform
time-independent identity for each frame, which can better
preserve identity consistency.

3) Utility: The utility evaluation results are presented in
Table IV. We evaluate the utility for identity-independent com-
puter vision tasks by performing face detection and defining
the proportion of faces that can still be detected in the pro-
tected images as Face Detectability (FD). We further calculate
the Pixel-level Distance (PD) of the face region between the
de-identified results and the original image. We use peak
signal-to-noise ratio (PSNR) and structure similarity (SSIM)
to measure image similarity at the pixel level and calculate
LPIPS [26] to measure the perception similarity. It is evident
that deep learning-based algorithms consistently achieve high-
quality image generation, indicating a high detectability of
faces. Due to the constraints in our design, the semantic



TABLE IV
THE UTILITY EVALUATION AND COMPARISON WITH OTHER METHODS

UNDER DIFFERENT METRICS.

FD ↑ PD ↓ PSNR ↑ SSIM ↑ LPIPS ↓
AMT-GAN [24] 0.992 2.571 20.516 0.798 0.259
DeepPrivacy [2] 0.999 3.274 21.683 0.792 0.411

CIAGAN [6] 0.981 4.598 18.175 0.587 0.497
Gu et al. [25] 0.925 3.200 19.062 0.683 0.489
IdentityDP [4] 0.995 1.758 24.018 0.865 0.293

Ours 0.994 1.614 25.127 0.873 0.276

features correspond closely to the facial interior, resulting in
de-identification results that can maintain a more consistent
pixel-level distance within the facial region. Furthermore,
the diffusion model’s excellent generalization, achieved by
accurately encoding background information in the random
code xT within the disentanglement framework, contributes
to higher pixel-level and perceptual similarity.

V. CONCLUSION

In this paper, we present a face video de-identification
framework, which addresses the challenge of identity co-
herence across frames in de-identified video. We encode
disentangled facial identity and motion into the semantic
space, while other information in video sequences is encoded
into a low-dimensional space, facilitating high-quality im-
age reconstruction. Inter-frame consistency is preserved by
utilizing a consistent identity throughout the de-identified
video generation. The diffusion model demonstrates superior
generalization capabilities and effectively adapts to a broader
range of image characteristics. Experimental results showcase
that the proposed algorithm outperforms existing face de-
identification methods. Future research may refine and extend
the proposed framework for real-world applications, evaluating
its performance in complex scenarios.
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