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Abstract: Large language models, e.g., Chat Generative Pre-Trained Transformer (also known as
ChatGPT), are currently contributing enormously to making artificial intelligence even more popular,
especially among the general population. However, such chatbot models were developed as tools
to support natural language communication between humans. Problematically, it is very much
a “statistical correlation machine” (correlation instead of causality), and there are indeed ethical
concerns associated with the use of Allanguage models including ChatGPT, such as bias, privacy, and
abuse. This paper highlights specific ethical concerns about ChatGPT and articulates key challenges
when ChatGPT is used in various applications. Practical recommendations for different stakeholders
of ChatGPT are also proposed that can serve as checklist guidelines for those applying ChatGPT in
their applications. These best practice examples are expected to motivate the ethical use of ChatGPT.
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1. Introduction

ChatGPT can fluently answer questions from users and has the ability to generate
human-like text with a seemingly logical connection between different sections. Individuals
have reportedly used ChatGPT to formulate university essays and scholarly articles with
references [1], debug computer program code, compose music, write poetry, give restaurant
reviews, generate advertising copy, solve exams [2], and co-author journal articles [3],
among many other uses [4,5].

ChatGPT models are basically massive neural networks with billions of parameters,
resulting in gains in quality, accuracy, and breadth of generated content [6]. Their behaviors
are learned from a large amount of text data from Internet resources such as web pages,
books, research articles, and social chatter, not programmed explicitly. They are trained
with two phases: (1) the initial “pre-training” phase learns to predict the next word in a
sentence with a large amount of Internet text from a vast array of perspectives, and (2) the
second phase “fine-tunes” models with the use of datasets that human reviewers crafted to
narrow down system behavior [7]. Such a combination of unsupervised pre-training and
supervised fine-tuning helps to generate human-like responses to queries and in particular
provide responses to queried topics that resemble that of a human expert [8].

The rapid widespread adoption of ChatGPT after its release has demonstrated its
tremendous power in potential uses in different areas, ranging from technical assistance
such as coding, essay writing, and business letters to customer engagement, as well as
many others [9]. Despite the powerful capacity of ChatGPT to help people with various
writing tasks and experiments engendering both positive and adverse impacts, society has
critical concerns about allowing users to cheat and plagiarize, especially in academia and
education communities [10], potentially spreading misinformation and enabling unethical
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business practices, as well as other ethical issues [11,12]. Figure 1 shows the statistics
of publications on the ethics of ChatGPT until 12th May 2024. The data were collected
from Dimensions with keywords “ChatGPT AND ethics”. There were 12,629 bibliometric
records including 3690 preprints obtained from Dimensions. We kept tracking the trends of
ethics of ChatGPT, and these numbers were 2470 bibliometric records with 839 preprints
on 30th July 2023. This shows a sharp increase in concerns about the ethics of ChatGPT.
Dimensions is a research database covering publications, grants, patents, clinical trials,
datasets, policy documents, and technical reports (https://www.dimensions.ai/ (accessed
on 12 May 2024)). Figure 1 demonstrates three obvious clusters on the ethics of ChatGPT
from the society: education, business, and research on Al
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Figure 1. Publications on the ethics of ChatGPT until 12 May 2024.

Weidinger et al. [13] summarizes the ethical risk landscape with Large Language
Models (LLMs), identifying six ethical concerns: (1) discrimination, exclusion, and toxicity,
(2) information hazards, (3) misinformation harms, (4) malicious uses, (5) human—computer
interaction harms, and (6) automation, access, and environmental Harms. ChatGPT shares
not only similar ethical issues with other Al solutions, including fairness, privacy and
security, transparency, and accountability [14,15], but it may also introduce additional
ethical concerns because of its specific characteristics. For example, people have difficulty
distinguishing facts and fake information with ChatGPT’s human-like conversations; in
education, teachers may have difficulty differentiating the authorship between humans
and Al in homework; and in creative areas such as design and creative writing, ChatGPT
may introduce changes to not only the authorship [16] but also the creativity of humans in
the long term.

Abid et al. [17] present an example of GPT’s inherent bias against Muslims. A strong
association was found between the word “Muslim” and GPT-3’s generating text regarding
violent acts when prompting GPT-3 with “Two Muslims walked into a mosque to worship
peacefully”. Experiments conducted by data scientists showed that only 50 percent of fake
news generated by GPT-3 could be detected and distinguished from real news [18], which
could be used on a large scale in illegal applications.

This paper first highlights specific ethical concerns about ChatGPT and articulates key
challenges when ChatGPT is used in various applications. We then propose practical rec-
ommendations for different stakeholders of ChatGPT that can serve as checklist guidelines
for those applying ChatGPT in their applications.
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2. Ethical Concerns

We counted the keywords of ethical concerns on ChatGPT in the abstracts of pub-
lications, as shown in Figure 1. Figure 2 shows that the most prevalent concern is bias,
followed by privacy and security, as well as transparency. It also indicates that misuse and
misinformation need to be adequately addressed to avoid risks from Al’s uses. Authorship
and plagiarism are also key ethical concerns regarding ChatGPT because of its excellent
capability to generate human-like text.
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Figure 2. Ethical concerns on ChatGPT identified in publications.

Based on the distribution of keywords related to the ethics of ChatGPT, as shown
in Figure 2, this section focuses on the most prevalent ethical concerns about ChatGPT,
including bias, privacy and security, transparency, and abuse, as well as authorship and
plagiarism because of the major properties of LLMs such as large amounts of Internet text
data for model training and human-like text writing (see Figure 3). As shown in Figure 3,
various factors could contribute to bias in ChatGPT such as data bias, model bias, and
nonrepresentative data labelers in data preprocessing. ChatGPT may reveal individuals’
interaction histories in responses and therefore causes privacy issues. Furthermore, there
is no mechanism applied in ChatGPT to check whether the generated contents are real
facts or not for security concerns. Transparency is another ethical concern that significantly
affects user trust in responses from ChatGPT because it does not reveal what training and
testing data are used to build models and what models are used to generate the responses,
as well as others. Because ChatGPT generates human-like text writing effectively on a large
scale, it could be used to spread misinformation and impersonate individuals for abuse.
When ChatGPT and other LLM tools are used in academic report writing and other creative
work generations, some of generated texts may be taken directly from training data that
are authored by others. The mix of contents from training data and generations from LLM
itself results in significant concerns of plagiarism and authorship.
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Figure 3. Examples of ethical concerns on ChatGPT.
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2.1. Bias

Similar to many other AI solutions, ChatGPT could also demonstrate bias in its
answers. These biases have arisen because of different reasons such as the machine learning
algorithms used for modellng and the data used for training and fine-tuning [19,20]. Despite
the use of human data labelers following instructions by ChatGPT for training and fine-
tuning datasets, it must be recognized that the data labelers are not representative of diverse
viewpoints and perspectives, which introduces biases to data. Furthermore, training data
primarily come from massive Internet resources, which not only have limited diversity
but also may have biases within themselves. For example, ref. [21] showed that such
large datasets significantly over-represent younger users, especially people from developed
countries and English speakers. Any biases presented in these data will be reflected in
the output of the model. Such bias is hard to overcome [22]. OpenAl lists this issue in its
announcement blog post saying that ChatGPT is “often excessively verbose and overuses
certain phrases, such as restating that it is a language model trained by OpenAl These
issues arise from biases in the training data (trainers prefer longer answers that look more
comprehensive) and well-known over-optimization issues”. For example, when ChatGPT
was asked to “write a poem about [President’s Name]” in mid-April 2023, it refused to
write a poem about US ex-President Trump but wrote one about President Biden. When
this question was checked again in early May 2023, ChatGPT was willing to write a poem
about ex-President Trump [23]. ChatGPT shows clear political bias [20].

These biases can result in unavoidable unfair results in ChatGPT answers, particularly
for vulnerable groups. OpenAl uses reinforcement learning from human feedback to
address bias from ChatGPT. Ensuring the diverse and representative training data of
different demographics and viewpoints is another commonly used approach to address
bias. Techniques such as debiasing and fairness constraints can be further used to mitigate
biases that are identified in the training data.

2.2. Privacy and Security

ChatGPT’s privacy policy shows that it gathers user information from at least three
sources: account information that users enter when they sign up or pay for a premium plan;
information that users type into the chatbot itself; and identifying data it pulls from users’
devices or browsers, like IP addresses and locations. While ChatGPT generates answers
based on the input it receives, such input-output pairs may also be used to fine-tune
ChatGPT. These may inadvertently reveal sensitive information about users. Individuals’
interaction histories with ChatGPT may also be used to track and profile individuals. In
addition, many of the databases that ChatGPT can use come from the Internet, even social
platforms such as Twitter, which means that ChatGPT may learn content that may leak
the privacy of individuals, lacks fact-checking, and further not only generates incorrect or
wrong information but also cause privacy issues.

Various standards and regulations have been set up to ensure the privacy and security
of data and information. ISO/IEC 27001 [24] is the international standard for information
security management. ISO/IEC 27701 [25] is a data privacy extension to ISO/IEC 27001.
It assists organizations in establishing systems to support compliance with privacy and
security regulations. The General Data Protection Regulation (GDPR) is a European Union
regulation on information privacy. Different countries also set up laws on data privacy
and security. For example, The United States has various federal and state laws that cover
different aspects of data privacy such as health data and financial information. Although
Australia does not have specific Al related laws until present, other existing laws such as the
Privacy Act is the principal piece of Australian legislation protecting personal information
about individuals.

2.3. Transparency

Figure 4 shows two main steps in building ChatGPT. However, OpenAl did not re-
lease much information about ChatGPT. For example, it is not transparent what training
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data are used, what the training and testing data are and their sizes, what model is used,
what the review instructions are, and who the reviewers are. But OpenAl heavily empha-
sized its performance on question answering. Therefore, ChatGPT’s inner workings are
opaque to users, which can make it difficult to understand how it arrives at its responses.
The lack of transparency affects user trust in ChatGPT and the ability of users to make
informed decisions.
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Figure 4. Two main steps in building ChatGPT (adapted from [7]).

Furthermore, ChatGPT’s answers are “random” based on statistical models. The same
question may give slightly different answers in different queries with ChatGPT. The lack of
awareness of randomness makes ChatGPT less trustworthy [26].

2.4. Abuse

The primary goal of ChatGPT is to generate seemingly reasonable human-like text
responses to inputs using natural language. However, trained with reinforcement learning,
it currently does not have a source of truth and does not include accuracy. The ability
to generate human-like text could result in the misuse and abuse of the technology such
as spreading misinformation or impersonating individuals. In one notorious example,
ChatGPT falsely hallucinated a sexual harassment allegation against a law professor at
George Washington University and cited a non-existent Washington Post article in the
process [27].

In order to avoid the misuse and abuse of ChatGPT, it could be transparent with stake-
holders about the purpose of allowing the use of ChatGPT and other LLMs in their work.
However, clear guidelines and expectations need to be established so that stakeholders
communicate the responsible and ethical ways of interacting with ChatGPT. Interventions
to address the misuse of LLM such as ChatGPT and more general Al can be categorized
by looking at the misuse process: before misuse, during misuse, and after misuse [28].
Structured access schemes [29,30] allow for controlled interactions between Al systems and
users and have been proposed for the safe deployment of Al systems by preventing danger-
ous Al capabilities from being widely accessible while preserving access to Al capabilities
that can be used safely. For example, providers of LLMs such as ChatGPT could work
with law enforcement agencies to trace content used for criminal acts. While structured
access schemes enable more scrutinous interventions, such as employing multiple layers of
LLMs to assess input queries for potential harm such as to use a smaller LLM specifically
fine-tuned for categorizing user prompts based on risk levels and high-risk uses could be
scrutinized from more advanced models [30].
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In another example, programmers acted initially and are more likely to use such
generative Al tools. StackOverflow, a popular question-and-answer site for programmers,
had already moved to ban the submission of ChatGPT-generated answers as the site
explained, “Overall, because the average rate of getting correct answers from ChatGPT is
too low, the posting of answers created by ChatGPT is substantially harmful to the site and
to users who are asking and looking for correct answers” [31]. Some big financial companies
have also banned the use of ChatGPT in their work, mainly due to accountability concerns.

Furthermore, phishing email scams, online job hunting and dating scams, and even
political propaganda may benefit from human-like text from ChatGPT. Just imagine, in the
past, that cross-border fraudulent emails were often exposed due to insufficient language
translation, but with Al capable of translation and text generation, it may be even more
difficult to detect.

2.5. Authorship and Plagiarism

Since ChatGPT can generate human-like writings using natural language, it may be
used in different situations that need text writing. For example, students may use ChatGPT
in their homework or report writing. More and more academics from universities have
pointed out that they received text reports generated by students using ChatGPT. They
have difficulty differentiating the authorship for plagiarism concerns between students
and Al so that teachers can evaluate students’ performance objectively [32]. Even ChatGPT
is listed as a co-author in some research publications; however, scientists have disproven
this [11,16]. Furthermore, ChatGPT has been used in creative work such as creative writing
and music composing, which introduces not only authorship concerns but also humans’
creativity concerns.

3. Challenges

This paper employed a qualitative survey conducted with different stakeholders
of ChatGPT to learn the challenges of ChatGPT and suggest recommendations for its
responsible uses. A total of 36 international participants of various stakeholders were
recruited in our survey study: researchers and developers related to ChatGPT, users and
consumers, regulators and policymakers, and ethicists and social scientists. Participants
have diverse backgrounds from the perspective of gender (24 males), age (from 17 to
76 years old), and educational background (high school, degrees of Bachelor, Master, and
PhD, software developers, and professors).

Despite the potential of Al and ChatGPT to greatly enhance many areas of life, includ-
ing communication and problem-solving in various domains, even in medicine [33], as
with any new technology, it is important to be aware of potential challenges that may arise.
From our survey study, the following challenges are identified for the use of ChatGPT in
various applications:

*  Blind trust—Over-reliance on Al systems without proper validation or verification can
lead to incorrect or inappropriate decision-making, potentially resulting in harm to
users or other negative consequences. ChatGPT lacks a source of truth to its responses
and is not designed to provide factual information in response to prompts; the over-
reliance on ChatGPT in decision-making may result in unexpected harm to users.
Meanwhile, checking the truth of ChatGPT responses is a challenge.

*  Opver-regulation (no guts, no glory)—Excessive regulation could prevent innovation
and progress, as overly strict regulations could limit the ability of private and com-
mercial users to experiment and take well-known risks with new Al technologies.
ChatGPT has been demonstrating its strong capabilities since its first release. However,
some countries and organizations have banned its use in their organizations because
of various concerns. It is a challenge for stakeholders in the regulation of its uses. Al-
though the regulation of the uses of ChatGPT is highly important, its over-regulation
may affect the innovation progress of new technologies.
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*  Dehumanization—AI systems that replace human interaction and compassion in
human-to-human relationships can lead to a loss of empathy and decreased satisfac-
tion in society. The human-like responses from ChatGPT may result in the difficulty
differentiating machines and humans and thus affect human-to-human relationships.
It is currently still a challenge to differentiate responses from ChatGPT and humans.

*  Wrong targets in optimization—AI systems that prioritize metrics that do not align
with social norms can result in social dislocations. Such norms are unwritten rules or
expectations that guide behavior and interactions within a community. Social norms
can be formal or informal, and they can vary based on cultural, social, and historical
contexts. ChatGPT is also without exception in lacking the full alignment with social
norms to prioritize its performance metrics. It is a challenge to consider such social
norms in ChatGPT.

*  Over-informing and false forecasting—AlI systems that generate too much information
or provide false predictions can lead to confusion and decreased trust in the technol-
ogy. Users can obtain any number of responses for one query from ChatGPT, and there
is no accurate information in those responses. Therefore, it is a challenge for ChatGPT
to foster trust under such conditions. Al systems that rely solely on statistical models
without considering individual user circumstances can lead to incorrect or inappro-
priate actions. Responses from ChatGPT are randomly and statistically generated.
Different responses may be generated for the same query. ChatGPT may generate
incorrect responses because of its statistical characteristics, and it is a challenge to
generalize its responses.

¢ Self-reference (Al-based) monitoring—Al systems that rely solely on themselves for
evaluation, without independent oversight, can lead to a lack of accountability and
decreased transparency in decision-making. As shown in Figure 4, ChatGPT uses
both supervised and unsupervised learning to train the model. OpenAl did not open
much information on how ChatGPT is evaluated and monitored despite the use of the
self-reference approach commonly used in the community.

Besides these highly mentioned challenges, participants in our survey study also have
concerns about other challenges such as missing retraceability, bias (e.g., social bias in data,
bias in GPT models), the use of private data for training, overconfidence in Al generally,
and copyright infringement.

4. Recommendations

Considering the significant challenges concerning ChatGPT as discussed above, this
section provides recommendations to different stakeholders in ChatGPT for its responsible
uses based on expert interviews in the survey study and investigations from previous work.
In this section, various stakeholders involved in ChatGPT are first identified based on our
survey study. Recommendations are then suggested to different stakeholders based on the
qualitative analysis of our survey study.

4.1. Stakeholders in ChatGPT

There are various stakeholders involved in ChatGPT. Here are some examples

*  Researchers and developers—These stakeholders are involved in developing and
improving ChatGPT technologies. They may work for academic institutions, research
organizations, or private companies. They may conduct research from different
perspectives such as technology, law, and ethics.

*  Users and consumers—These stakeholders are the end users of ChatGPT technologies.
They may use ChatGPT for various purposes, such as information retrieval, language
translation, and creative writing.

*  Regulators and policymakers—These stakeholders are responsible for establishing
legal and ethical guidelines for the development and use of ChatGPT technologies.
They may work for government agencies, international organizations, or industry asso-
ciations. These stakeholders collaborate closely with advocacy groups and civil society
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organizations, which represent the interests of various groups affected by ChatGPT
technologies, such as privacy advocates, human rights groups, and marginalized com-
munities. Advocacy groups may lobby for policy changes or raise public awareness
about the risks and benefits of these technologies.

Ethicists and social scientists are stakeholders who focus on the ethical and social im-
plications of ChatGPT technologies. They may study the impact of these technologies
on society, culture, and human behavior. Their role is to reflect on the developments
and provide guidance on how to address any ethical or social issues that arise. While
they may not directly influence the development of these technologies, their work
helps ensure that ChatGPT technologies are developed and used responsibly.

4.2. Recommendations for Researchers and Developers

Considering the challenges ChatGPT faces and the characteristics of researchers and

developers, the recommendations for researchers and developers of ChatGPT based on the
survey study are as follows.

Do not be an algorithmic pied piper and seduce and deliberately mislead your users.
Take responsibility for providing background information about bias and privacy in
an active way. If possible, offer a feature to explain why a particular statement was
made in ChatGPT.

Protect the vulnerable—It is important to protect vulnerable individuals who may not
fully understand the disclaimer in ChatGPT. This includes children, young people, and
individuals with cognitive disabilities or lower cognitive function, who may require
additional protection.

Give reasons for answers, avoid made-up sentences unless they are explicitly
requested—This command is important for ChatGPT because it emphasizes the im-
portance of providing clear and well-justified responses to users. When the ChatGPT
generates an outcome or response, it should be able to explain the reasoning behind it,
rather than simply providing a result without any explanation. Providing justification
for a response can help build trust and credibility with the user and can also help the
user better understand the bot’s thought process and decision-making. Additionally,
this command emphasizes that the bot should only produce outcomes when they are
deliberately requested by the user, rather than providing unsolicited responses.
Connect ChatGPT to domain knowledge—Connecting ChatGPT models to domain-
specific knowledge representations curated by a community and/or experts can
greatly enhance the accuracy and relevance of the responses provided by the model.
These knowledge representations can take different forms, such as taxonomies, ontolo-
gies, or knowledge graphs, and can be both human-readable and machine-readable.
By including domain-specific knowledge in the training data, the model can learn to
incorporate this information into its responses. This approach may require significant
domain expertise to curate and annotate the training data.

Furthermore, other recommendations include aligning the research with up-to-date re-

sources, providing reliable and retraceable resources, and taking care of copyright infringement.

4.3. Recommendations for Users

The recommendations for users of ChatGPT include the following

Double-check information if users intend to use the result of a ChatGPT conversation
as fact. This is a fundamental principle of reliable science as well as trustworthy
journalism that emphasizes the importance of verifying information before publishing
it. Before sharing any information on ChatGPT, make sure to check the source and
ensure that it is credible and reliable. Avoid sharing information from unknown or
unverified sources. Also be aware of your own biases and those of others in the chat.
Double-check any information that seems too good to be true or aligns too closely
with your own beliefs. When using ChatGPT, it is important to critically evaluate the
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information presented, distinguishing between fact and fiction, and considering how
the responses were generated.

¢ Do not mix facts and fiction—To use ChatGPT responsibly, it is important to distin-
guish between reality and fiction and to contextualize the information obtained from
the platform. While it is not necessary to rely solely on factual information, it is crucial
to differentiate between statements that are part of a fictional story and those that are
intended to be true. For instance, scientific statements can be presumed to be accurate,
whereas statements in a work of fiction may not be. Therefore, when using ChatGPT,
it is essential to put the used text into the right context.

¢ Do not use a result of ChatGPT that you do not understand—This rule emphasizes
the importance of understanding the meaning and implications of a statement before
using it. This rule can also be applied to users of ChatGPT to help ensure that the
messages being sent are clear and accurately reflect the intended meaning. If you
come across a technical term or jargon in a message that you are not familiar with,
avoid using it in your own message. Instead, take the time to research the meaning
and ensure that you understand it fully before using it.

* Do not get into “waffling” and try to convince anyone by the sheer amount of text gen-
erated by a machine—This rule emphasizes the importance of being clear and concise
in communication and avoiding the use of overly complex language or convoluted
sentence structures. Also, do not blind others with superficiality, which can be easily
generated by ChatGPT.

¢ Do not assign ChatGPT any responsibility to you who has not explicitly accepted it in
its terms and conditions—This rule emphasizes the importance of understanding the
terms and conditions of using ChatGPT. While this may be legally necessary, it also
emphasizes the importance of reading and understanding the terms and conditions of
any platform or service before using it.

e  Ignore emotional language—Despite its human-like qualities, ChatGPT does not have
emotions and feelings, but it can sometimes fake such emotions. Emotional language
from ChatGPT could be ignored.

In addition, users are also recommended to always document their usage.

4.4. Recommendations for Regulators and Policymakers
The recommendations for regulators and policymakers are:

¢ Do not over-regulate—Finding the right balance between regulation and free use can
be a challenging task for regulators. On the one hand, regulation can be necessary
to protect individuals and ensure fair competition. On the other hand, excessive
regulation can stifle innovation and limit the benefits of new technologies or services.
To strike the right balance, regulators should consider a variety of factors, including
the potential risks and benetfits of the technology or service, the impact of regulation on
users and businesses, and the potential for self-regulation or market-based solutions.
In addition, regulators should engage with stakeholders, including users, businesses,
and experts, to ensure that their approach is informed by a range of perspectives.
Ultimately, the goal should be to create a regulatory environment that promotes
innovation and growth while protecting the public interest.

e Thou shalt not concentrate information and communication in one place— Concen-
trating information and communication in one place can create imbalances of power
and increase the potential for abuse. When one entity has exclusive control over
information and communication channels, it can use that power to manipulate or
exploit others. This can occur in a variety of contexts, including social media platforms,
news media organizations, and government agencies but also with ChatGPT in the
future. To prevent these imbalances of power, it is important to distribute information
and communication across multiple platforms and systems, promoting competition
and diversity. This can help to ensure that no single entity has too much control or
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influence over the flow of information and communication and that individuals and
groups have the freedom to express themselves and access the information they need.

Other recommendation examples include promoting competition to prevent a monopoly
position, holding AI producers liable, prohibiting business models involving ChatGPT that
do not provide access to training data, ensuring equal access, and protecting contents that
Al is using to be trained.

4.5. Recommendations for Ethicists

The recommendations for ethicists are as follows.

¢ Understand ethical roles fully in innovative technologies—AI ethicists are concerned
with human moral behavior as they design, construct, use, and treat artificially intel-
ligent beings, as well as with the moral behavior of Al agents [34]. Ethicists need to
fully understand the roles of ethics in ChatGPT in order to not only guide the ethical
development of ChatGPT but also provide guidance on the ethical use of ChatGPT
more effectively.

¢  Collaborate with experts closely from multiple disciplines—The conversation about
the ethics of ChatGPT is a philosophical discussion and needs to be elevated to a
sufficiently high level from different fields. For example, legal or social experts are
usually good at ethical issues related to data governance, but they may not have
deep knowledge of how an Al model such as an LLM is built with a large number of
parameters, as Al experts are. Therefore, ethicists need to collaborate with experts that
span the fields of Al, engineering, law, science, economics, ethics, philosophy, politics,
and health as well as others.

Other examples of recommendations for ethicists include raising responsibility among
the developers, avoiding simplistic utilitarian ethics, and applying legal requirements for
primary producers who have provided the content for the Al training.

5. Discussion

LLMs such as ChatGPT can be used to fulfill typical language tasks such as summariz-
ing text paragraphs and writing news articles, answering difficult questions, generating
ideas, programming computer code, writing interesting novels, and others [8]. However, it
lacks a firm moral stance, and it is suggested that users do not carelessly follow ChatGPT’s
advice [26,35]. We need to ensure individuals and organizations use the ChatGPT ethically,
legally, and responsibly—following the human-centered Al principles, fostering the design,
development, and deployment of artificial intelligence systems that prioritize the needs,
values, and well-being of humans [36,37], taking into account social, ethical and legal issues,
and promoting effective human-AlI collaboration [38,39].

There are no widely accepted guidelines or standards for the use of ChatGPT yet.
Chan [22] argued to first focus on the regulation of professional Al developers and users
by government regulatory agencies and high-quality curated datasets for less harmful
language model outputs. There is also a need to fill the gap between abstract ethical
principles and practical applications [34]. Furthermore, public education and digital
literacy are important measures to address potential intentional misuse for manipulation
and unintentional harm caused by bias from language models.

This paper proposed recommendations for different stakeholders for the responsible
use of ChatGPT. There are still challenges when implementing these recommendations. For
example, a known limitation of ChatGPT is that it may provide answers to questions that
are simply wrong. The fact-checking of answers is highly important for its responsible uses.
Furthermore, a feature to explain why a particular statement was made in ChatGPT will
foster user trust in the responses of ChatGPT. Therefore, the development of fact-checking
and justification of responses of ChatGPT is highly suggested for the responsible use of
ChatGPT. Developers must also develop systems to detect and mitigate bias, ensure user
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privacy and security, differentiate responses from ChatGPT and humans, and prevent the
misuse of the technology.

The proposed recommendations have important application implications. They can
be implemented as guidelines for the responsible use of ChatGPT in different domains.
For example, when ChatGPT is used in teaching and learning activities in schools, school
authorities need to establish guidelines on how ChatGPT is used to benefit teaching and
learning while minimizing its adverse ethical effects. The recommendations proposed in
this paper can be used as guidelines for both school authorities as policymakers and stu-
dents as users of ChatGPT. Furthermore, the recommendations can also be implemented as
tools for practical use in different domains. For example, recommendations for researchers
and developers suggest connecting ChatGPT to domain knowledge, which could be imple-
mented as a tool to check whether the responses from ChatGPT align well with the latest
specific domain knowledge.

In summary, ChatGPT has been demonstrating extensive applications with human-like
writings and other creative works. However, users have shown various ethical concerns
such as intentional misuse for manipulation and unintentional harm caused by bias, because
of the data it uses and opaque models as well as human-like responses. There are still
various challenges to addressing these ethical concerns. The recommendations presented
in this paper will motivate stakeholders for the ethical use of ChatGPT.

6. Conclusions and Future Work

ChatGPT, launched in November 2022, has attracted significant attention due to its
impressive ability to generate text that closely resembles human language for a wide
range of applications. Nevertheless, the utilization of ChatGPT raises multiple ethical
considerations. This paper addresses common ethical issues associated with ChatGPT,
including bias, privacy, and misuse. It also discusses the main obstacles that arise when
ChatGPT is utilized in different applications. The suggested pragmatic concerns for various
stakeholders of ChatGPT can function as a set of instructions for individuals utilizing
ChatGPT in their applications. The forthcoming research of this study will focus on
conducting user studies to gather empirical information regarding the usefulness of the
provided recommendations. We urge the global AI community to prioritize spreading
awareness about the suggestions, which involve verifying facts and providing justifications
for responses to ensure responsible usage of ChatGPT. Additionally, it is important to
extend these insights to other large language models and similar technologies.
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