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is an excellent technique for visualizing entirely large
Abstract . . . ; o

relational hierarchies. However, its angular division
This paper describes some improvements over the originaight lead to the unbalancing where nodes far from
Space-Optimized Tre¢echnique for the visualization andcentre often obtain more space compared to nodes close
manipulation of very large hierarchies. The new systemarsesiq the centre. In order words, the density of infoiorat

improved algorithm to calculate geometrical layouts aradsid near the centre area is much higher compared to border
provides better navigation capability. We introduce our negrea (see Figure 1)

layout algorithm that can make more consistence of the gisp
than the original layout technique made. We also combinge present new improvements in geometrical layout and
DualView (a new focus+context technique) with the currenayigation over the originapace-Optimised Tre®ur
modified semantic zooming in orpler to .|nteract|vely nawgat, .\ layout technique improves the optimization of space
through the large and very large hierarchies. . . o LT

and the balancing of the visualization while it jusgtsily
Keywords information visualization, space-optimized, 2dincreases the executing cost compared to the original

focus+context. algorithm. In order to make the navigation more
_ interactive, we combine the new focus+context technigue
1 Introduction (DualView)with the original modified semantic zooming.

Visualizing and manipulating large hierarchies have beél;.he semantic zooming IS resp_ons[ble for sca_lmg_ down
more and more important in many fields. However, th € of the dlsplaylng mfolrmatlon If the density 1D 0
' igh. We also providBualViewfocus+context technique

visualization of very big data sets at a limit smafiesn to interactively browse particular information whéret
resolution is always a big challenge. Fortunately, regve o y bre pa X .
[sity is not so high.Section 2 describes technicalldet

proposals and implementations have attempted to addrg . o
our improvements of layout and navigation from the

and overcome the problems. Graph and/or tree drawng ginal SOTree Subsection 2.1 focuses on geometrical

layout and subsection 2.2 is about our navigation. Section
3 presents our comparison of the improved SOTree and
original SOTree. Finial section is our conclusion.

techniques for visualizing large hierarchies noticeabty
Cone-Tree[Robertson et al. 1991Hyperbolic-Browser
[Lamping and Rao. 1995Disk-Tred¢Chi et al. 1998],
Tree-MapgJohnson and Shneiderman. 19%g¢tanical
Visualization [Kleiberg et al. 2001], andSpaced- & -
Optimized TregNguyen and Huang. 2002]. '

Space-Optimized Treg€SOTree) is a newly simple and ::
fast tree-layout technigue in 2-dimensional space whe .
the entirely tree-like structure is visualized efficlgat a -
limit displaying area. Similarly tdree-Maps[Johnson
and Shneiderman. 1991$0Tree[Nguyen and Huang.
2002] uses area division to define the layout of sub-tree -
This property attempts to utilize the available space -
display more informationSOTree however, uses node :
link diagrams to show the relationships of hierarchice
data. This property improves dramatically the clarity ¢
the data structure compared to tree-maps. Thanks to =
simple and fast algorithmSpace-Optimized Treés
highly applicable to visualize and manipulate large an ~
very large relational hierarchies. Figure 1 shows th :
SOTredayout technigue on a very large data $0Tree
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2  Technical Detail

Similarly to the originalSOTree our new technique is
only applicable to rooted tre€éE Suppose thav is a
vertex inT, thenT(v) is the sub-tree rooted atthat is
induced by all vertices on paths originating frenirhe
vertex v and its sub-treel(v) are positioned inside a
geometrical local region which is bounded by a polygo
P(v).

W(VI +m)

ZW(V|+j)

ﬁuppose that the vertexand its local regio®(v) have
een definedP(v) is a polygon witm vertexegpo, pi,

..., h} wherepy is the location of the parent vertex of

. vertexv. The areagA(u1), A(Uis1), ..., A(Usk1)} Of all

2.1 Geometrical Layout local regions of th(esAthi%dre(ivh \)/|+1. ...,(\(+k_1})}of vertexv
The geometrical layout is responsible for definingire calculated from the equation (2).

position of vertexes or nodes of a given tieeEach .

vertexv is bounded by a polygd®(v) where the location From vertexv, we drawn lines to all vertexegpo, py, ..,
of v is calculated fronP(v). We assume that the raobf  Pnt Of the polygon P(v). We then haven triangles
T is at the centre of the entirely rectangular dispiyin! (V:R.P1), T(V.ap2), ..., T(v.R1po). The areas of these
area, and this rectangle is also the geometrical lodigngles are computed easily and are cal¢dunp,),
region of r. From the above property, we linearlyA(VPP2). ..., A(VR.1po) respectively. The local region
calculate the all bounded polygoRén), P(w), ..., P(y) P(Vn) of m" child v, of vertexv is calculated as below:
and the locations of vertexes v, ..., \.

Alfiim) = 2

* We reclusively compare each triangle’s area from

Suppose that a sub-tr@¢v;) hask children where their
vertexes argv, Vs1, ..., Vek1}. The polygonP(v) and

vertex v, are also already defined. We firstly calculate

local regiondP (1), P(U+1), ..., P(Wk1)} for the children
{MlM+ll ---|M+k-1} Where P(VI) = P(M) D P(M+l)| (XX} D
P(U+k-1)- We then calculate positions of verteesu.,
...,U+1} that are inside their local regiofR(v), P(U+1),

..., P(Usk1)}. The above calculation linearly repeats to all

sub-trees from the vertexés), U1, ...,4w«.1} and so for
until all leaves of the sub-tree are reached. We ieahliyn

AV,p,p), AV,Q.P2), ---, A(V,p.1Po) With A(vy) that is
calculated by formula (2). If there is oAdv,p pi+1)
that equals té\(v.,), then we assign the corresponding
polygon P(v,p pi+1) to vertexvy, as its local region.

Otherwise we find oné\(v,p pi+1) that has the value
of area which is most close &{v,). If A(v,p pis1) >
A(Vm), then we have to find a poiton the sidgp;.1
to reach A(v,pnK) = A(vy), and assign the
corresponding polygonP(v,p K) to vertexvy, as its
local region.

ignore the layout calculations for those sub-trees when
their local regions are too small to be displayed at th
current screen resolution.

If A(v,p.pi+1) < A(vm), then we have to find a poiit
on the sidg.; pi+2 of the next triangld (v, .1, Pi+2) tO
reachA(v,p pi«1) + A(v,p«1 K) = A(vm), and assign the
corresponding polygoR(v,p pi+1 K) to vertexvp, as its
local region.

The polygonP(v) of a vertexv is calculated depending on
the weightw(v) of v. The value ofw(v) is calculated from

leaves to the root (i.e. postorder traversal) using the . . ) .
following formula: A same procedure is applied to find local regions of all

children. Figure 2 is an example of dividings local
region into 4 sub-regions for its children. Figure 3 shows
an example of area division of a tree.

» If vis a leaf (has no children), its weightié/) = 1

» If v has k childredv|, Vi+1, ..., Vsk1}, itS weight is
Similarly to the originalSOTreetechnique, the position
of a vertexv is calculated from the boundary polygon
P(v). We firstly find a pointQ in the polygonP(v) that
the straight line connecting@ and the fathev’ of vertexv
ConstantC is a scalar that determines the differencdivides P(v) into two polygons of the same areas. The
between the weight of a vertex and their childrentheio position ofv is the midpoint of the segment Qfandv’.
words, the larger th€'s value is, the bigger of the Figure 4 shows an example of finding a vertex from a
difference of local regions between vertexes with morgiven bounded polygon.

descendants and vertexes with fewer descendants is. We

apply a constan® = 0.45 in our new prototype system. 2.2 Navigation

Let A(v) is the area dP(v) at vertexv. Suppose thathas We combine bottDualView(a focus+context technique)

k children {vi, Vis1, ..., Vaa}. The boundaries of the and thg semantl_c zooming f_SlOTrees nawgapon. The_

children {P(1), P(Us1), ..., P(luc1)} are respectively semantic zooming is applleq for very .h|gh density

polygons that are formed by the intersection of segmeﬁflsuallzanon. Wh!le, theDua_tIV|ew |n_teract|vely helps

through v and P(v). {P(1), P(te1), ..., P(Usa)} have USErs browse the interested information.

areas respectively dqfA(1), A(Ws1), ..., A(W1)}. The  We reuse the modified sematic zooming technique from

division is dependent on the magnitudes of the abowguyen and Huang [2002] to enlarge the focused sub-

areas. The value oA(U.m) assigned tom™ child is tree. This interaction response to mouse-click evadt a

calculated by the formula: the selected node moves toward the centre of displaying
area. All ancestors and siblings are ignored at this

k-1
w(g 1+CY W(Vv,,) (1)
j=0



navigation. We, however, display directed ancestors E
the history path for keeping track the hierarchy. Tliea,

sub-tree is expanded to entirely displaying area. In oth
words, the sub-tree layout is recalculated based omis n

ocal Region Local Region

geometrical region (see figure 5). Plvis] Flvigo)
Semantic zooming i i Father 4 M

g is an excellent technique fc H oy | A
navigating very large hierarchies. However, the lack ¢ _of ) _ S A
context of the data structures might prevent users fra % Local Region ';‘;.:-—,3{‘ =
viewing the other parts of the hierarchy within thebgil Flvica —T \ ,
context. In order to overcome this problem, we combin Vien ~ § Foed egen

® P
Vits B

the semantic zooming withDualView a fast
focus+context technique.

The DualView technique includes two transformations
including Browsing a_nd Distortion. We useBrOV\{sing Local Regiam Pl ) =
transform_anon to brlng.mteres?ed_ mfo_rma_tlon chet R Plvi4 1] U P10 P, Ju Piiya)
focus region while the fisheye-lik@istortion is applied o o

to increase the magnification of information at fbeus Figure 2. An example of dividing’s local region into 4
area. The two transformations are applied independenfiyb-regions for its children.

onto both horizontal and vertical directions. In shtirte

functions ofBrowsingandDistortion Transformation are

respectively:

BrowsindXb) = Tangent(y) (3)
Tbistortion = fog x 0
b+./c—(x, —a)® @
Toistortion = — b — y/C = (X4 + @)° fog % O

Where a, b, ¢ are constants.

During the focus+context navigation, the size of node
moving outward the focus region, are decreasin
gradually while nodes moving toward are increasing the
size and displaying more information. Figure 6 shows tr
navigation for a very large tree in four steps: origineé¢
layout, the layout after applying semantic zooming, th
layout after applyingBrowsing Transformatiorand the
layout after applyindpistortion Transformation

3  Statistical Comparison

Figure 7-11 are 4 typical experiments of our newrigure 3. An example of area division of a small tree
improvement and the original SOTree layout techniques.
The experiments use JavaApplet 1.4 and running on
Pentium Il 800 MHz.

4  Conclusion

We have presented our improvements over the origin

SOTree for visualizing large relational hierarchieheT

comparison shows that our new layout technique is ju Ay

slightly slower, but it improves a lot in geometricaydut FOT\U@( d
. . 1 7 lernex

of the tree hierarchies. In our new algorithm, thesitwn

of areas is much consistence and the display of nodes

more balanced (the display area is divided more equa

to every node). In other words, the new layout reaehes

better space-optimization. Furthermore, the viewin

technique has been improved by the use of our ne E

combination of DualView and semantic zooming Area of ARCQ — Area of AEDQ

techniques. We believe that we have added some values

into the enhancement of the original SOTree technique19Ure 4. An example of finding a vertex from a given
boundary polygon.
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Figure 6. An example of our navigation technique on a \&geltree. Figuré) shows the entirely tree layout which
is too dense for the DualView focus+context technigigure (b) shows the sub-tree layout when we apply semantic
zooming to reduce amount of displaying information. Fig(ge shows the layout when we appBrowsing
Transformationto bring interested information into the focus regibigure (d) shows the layout when we apply
Distortion Transformatiorto magnify information at the focus region (i.e. aruhe centre). This transformation is
applied when the information at the focus area isdgitise.

7(a) 7(b)

Figure 7. An example of a medium large data set of approxiynai@ nodes. Figuréa) shows the layout of the
original SOTree, which running time is 1 seconds. Fighyeshows the layout the improved SOTree, which running
time is 1 seconds.

8(a) 8(b)

Figure 8. An example of a large data set of approximately 788snd-igurga) shows the layout of the original
SOTree, which running time is 2 seconds. Fig)eshows the layout the improved SOTree, which running {82
seconds.



bt AN

9(a) 9(b)

Figure 9. An example of a very large uniform data set ofapiately 22 000 nodes. Figu¢a) shows the layout of
the original SOTree, which running time is 4 minutes 5®sds. Figuré€b) shows the layout the improved SOTree,
which running time is 5 minutes 10 seconds.

10(a) 10(b)

Figure 10. An example of a huge data set of approximately 50 008.ritidare(a) shows the layout of the original
SOTree, which running time is 22 minutes 45 seconds. Fignrehows the layout the improved SOTree, which
running time is 25 minutes 30 seconds.
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