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A B S T R A C T

This paper presents an effective algorithm, called the Fermat-Weber location particle swarm optimization
(FWL-PSO), developed for cooperative path planning of Unmanned Aerial Vehicles (UAVs). Initially, FWL-
PSO is constructed by harnessing the Fermat-Weber optimality to identify potential solutions. Within the
framework of FWL-PSO, a collection of high-performing particles is established, determined by their respective
fitness scores. Following this, the Fermat-Weber location of these elite particles is calculated to supersede the
traditional global best, thereby augmenting the learning strategy of the standard PSO. As a result, this method
enables the evolution of information while encouraging search diversity. Subsequently, FWL-PSO is employed
for handling the interactions of multiple UAVs. In this context, the path planning for a group of UAVs is
formulated as a Nash game that incorporates all cooperative interdependencies and safety conditions. The
algorithm is then integrated to solve the optimization problem for achieving the Nash equilibrium. To assess
its efficacy, extensive simulations and experiments are conducted across a variety of path-planning scenarios.
Comparative analyses between FWL-PSO and existing PSO variants underscore the enhanced efficiency and
reliability of our proposed approach.
1. Introduction

The increasing prevalence of unmanned aerial vehicles (UAVs)
across a myriad of applications has accentuated the importance of path
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planning for efficacious task execution in such domains as surveil-
lance [1], agriculture [2], search and rescue [3], infrastructural inspec-
tions [4], among others. In this regard, the attainment of precise and
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dependable path planning is paramount to guarantee their effective
deployment. The process of UAV path planning involves numerous
factors to be addressed. This procedure aims to determine optimal flight
trajectories that not only guide the drones through complex environ-
ments but also take into account a number of interdependent factors
such as obstacle avoidance, energy efficiency, mission objectives, and
safety. In complex settings, such as urban landscapes or disaster areas,
the formulation of paths that can circumvent obstacles, accommodate
terrain variations, adapt to dynamic constraints, and optimize flight
distance given time and energy limits is of utmost importance.

In the domain of UAV path planning, numerous strategies have
been proposed. Traditional methodologies, such as the A* algorithm,
employed in grid-based scenarios, and the Dijkstra algorithm, utilized
for weighted graphs, demonstrate exceptional performance in specific
contexts. Nevertheless, they confront scalability challenges as the di-
mension of the search space expands exponentially [5,6]. Conversely,
sampling-based techniques, exemplified by the rapidly exploring ran-
dom trees (RRT) and probabilistic roadmaps (PRM), exhibit proficiency
in the generation of viable flight paths [7,8]. However, they occasion-
ally encounter difficulties in accommodating the maneuver constraints
of UAVs, potentially resulting in substantial deviations between the
intended and realized flight paths. Meanwhile, methods such as visi-
bility graphs and potential fields are capable of generating smooth and
continuous flight paths, but they may grapple with the issue of local
minima [9,10].

Unlike traditional methods, metaheuristic optimization methods
provide effective solutions for tackling complex optimization problems.
They have shown great potential in seeking a feasible solution under
multiple constraints and objectives. A diverse range of algorithms has
been developed for this purpose, including cuckoo search [11], genetic
algorithm (GA) [12], differential evolution (DE) [13], and colony opti-
mization [14]. Drawing inspiration from the collective behavior of birds
and fish, particle swarm optimization (PSO) operates as a population-
based algorithm that exhibits two critical aspects of swarm intelligence:
cognitive and social cohesion [15]. These characteristics empower
individual particles within the swarm to drive an optimization solution
by combining personal experiences with collective insights, deviating
from traditional evolutionary approaches. Therefore, compared to other
alternative techniques, PSO exhibits superior performance, computa-
tional efficiency and robustness to initial conditions and variations
in objectives, allowing for its flexible operation in many application
environments through a streamlined set of parameters [16]. With its
inherent swarm dynamics, PSO can be parallelized across multiple pro-
cessors or computing clusters, effectively reducing the latency in offline
and online path planning scenarios [17]. Capitalizing on these advan-
tages, PSO has been employed in numerous applications, including UAV
path planning.

Despite its commendable attributes, PSO exhibits a substantial
drawback by showing a propensity for entrapment within local optima,
wherein particles tend to converge towards the most favorable position
identified within their entire group. In scenarios governed by multi-
modal functions, it is quite common for the favorable position to align
with a local optimum rather than the global one, potentially resulting
in suboptimal solutions. To tackle this issue, there have been some
enhancements of the PSO algorithms, such as adaptively adjusting
their acceleration coefficients [18] or particle neighborhood struc-
tures [19]. However, there may remain a possibility of inappropriate
parameter tuning due to the underutilization of fitness information
across the population. Auxiliary techniques to avoid local minima
while enhancing population diversity include a chaotic and sharing-
learning PSO addressing extended traveling salesman problems [20], a
hybrid PSO utilizing cross-learning strategies to overcome premature
convergence [21], and a vector-based PSO employing spherical vectors
for effective UAV mission space exploration [22], among others. While
search performance can be improved to some extent, these algo-
rithms may face difficulties regarding convergence speed and solution

accuracy.
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To overcome the limitations mentioned above and also expand the
scope of solution exploration, various learning strategies have been
proposed. For example, in social learning particle swarm optimization
(SL-PSO) [23], social learning principles are incorporated for subopti-
mal particles to gather knowledge from superior ones, while simulta-
neously adjusting their positions according to that of the mean. Other
techniques have been developed using the level learning methodology.
These include the level-based learning swarm optimizer (LLSO) [24],
the two-phase learning-based swarm optimizer (TPLSO) [25], and the
three-phase competitive swarm optimizer (TPCSO) [26]. Therein, par-
ticles are categorized based on their fitness values. Suboptimal particles
receive guidance from others positioned within higher-performing lev-
els. Conversely, particles situated in the highest-performing level are
preserved and directly propagated to the ensuing generation.

In terms of search efficiency, the previously mentioned methods of-
ten rely on the selection of a better-performing particle to update those
that are less effective, without a specific mechanism for harnessing
the insights derived from the pool of superior particles. This limitation
can potentially obscure valuable information inherent in elite particles,
thus impeding the ability of the algorithm to approach an optimal
solution. As a remedy, the present paper introduces a novel algorithm
known as Fermat-Weber location particle swarm optimization (FWL-
PSO). Here, the Fermat-Weber location, a geometric concept renowned
for its advantageous properties in the optimization problem of trans-
portation [27] or UAV-assisted IoT networks [28], is incorporated
into our development. The FWL inclusion guides the algorithm to-
wards the exploration of promising regions with enhanced convergence
properties, ultimately elevating solution quality via establishing the
Fermat-Weber location as a universal point of reference for the elite
particles. This fosters a convergence towards a global solution with
possibilities to reveal latent representations and interactions within the
particle group.

In the context of multiple UAVs, cooperative path planning can
be formulated as an optimization problem for individual vehicles un-
der various constraints [29,30]. This involves computing optimal con-
trol signals for each UAV from the leader [29] or the centroid [30]
of the entire group. Another technique, the artificial potential field
(APF), is utilized for the path planning of multiple UAVs [31]. While
capable of generating continuous paths subject to constraints, they
may suffer from high computational latency or local minima. Notably,
computational evolution algorithms have been applied to multi-UAV
cooperative path planning, allowing optimal solutions in complex sce-
narios [32]. These algorithms typically involve multiple layers for
individual UAV path planning and cooperation. Initially, each vehicle
employs an evolutionary strategy to generate a feasible path for exe-
cuting a task. These paths are then refined using a global cost function
to ensure cooperation. While this method can produce smooth flying
paths for the group without discretizing the workspace, it may converge
to sub-optimal solutions if cooperative constraints and UAV maneuver
tasks are not adequately addressed.

The main problem in multiple UAV cooperation, compared to path
planning for a single UAV, lies in resolving conflicts and interactions
among group members while achieving a common task under vari-
ous individual and interconnected constraints. To this end, the game
theory, a branch of mathematics focusing on studying conflicts and
interactions of rational decision-makers, provides a promising tool for
determining optimal strategies [33]. In the literature, most games can
be categorized as either cooperative or non-cooperative. Cooperative
games (CGs) involve multiple players with a shared goal, aiming to en-
hance their collective performance compared to individual efforts [34].
However, there is a trade-off of CGs in balancing the stability of player
coalitions with overall system efficiency. In contrast, non-cooperative
games (NCGs) feature players with distinct properties such as indi-
vidual payoff functions, game procedures, intentions, and potential
strategies, making them easier to proceed with than CGs. Among NCGs,

the Nash game is widely utilized in scenarios where all players can



L.V. Nguyen et al.

T

𝑌

a

𝑌

w
i

2

o
t
p
r
e

𝑋

m

𝑋

𝑋

Applied Soft Computing 167 (2024) 112269 
make simultaneous decisions in symmetric competitions, such as de-
termining the maximum coverage value of UAVs in a multi-level and
multi-dimensional assisted network [35]. In Nash games, the objective
is to reach a solution known as the Nash equilibrium, whereby each
player, while aware of others’ strategies, can independently make deci-
sions within a competitive environment. Motivated by these works, to
address the complex dynamics inherent in UAV cooperative path plan-
ning, conceptualized here as a game, we propose integrating FWL-PSO
into the game framework to identify its Nash equilibrium.

Addressing the cooperative path planning for multiple UAVs aimed
at civil infrastructure inspection by using swarm optimization and game
theory, the contributions of this work are threefold: (i) the development
of a novel FWL-PSO algorithm for obtaining computationally efficient
optimal solutions; (ii) the integration of FWL-PSO into game theory to
obtain the Nash equilibrium for cooperative path planning of UAVs;
and (iii) the demonstration of building inspection using multiple UAVs
to enhance coverage over a large area in a difficult setting of the site.
These achievements enable the efficient deployment of versatile UAVs
capable of handling complex scenarios, greatly enhancing UAV-based
task execution autonomy.

This paper is organized as follows. Section 2 develops the proposed
FWL-PSO algorithm. Section 3 focuses on the integration of FWL-PSO
with Nash game for cooperative path planning of UAVs. The UAV path
planning problem is formulated in this section, focusing on cooperative
UAV-based inspection tasks. Section 4 provides extensive simulation
results, while Section 5 presents experimental on-field validation. Fi-
nally, Section 6 summarizes the findings of this study and draws its
conclusions.

2. Fermat-Weber location particle swarm optimization

In many real-world applications, traditional methods often face
difficulties due to the presence of multiple local optima. When a cost
function has multiple peaks and valleys, it is quite difficult for an
optimization algorithm to determine global optima, as they are often
stuck in some local ones. To address this issue, heuristic and meta-
heuristic approaches such as the PSO have gained popularity, owing
to their capability of exploring the solution space more effectively to
have a better chance of reaching the optimum. They need, however,
to be equipped further with an effective tool to handle more complex
problems of multi-modal optimization in a computationally-efficient
manner. Here, the FWL-PSO algorithm is proposed for that purpose. The
Fermat-Weber location principle aims to find out a point that minimizes
the sum of distances to a given set of vertices. This principle can be
applied to guide the search process in order to minimize a collective
cost function, as formulated in this paper.

2.1. Fermat-Weber location

Given 𝑝 vertices 𝑋1, 𝑋2,… , 𝑋𝑝 in R𝑛, and weights 𝜂𝑖 > 0, 𝑖 = 1,… , 𝑝,
associated with them, the Fermat Weber location, also known as the
geometric median, is defined as the point that minimizes the weighted
sum of distances from an arbitrary point 𝑌 ∈ R𝑛, distinct from all
vertices, to each vertex 𝑋𝑖:

∗
𝑌 = argmin

𝑌∈R𝑛

{

𝑓 (𝑌 ) =
𝑝
∑

𝑖=1
𝜂𝑖‖𝑋𝑖 − 𝑌 ‖2

}

, (1)

where ‖ ⋅ ‖2 represents the Euclidean norm. Accordingly, at the Fermat
Weber location ∗

𝑌 , we have [36]:

∇𝑓 (
∗
𝑌 ) =

𝑝
∑ 𝜂𝑖(𝑋𝑖 −

∗
𝑌 )

∗ = 0. (2)

𝑖=1 ‖𝑋𝑖 − 𝑌 ‖2

3 
his is equivalent to:

∗
=

( 𝑝
∑

𝑖=1

𝜂𝑖𝑋𝑖

‖𝑋𝑖 −
∗
𝑌 ‖2

)

/

( 𝑝
∑

𝑖=1

𝜂𝑖
‖𝑋𝑖 −

∗
𝑌 ‖2

)

. (3)

Despite being an easy-to-understand concept, it has been shown that
an explicit expression of the geometric median to date is not available,
for which the Weiszfeld algorithm can be employed to approximate ∗

𝑌
s [37]:

𝑗+1 =

⎧

⎪

⎨

⎪

⎩

( 𝑝
∑

𝑖=1

𝜂𝑖𝑋𝑖

‖𝑋𝑖 − 𝑌𝑗‖2

)

/

( 𝑝
∑

𝑖=1

𝜂𝑖
‖𝑋𝑖 − 𝑌𝑗‖2

)

, if 𝑌𝑗 ∉ {𝑋1, 𝑋2,… , 𝑋𝑝}

𝑋𝑖, if 𝑌𝑗 = 𝑋𝑖, 𝑖 = 1, 2,… , 𝑝,

(4)

here 𝑌𝑗 represents the estimate of the Fermat Weber location at
teration 𝑗 in an iterative sequence from any point.

.2. FWL-PSO development

The proposed FWL-PSO framework is described in detail as follows.
(i) Representations:
In the matrix-based framework of FWL-PSO, a population consisting

f 𝑁 particles is engaged in solving a 𝐷-dimensional problem. In
his context, vectors are used to represent the individuals within the
opulation. For an individual 𝑘 within the population, the resulting
epresentation in the optimization process spans 𝐷 dimensions, as
xpressed by the vector:

𝑖 = [𝑥𝑖1, 𝑥𝑖2,… , 𝑥𝑖𝐷]⊤, (5)

where 𝑖 = 1, 2,… , 𝑁 . To represent the entire population, an 𝑁 × 𝐷
atrix is used [38]:

=
⎡

⎢

⎢

⎣

𝑥11 ⋯ 𝑥1𝐷
⋮ ⋱ ⋮

𝑥𝑁1 ⋯ 𝑥𝑁𝐷

⎤

⎥

⎥

⎦

. (6)

In this representation, each row corresponds to an individual, and each
column corresponds to a specific variable.

(ii) Initialization:
At first, the population position 𝑋 and its velocity 𝑉 are initialized

randomly in the feasible domain of each dimension as

𝑋 = 1𝑁 × (𝑋𝑈 −𝑋𝐿)◦𝑅𝑁×𝐷 + 1𝑁 ×𝑋𝐿, (7)

𝑉 = 1𝑁 × (𝑉𝑈 − 𝑉𝐿)◦𝑅𝑁×𝐷 + 1𝑁 × 𝑉𝐿, (8)

where ◦ denotes the element-wise Hadamard product, 1𝑁 is an all-
ones column vector with 𝑁 entries, 𝑋𝑈 , 𝑋𝐿 and 𝑉𝑈 , 𝑉𝐿 are respectively
𝐷-dimensional row vectors of the upper bound, lower bound of the
position and velocity variables, and 𝑅 is an 𝑁 × 𝐷− matrix whose
elements are randomly generated in [0, 1].

Subsequently, the cost of all the individuals is evaluated and
recorded in the 𝑁-dimensional vector 𝐽𝑋 as

𝐽𝑋 = 𝐽 (𝑋). (9)

In the initialization stage, the personal best position matrix, denoted
as 𝑋𝑃 , is directly set to be the same as the particle position matrix 𝑋.
Similarly, the cost matrix associated with these personal best positions,
𝐽𝑃 is also set identical to the cost vector 𝐽𝑋 , i.e.,

𝑃 = 𝑋, and 𝐽𝑃 = 𝐽𝑋 . (10)



L.V. Nguyen et al.

𝑝
T
i

𝑋

𝑋

e

l
r
e
s
d
a

𝐹
w
a

t
f

𝐿

𝑋

𝐽

T

p
i
t
p
a
c
c
n
a
t

2

Applied Soft Computing 167 (2024) 112269 
(iii) Fermat-Weber Location Determination:
After the initialization phase, the FWL-PSO algorithm selects the top

best-performing particles, approximately 5% of the total population.
hese particles are chosen through a sorting process and then stored

n an elite pool, 𝑋𝑒
𝑃 . These standout particles are the most successful

members of the group to provide valuable insights for finding the
best solutions. Their combined knowledge helps them navigate the
complexities of optimization more efficiently. The process of selecting
the top 𝑝 of the best-performing particles is outlined as follows:

[𝐽𝑃 , 𝐼] = 𝑠𝑜𝑟𝑡(𝐽𝑃 ), (11a)

̃𝑃 = 𝑋𝑃 (𝐼), (11b)

𝑒
𝑃 = �̃�𝑃 (1,… , 𝑝). (11c)

In Eq. (11a), the sort function is employed to yield the index vector
𝐼 of the same size with 𝐽𝑃 , signifying the arrangement of elements
within 𝐽𝑃 in an ascending order, resulting in 𝐽𝑃 . Consequently, the
personal best position matrix is rearranged into �̃�𝑃 given in Eq. (11b).
Meanwhile, Eq. (11c) describes the stored top 𝑝 particles of the 𝑁-
element population, along with their corresponding personal best cost
values. The global best position 𝑋𝐺 and its value 𝐽𝐺 are directly
stablished as the first row in �̃�𝑃 and 𝐽𝑃 , respectively. That is,

𝑋𝐺 = �̃�𝑃 (1, ∶), and 𝐽𝑃 = 𝐽𝑃 (1, ∶). (12)

A key feature of FWL-PSO is the determination of the Fermat-Weber
ocation using the positions of the selected elite particles. This geomet-
ic centroid minimizes the aggregate distances between itself and the
lite particles, effectively encapsulating their spatial arrangement. It
erves as a reference for the cumulative influence of the elite particles,
irecting the swarm towards regions of a heightened promise, defined
s:

∗
= argmin

𝐹∈R𝐷

𝑝
∑

𝑖=1
𝜂𝑖‖𝑋

𝑒
𝑃 (𝑖, ∶) − 𝐹‖2, (13)

where 𝐹 ∈ R𝐷 is any position in R𝐷 of elite particles, and ∗
𝐹 is the

Fermat-Weber location minimizing the sum of distances between itself
and the elite particles. Here, weight 𝜂𝑖 represents the importance of the
𝑖th elite particle located at 𝑋𝑒

𝑃 (𝑖, ∶), and 𝑝 is the total number of elite
particles.

Let 𝑁𝑓 be the number of iterations to estimate the Fermat-Weber
location as per Eq. (4). At each 𝐹𝑗 , 𝑗 = 1,… , 𝑁𝑓 , the next iteration
𝐹𝑗+1 is computed based on positions of the current 𝐹𝑗 and other
elite particles. The estimated Fermat-Weber location is then updated
accordingly, or remains unchanged if coinciding with one of the elite
particle positions:

𝐹𝑗+1 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

( 𝑝
∑

𝑖=1

𝜂𝑖𝑋𝑒
𝑃 (𝑖, ∶)

‖𝑋𝑒
𝑃 (𝑖, ∶) − 𝐹𝑗‖2

)

/

( 𝑝
∑

𝑖=1

𝜂𝑖
‖𝑋𝑒

𝑃 (𝑖, ∶) − 𝐹𝑗‖2

)

,

if 𝐹𝑗 ∉ {𝑋𝑒
𝑃 (1, ∶), 𝑋

𝑒
𝑃 (2, ∶),… , 𝑋𝑒

𝑃 (𝑝, ∶)}

𝑋𝑒
𝑃 (𝑖, ∶), if 𝐹𝑗 = 𝑋𝑒

𝑃 (𝑖, ∶), 𝑖 = 1, 2,… , 𝑝.

(14)

In this process, 𝐹1 can be initially set at any point within a feasible
domain.

(iv) Particle Movement and Update:
Particle positions and velocities are iteratively updated to traverse

the search space in pursuit of an optimal solution. The particle mo-
tion incorporates the interplay among personal best positions, collec-
tive information from elite particles, and spatial guidance from the
Fermat-Weber location.

The particle velocity is updated using the equation below:
𝑉 (𝑡+1) = 𝑐0×𝑉 (𝑡)+𝑐1×𝑅1◦(𝑋𝑃 (𝑡)−𝑋(𝑡))+𝑐2×𝑅2◦(1𝑁 ×𝐹 (𝑡)−𝑋(𝑡)), (15) i

4 
where 𝑡 = 1, 2,… , 𝑇𝑚 is the current iteration running from 1 to its
maximum 𝑇𝑚, 𝑐0 is the inertia weight, 𝑐1 and 𝑐2 are the acceleration
coefficients, 𝑅1 and 𝑅2 are two 𝑁 × 𝐷 matrices containing uniformly
distributed random numbers, and 𝐹 represents the FWL global best
in its interactions with particles in the swarm. The particle veloci-
ties within each generation are limited by upper and lower bounds
expressed by 𝐷-dimensional row vectors 𝑉𝑈 and 𝑉𝐿, respectively. Af-
ter updating, particles exceeding velocity limits are adjusted by the
following equations:

𝐿𝑉𝑈 =

{

1, if 𝑉 (𝑡 + 1) > 1𝑁 × 𝑉𝑈
0, otherwise.

(16a)

𝐿𝑉𝐿 =

{

1, if 𝑉 (𝑡 + 1) < 1𝑁 × 𝑉𝐿
0, otherwise.

(16b)

𝑉 (𝑡 + 1) = 𝑉 (𝑡 + 1)◦(1𝑁×𝐷 − 𝐿𝑉𝑈 − 𝐿𝑉𝐿 )

+ 1𝑁 × 𝑉𝑈◦𝐿𝑉𝑈 + 1𝑁 × 𝑉𝐿◦𝐿𝑉𝐿 ,
(16c)

where 1𝑁×𝐷 is an all-ones 𝑁×𝐷-matrix. The logic matrices 𝐿𝑉𝑈 and 𝐿𝑉𝐿
record the elements in 𝑉 that exceed respectively the corresponding
upper and lower bounds.

The particle position is now updated with the new velocity as
follows:

𝑋(𝑡 + 1) = 𝑋(𝑡) + 𝑉 (𝑡 + 1). (17)

The new position is also constrained by its maximum 𝑋𝑈 and minimum
𝑋𝐿 remains within the search space by using similar adjustments:

𝐿𝑋𝑈
=

{

1, if 𝑋(𝑡 + 1) > 1𝑁 ×𝑋𝑈

0, otherwise.
(18a)

𝐿𝑋𝐿
=

{

1, if 𝑋(𝑡 + 1) < 1𝑁 ×𝑋𝐿

0, otherwise.
(18b)

𝑋(𝑡 + 1) = 𝑋(𝑡 + 1)◦(1𝑁×𝐷 − 𝐿𝑋𝑈
− 𝐿𝑋𝐿

)

+ 1𝑁 ×𝑋𝑈◦𝐿𝑋𝑈
+ 1𝑁 ×𝑋𝐿◦𝐿𝑋𝐿

,
(18c)

here 𝐿𝑋𝑈
and 𝐿𝑋𝐿

are logical matrices corresponding to the upper
nd lower position bounds.

The swarm personal best 𝑋𝑃 and its cost 𝐽𝑃 are then recomputed,
aking into account the relationship with the individual cost 𝐽𝑋 , as
ollows:

𝐽 =

{

1, if 𝐽𝑋 < 𝐽𝑃
0, otherwise.

(19a)

𝑃 = 𝐿𝐽 × 1𝐷◦𝑋 + (1𝑁 − 𝐿𝐽 ) × 1𝐷◦𝑋𝑃 , (19b)

𝑃 = 𝐿𝐽◦𝐽𝑋 + (1𝑁 − 𝐿𝐽 )◦𝐽𝑃 . (19c)

hen, the values of 𝑋𝑒
𝑃 , 𝐹 , 𝑋𝐺, and 𝐽𝐺 are also updated accordingly.

(v) Convergence and Termination:
The FWL-PSO algorithm runs through a series of iterative steps,

rogressively refining particle positions and fitness values while mak-
ng fitness improvements across successive iterations. This ensures
he algorithm consistently proceeds towards an optimal solution. A
redetermined termination criterion is established for monitoring the
lgorithm convergence and computational throughput. The termination
an take place when fitness values settle, indicating the algorithm
onvergence, or based on an iteration threshold to simply fix the
umber of iterations, upholding a balance between solution quality
nd computational time. Here, an iteration threshold is implemented
o conclude the algorithm.

.3. FWL-PSO implementation

For realization, Algorithm 1 presents the pseudocode for implement-
ng the proposed FWL-PSO. The algorithm commences by initializing
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encoded variables with random positions and velocities and then pro-
ceeds through a primary loop. Within this loop, it assesses fitness and
updates particle dynamics based on the Fermat-Weber location within
the pool of elite particles. Consequently, the algorithm capitalizes
on spatial optimization and convergence advantages. Termination is
triggered when the specified threshold 𝑇𝑚 is reached. The resulting
Fermat-Weber location of the elite pool is then the global best 𝑋𝐺 with
he associated cost function 𝐽𝐺.

Algorithm 1 FWL-PSO implementation
Input: Parameters: 𝑐0, 𝑐1, 𝑐2, 𝑇𝑚, 𝑁, 𝑝;
egin:

1. Initialize position 𝑋 as Eq. (7);
2. Initialize velocity 𝑉 as Eq. (8);
3. Evaluate cost 𝐽𝑋 as Eq. (9);
4. Update personal best position 𝑋𝑃 and personal best cost 𝐽𝑃 as
Eq. (10);
5. Sort 𝐽𝑃 to find 𝐽𝑃 , �̃�𝑃 , and 𝑋𝑒

𝑃 as Eq. (11);
6. Compute the Fermat-Weber location of the elite pool as Eq. (14);
for 𝑡 = 1 ∶ 𝑇𝑚 do

7. Update velocity as Eq. (15);
8. Address velocity exceeding bounds as Eq. (16);
9. Update position as Eq. (17);
10. Address position exceeding bounds as Eq. (18);
11. Evaluate cost 𝐽𝑋 as Eq. (9);
12. Update 𝑋𝑃 and 𝐽𝑃 as Eq. (19);
13. Sort 𝐽𝑃 to find 𝐽𝑃 , �̃�𝑃 , and 𝑋𝑒

𝑃 as Eq. (11);
14. Compute the Fermat-Weber location of the elite pool as

Eq. (14);
end for
15. Obtain the best solution 𝑋𝐺 = 𝑋𝑒

𝑃 (1, ∶); 𝐽𝐺 = 𝐽𝑃 (1, ∶)

Output: The best solution: 𝑋𝐺 , 𝐽𝐺.
End

3. Game-based path planning for UAVs

3.1. Path planning problem formulation

The drone-based execution of complex tasks frequently necessitates
the coordinated efforts of multiple UAVs operating as a cohesive team,
such as in large-scale 3D mapping or extensive façade inspection for
buildings or civil infrastructure. Collaborative control of a UAV group
compared to individual UAVs can yield significant benefits in terms of
efficiency, reliability, and adaptability [39]. The process of planning
paths for multiple UAVs can be formulated as an optimization problem,
as described in the following:

𝑃𝑚(0)
𝑃𝑚(𝑘)

←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→
𝑠.𝑡. 𝐽 (𝛱𝑚 ,𝛱−

𝑚 )
𝑃𝑚(𝑒𝑛𝑑), 𝑚 = 1, 2,… ,𝑀, (20)

here 𝑀 represents the number of drones with 𝑃𝑚(0) and 𝑃𝑚(end)
representing respectively the initial and target poses of UAV𝑚. The
path 𝛱𝑚 comprises a sequence of 𝐾 waypoints in a 3D space 𝑃𝑚(𝑘) =
𝑥𝑚(𝑘), 𝑦𝑚(𝑘), 𝑧𝑚(𝑘)), 𝑘 = 1, 2,… , 𝐾, which collectively define the flight
rajectory for UAV𝑚. Meanwhile, 𝛱−

𝑚 corresponds to a set of paths
aken by neighboring drones to UAV𝑚. The cost function of UAV𝑚 in
cooperative task, 𝐽 (𝛱𝑚,𝛱−

𝑚 ), consists of a single cost, 𝐽𝑠(𝛱𝑚), and a
ooperative cost, 𝐽𝑐 (𝛱𝑚,𝛱−

𝑚 ), determined by

(𝛱𝑚,𝛱
−
𝑚 ) = 𝐽𝑠(𝛱𝑚) + 𝛽𝐽𝑐 (𝛱𝑚,𝛱

−
𝑚 ), (21)
here 𝛽 is a weighting factor. 𝐽

5 
.1.1. Single-UAV cost
In Eq. (21), the single-UAV cost 𝐽𝑠(𝛱𝑚) for an individual drone is

omputed as:

𝑠(𝛱) = 𝜔1𝐹𝑠𝑎 + 𝜔2𝐹𝑡𝑟 + 𝜔3𝐹𝑎𝑐 + 𝜔4𝐹𝑠𝑚, (22)

here 𝐹𝑠𝑎 is the safety cost related to potential threats, 𝐹𝑡𝑟 stands
or the traveling cost, 𝐹𝑎𝑐 represents the altitude constraint cost, and
𝑠𝑚 corresponds to the smoothness cost. The weight coefficients 𝜔𝑖 for
= 1, 2, 3, 4 are design parameters.

The safety cost 𝐹𝑠𝑎 is necessary to avoid collisions, based on mit-
gating the threat of colliding with obstacles. Consider  obstacles in
he flying area, where 𝐷𝜏 (𝑘) is the distance from the flight segment
𝑃 (𝑘)𝑃 (𝑘 + 1) of a UAV with radius 𝑟𝑢 to obstacle 𝜏 with radius 𝑟𝜏 at
waypoint 𝑘. The safety cost is then computed as

𝐹𝑠𝑎 =
𝐾−1
∑

𝑘=1


∑

𝜏=1
𝑆𝜏 (𝑘), (23)

here

𝜏 (𝑘) =
{

0, if 𝐷𝜏 (𝑘) > 𝑟𝑢 + 𝑟𝜏
∞, otherwise. (24)

The traveling cost 𝐹𝑡𝑟 accounts for the UAV path length, which is
minimized to save flight time and energy. It is computed as

𝐹𝑡𝑟 =
𝐾−1
∑

𝑘=1
𝐿(𝑘), (25)

where 𝐿(𝑘) = ‖𝑃 (𝑘 + 1) − 𝑃 (𝑘)‖ denotes the length of the segment
𝑃 (𝑘)𝑃 (𝑘 + 1).

The altitude constraint cost 𝐹𝑎𝑐 is essential to limit the UAV trajec-
ory height for effective inspection. Let ℎ𝑚𝑖𝑛 and ℎ𝑚𝑎𝑥 be the minimum
nd maximum heights, respectively, and let ℎ(𝑘) represent the relative
eight of the UAV with respect to the ground. The desired flying height
s ℎ̄ = 0.5(ℎ𝑚𝑖𝑛 + ℎ𝑚𝑎𝑥). Accordingly, the altitude constraint cost is
alculated as

𝑎𝑐 =
𝐾
∑

𝑘=1
𝐻(𝑘), (26)

here

(𝑘) =

{

|

|

ℎ(𝑘) − ℎ̄|
|

, if ℎ𝑚𝑖𝑛 ≤ ℎ(𝑘) ≤ ℎ𝑚𝑎𝑥,

∞, otherwise.
(27)

The smoothness cost 𝐹𝑠𝑚 is included to limit sharp changes in
AV maneuvers such as turning or climbing, required for inspection
overage. It is computed as

𝑠𝑚 = 𝛽1
𝐾−2
∑

𝑘=1
𝜙(𝑘) + 𝛽2

𝐾−1
∑

𝑘=1
|𝜑(𝑘) − 𝜑(𝑘 + 1)| , (28)

here 𝜙(𝑘) and 𝜑(𝑘) are the turning and climbing angles, respectively,
nd 𝛽1 and 𝛽2 represent the corresponding curvature radii.

More details about the above individual cost functions can be found
n [40,41]. All these costs share the unit of distance (meters). Here, we
pply weighting coefficients 𝜔𝑖 for 𝑖 = 1, 2, 3, 4 in the single-UAV cost
o balance the contributions of the individual costs. These weighting
actors allow for flexibility in tuning the influence of each cost function
n the overall objective, ensuring that no single cost dominates the
ptimization process.

.1.2. Cooperative-UAV cost
For civil infrastructure inspection, there is a growing interest in

eploying UAVs as mobile sensors, given their distinct advantages over
raditional static monitoring methods. The major role of the UAV in this
ontext is to provide a comprehensive coverage of the area of interest
nd collect vital information, primarily through visual data capture.
ere, the cooperative cost for the cooperative constraint, denoted as
(𝛱 ,𝛱−), is determined based on the specific cooperative task. In this
𝑐 𝑚 𝑚
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Fig. 1. Façade inspection using multiple UAVs.

Fig. 2. UAV field of view.

work, our focus is on building façade inspection using multiple UAVs,
as illustrated in Fig. 1. Consequently, the cooperative cost is derived as
in the following.

Here, each UAV is equipped with a horizontally-facing camera, al-
lowing it to cover a square Field of View (FOV), configuring a pyramid
with a half-angle 𝜃, as shown in Fig. 2. Therein, two specific cases for 𝜃
are designated as 𝜃𝑧 and 𝜃𝑦 respectively between the vertical medians
of the side faces and the height. To be fully covered, a point 𝑞 falls
within the FOV of a UAV if it satisfies the following equations:

‖𝑞 − 𝑐𝑖‖ ≤ 𝑑 tan 𝜃, (29)

where 𝑐𝑖 denotes the projected position of the drone on the surface,
while the pyramid height 𝑑 signifies the distance from the UAV to the
surface. The assigned tasks of the UAV are then to achieve maximal
coverage within its FOV as well as a desired overlapping level to
enhance the overall coverage efficiency.

For ease of reference, we establish the coordinate system 𝑥𝑦𝑧 fixed
to the building, with the 𝑧-axis oriented in an upward direction, as
depicted in Fig. 2. The UAV flight planning is oriented along the 𝑦-axis,
denoted as 𝑦𝑚(𝑘). As a result, the vertical FOV becomes the sole focus
in the path planning problem, given the maximum distance 𝑑𝑚𝑎𝑥 from
which a captured surface can still adhere to the minimum target pixel
resolution.

The cooperative-UAV cost 𝐽𝑐 (𝛱𝑚,𝛱−
𝑚 ) in Eq. (21) is derived from

the UAV cooperation and inspection requirements, based on (i) the cov-
erage height 𝐻𝑐 , (ii) the overlapping height 𝐻𝑜, and (iii) the avoidance
of intervehicle collisions.
6 
Fig. 3. Cooperative field of view.

(i) Cooperative coverage height: For effective inspection, the height
𝐻𝑐 (𝑘) of a UAV trajectory from the group is, in turn, dependent on the
maximum distance to remain in FOV 𝑑𝑚𝑎𝑥 and the building height 𝐻𝑏,
computed as:

𝐻𝑐 (𝑘) =
𝑀
∑

𝑚=1
[max (0,min (ℎ𝑢𝑚,𝐻𝑏) − max (ℎ𝑙𝑚, ℎ

𝑢
𝑚−1))], (30)

where ℎ𝑢𝑚 and ℎ𝑙𝑚 are respectively the upper and lower vertical coverage
bounds of UAV𝑚, as depicted in Fig. 3, and ℎ𝑙𝑚−1 = 0 for 𝑚 = 1. These
bounds are obtained as,

ℎ𝑢𝑚 =

{

𝑧𝑚 + 𝑥𝑚 tan 𝜃𝑚, if 𝑥𝑚 ≤ 𝑑𝑚𝑎𝑥
0, if 𝑥𝑚 > 𝑑𝑚𝑎𝑥,

(31a)

ℎ𝑙𝑚 =

{

𝑧𝑚 − 𝑥𝑚 tan 𝜃𝑚, if 𝑥𝑚 ≤ 𝑑𝑚𝑎𝑥
0, if 𝑥𝑚 > 𝑑𝑚𝑎𝑥,

(31b)

where 𝑧𝑚 and 𝜃𝑚 are the 𝑧− coordinate and angle 𝜃, associated with
UAV𝑚, as shown Fig. 2.

(ii) Total overlapping height: To guarantee the completeness of the
inspection coverage, there should be an overlapping in the FOV of each
UAV. This height 𝐻𝑜(𝑘) is thus determined as:

𝐻𝑜(𝑘) =
𝑀
∑

𝑚=1

|

|

|

𝜇(ℎ𝑢𝑚 − ℎ𝑙𝑚) − max (ℎ𝑙𝑚 − ℎ𝑢𝑚−1, 0)
|

|

|

, (32)

where 𝜇 is a number of desired overlapping percentages.
(iii) Avoidance of intervehicle collisions: An essential constraint to

guarantee the safe execution of the search plan when UAVs collaborate
as a team is to avoid any collision between them. The collision con-
straint is established to prevent potential collisions between the drones.
We define 𝐺𝑐𝑜𝑙(𝛱𝑚,𝛱−

𝑚 ), the total number of collisions in the solution,
expressed as:

𝐺𝑐𝑜𝑙(𝛱𝑚,𝛱
−
𝑚 ) =

𝐾
∑

𝑘=1

𝑀
∑

𝑚=1

𝑀
∑

𝑚′=𝑚+1
(𝑔𝑐𝑜𝑙(𝑃𝑚(𝑘), 𝑃𝑚′ (𝑘))), (33)

where 𝑔𝑐𝑜𝑙(𝑃𝑚(𝑘), 𝑃𝑚′ (𝑘)) is a collision function that returns 1 when
UAV𝑚 and UAV𝑚′ collide at waypoint 𝑘 and returns 0 otherwise. The
solution (𝛱𝑚,𝛱−

𝑚 ) is considered feasible only when 𝐺𝑐𝑜𝑙(𝛱𝑚,𝛱−
𝑚 ) = 0,

indicating that it avoids all potential collisions throughout the entire
mission.

From (30), (32) and (33), the cooperative-UAV cost can be overall
defined as

𝐽𝑐 (𝛱𝑚,𝛱
−
𝑚 ) =

⎧

⎪

⎪

⎨

⎪

⎪

𝛽1
𝐾
∑

𝑘=1
[𝐻𝑏 −𝐻𝑐 (𝑘)] + 𝛽2

𝐾
∑

𝑘=1
𝐻𝑜(𝑘),

if 𝐺𝑐𝑜𝑙(𝛱𝑚,𝛱
−
𝑚 ) = 0,

(34)
⎩
∞, otherwise,
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where 𝛽1 and 𝛽2 are the coefficients of the total coverage and overlap-
ping heights, respectively.

3.2. Nash game for cooperative path planning

In cooperative path planning for UAVs, the objective is to simul-
taneously minimize the cost function, denoted as 𝐽𝑚(𝛱𝑚,𝛱−

𝑚 ), for all
UAVs involved (𝑚 = 1, 2,… ,𝑀). This cost function includes numerous
factors constraining UAV operations in their flight paths, including
the cost for individual UAVs as defined in (22) and the cooperative
coverage cost outlined in (34). During execution of inspection tasks,
conflicts may emerge from the complex interdependencies within the
path of an individual UAV, 𝛱𝑚, as well as in relation to the paths
of other UAVs within the team, 𝛱−

𝑚 . Consequently, there should be a
balance for every UAV in the team to secure its overlapping coverage
area, prevent collisions and optimize its flying route. Recognizing the
effectiveness of game theory in resolving these conflicts and managing
interactions [42], we develop a game-based cooperative guidance law
consisting of two pivotal steps for multi-UAV path planning. Firstly, a
Nash game is formulated to capture the strategic interactions among
the UAVs. Then, the FWL-PSO algorithm is integrated to search for the
Nash equilibrium, representing the optimal paths, wherein no UAV can
unilaterally enhance its cost function without impacting the costs of the
others. Further details of this method are presented in the following.

Let us consider each member of the UAV group as an individual
decision-maker or player. These players formulate strategies, with the
strategy for player UAV𝑚 designated as its chosen path, denoted as
𝛱𝑚. The effectiveness of their strategies is evaluated through a payoff
mechanism, where the payoff for player UAV𝑚 is quantified by its corre-
sponding cost function, denoted as 𝐽𝑚(𝛱𝑚,𝛱−

𝑚 ). Under the condition of
shared information between the group from the communication links,
each player is assumed to be aware of the strategies taken by their
fellow players, and no player can enhance their payoff by unilaterally
changing their plan alone due to the intrinsic symmetry in the players’
roles [43]. From this stipulation, the Nash game can be formulated as,

𝐺 = (𝑈,𝑆, 𝐽 ) , (35)

where 𝑈 = (𝑈1, 𝑈2,… , 𝑈𝑀 ) represents the set of players. The set
𝑆 = (𝑆1, 𝑆2,… , 𝑆𝑀 ) stands for the strategy sets of players, where
𝑆𝑚 = (𝛱𝑚1

,𝛱𝑚2
,… ,𝛱𝑚𝛴

) for 𝑚 = 1, 2,… ,𝑀 , represents all 𝛴𝑚
strategies adopted by player 𝑈𝑚. The set 𝐽 = (𝐽1, 𝐽2,… , 𝐽𝑀 ) represents
the payoffs of all players. The Nash equilibrium is then defined as
∗
𝑆 = (

∗
𝛱1,

∗
𝛱2,… ,

∗
𝛱𝑀 ) satisfying the following condition:

∀𝛱𝑚𝜎
∈ 𝑆𝑚, 𝐽𝑚(

∗
𝛱𝑚,

∗
𝛱

−
𝑚) ≤ 𝐽𝑚(𝛱𝑚𝜎

,
∗
𝛱

−
𝑚),

𝑚 ∈ {1, 2,… ,𝑀}, 𝜎 ∈ {1, 2,… , 𝛴𝑚},
(36)

where ∗
𝛱

−
𝑚 = (

∗
𝛱1,… ,

∗
𝛱𝑚−1,

∗
𝛱𝑚+1,… ,

∗
𝛱𝑀 ) represents the optimal

strategy set of the rivals of player 𝑈𝑚, and for the UAV with player
𝑈𝑚, it is determined as:
∗
𝛱𝑚 = argmin

𝑃𝑚
𝐽𝑚(𝛱𝑚,

∗
𝛱

−
𝑚). (37)

3.3. FWL-PSO for Nash equilibrium

The problem of cooperative path planning for multiple UAVs is
now rendered to the determination of the Nash equilibrium (37) for
all 𝑚 = 1, 2,… ,𝑀 , as presented in the pseudocode of Algorithm 2.
Initially, the current locations of the drones are taken as temporary
opponent strategies, denoted as 𝛱−

𝑚 , for a player UAV𝑚 of the group.
Subsequently, the algorithm iteratively refines the strategy, 𝛱𝑚, for
each player by minimizing their respective cost function, 𝐽𝑚, over all
strategies used by the opponents that are made available for the player.
Once ∗

𝛱𝑚(𝛱−
𝑚 ) is ascertained, opposing players, in turn, take their strat-

egy by minimizing their cost function, denoted as 𝐽−
𝑚 , while considering

∗ − −
𝛱𝑚(𝛱𝑚 ) and 𝛱𝑚 . The resulting strategy for an opposing player is then
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integrated into ∗
𝛱𝑚(𝛱−

𝑚 ) to yield the optimal strategy for all neighboring
players ∗

𝛱𝑚(
∗
𝛱

−
𝑚) at the optimal strategy of player 𝑈𝑚. This process is

reiterated for all players participating in the game, yielding the Nash
equilibrium strategies for all players as ∗

𝑆 = (
∗
𝛱1,

∗
𝛱2,… ,

∗
𝛱𝑀 ). This

ensures that no player can enhance their outcome by independently
altering their strategy, thus accomplishing the Nash equilibrium.

Algorithm 2 Nash equilibrium
for 𝑚 = 1 ∶ 𝑀 do

1. Fix 𝛱−
𝑚 ;

2.
∗
𝛱𝑚(𝛱−

𝑚 )=argmin𝛱𝑚
𝐽𝑚(𝛱𝑚,𝛱−

𝑚 );
3. Obtain

∗
𝛱𝑚(𝛱−

𝑚 );
4.

∗
𝛱−

𝑚 =argmin𝛱−
𝑚
𝐽−
𝑚 (

∗
𝛱𝑚(𝛱−

𝑚 ),𝛱
−
𝑚 );

5. Obtain
∗
𝛱−

𝑚 ;
6. Substitute

∗
𝛱−

𝑚 into
∗
𝛱𝑚(𝛱−

𝑚 );
7. Obtain

∗
𝛱𝑚(

∗
𝛱−

𝑚 );
end for
8. Obtain

∗
𝑆 = (

∗
𝛱1,

∗
𝛱2,… ,

∗
𝛱𝑀 );

It should be noted that in Algorithm 2, the optimization functions
at steps 2 and 4 are tackled by employing the FWL-PSO method,
described in Algorithm 1. After the application of FWL-PSO to solve the
minimization of the cost functions for UAV path planning, the resulting
flight paths of individual vehicles are obtained in the form of vectors
that capture the movement of the UAV between waypoints. These
vectors are represented within the inertial frame (𝑥𝑦𝑧). For a UAV flight
path denoted as 𝑖 and comprising 𝐾 nodes, the resulting representation
encompasses 𝐷 = 3𝐾 dimensions, as delineated by the position vector
𝑋𝑖 = [𝑥𝑖1, 𝑦𝑖1, 𝑧𝑖1, 𝑥𝑖2, 𝑦𝑖2, 𝑧𝑖2,… , 𝑥𝑖𝐾 , 𝑦𝑖𝐾 , 𝑧𝑖𝐾 ]⊤. In summary, these FWL-
PSO and Nash game algorithms are merged into an overall algorithm
for the proposed optimal framework of cooperative path planning for
multiple UAVs with the pseudocode presented in Algorithm 3.

4. Simulation results

This section provides the simulation results obtained with the
proposed algorithms, spanning from single UAV path planning to
multi-UAV path planning scenarios.

4.1. Evaluation using digital elevation model (DEM) maps

The evaluation scenario used an authentic digital elevation model
(DEM) map derived from LiDAR sensors, as detailed in [44]. We
selected two areas of Christmas Island in Australia with different ter-
rain structures as our areas of interest. We tailored them to create
benchmarking scenarios, as depicted in Fig. 4. Within these scenarios,
we positioned various threats, symbolized by red cylinders, at diverse
altitudes.

To appraise the outperformance of the proposed path planning algo-
rithm, extensive comparisons were conducted with other metaheuristic
algorithms, including DE [45] and GA [46], as well as available PSO
variants, including the canonical PSO [16], SPSO [22], LL-PSO [24],
TPCSO [26], and ACVDEPSO [47]. All PSO variants utilized identical
design parameters: 𝑐0 = 1 with a damping rate of 0.98, 𝑐1 = 1.5,
and 𝑐2 = 1.5. The swarm size was consistently set at 𝑁 = 500
particles, and the maximum number of iterations was fixed at 𝑇𝑚 =
50. The number of waypoints was equal to 𝐾 = 10 for all cases.
ach algorithm underwent a total of 50 runs. Their fitness average and
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Algorithm 3 FWL-PSO and Nash game for UAV cooperative path
planning
Begin:

1. Get search map and initial information of all UAVs in the group;
2. Set FWL-PSO parameters: 𝑐0, 𝑐1, 𝑐2, 𝑇𝑚, 𝑁, 𝑝;
for 𝑚 = 1 ∶ 𝑀 do

3. Encode the flight path 𝛱𝑚 as a position vector 𝑋𝑚;
4. Generate random position 𝑋𝑚 as (7) and velocity 𝑉𝑚 as (8);

end for
for 𝑚 = 1 ∶ 𝑀 do

5. Calculate the cost value 𝐽𝑋𝑚
= 𝐽 (𝑋𝑚, 𝑋−

𝑚 ) as (9) and (21);
6. Obtain personal best 𝑋𝑃𝑚 and 𝐽𝑃𝑚 as (10);
7. Sort �̃�𝑃𝑚 and select elite pool 𝑋𝑒

𝑃 𝑚 as (11);
8. Update global best 𝑋𝐺𝑚

and 𝐽𝐺𝑚
as (12);

9. Calculate Fermat-Weber location 𝐹𝑚 as (13);
end for
for 𝑡 = 1 ∶ 𝑇𝑚 do

for 𝑚 = 1 ∶ 𝑀 do
10. Update velocity 𝑉𝑚(𝑡 + 1) as (15) and (16);
11. Update position 𝑋𝑚(𝑡 + 1) as (17) and (18);
12. Fix the best position of the rival 𝑋−

𝐺𝑚
(𝑡);

13. Calculate 𝐽𝑋𝑚
(𝑡 + 1) (9) and (21);

14. Obtain personal best 𝑋𝑃𝑚 (𝑡 + 1) and 𝐽𝑃𝑚 (𝑡 + 1) as (19);
15. Re-sort �̃�𝑃𝑚 (𝑡 + 1) and update elite 𝑋𝑒

𝑃 𝑚(𝑡 + 1) as (11);
16. Update global best 𝑋𝐺𝑚

, 𝐽𝐺𝑚
as (12);

17. Update Fermat-Weber location 𝐹𝑚(𝑡 + 1) as (13);
end for

end for
18. Obtain the best strategy 𝑋𝐺𝑚

and 𝐽𝐺𝑚
, 𝑚 = 1, 2, ...,𝑀 ;

19. Obtain the Nash equilibrium: 𝑋𝐺 = (𝑋𝐺1
, 𝑋𝐺2

, ..., 𝑋𝐺𝑀
).

20. Obtain the optimal path for each UAV𝑚, 𝑚 = 1, 2, ...,𝑀 .

End

Table 1
FWL-PSO design parameters.

Parameter Symbol Value

Inertia weight 𝑐0 1
Inertia weight damping ratio 𝜔𝑑𝑎𝑚𝑝 0.98
Acceleration coefficients [𝑐1 , 𝑐2] [1.5, 1.5]
Number of particles 𝑁 500
Number of iterations 𝑇𝑚 150
Number of running simulations 𝑁𝑠 50
Number of waypoints 𝐾 10
Planning cost weight factors [𝜔1 , 𝜔2 , 𝜔3 , 𝜔4] [10, 1, 1, 1]
Number of best-performing particles 𝑝 25
Number of iterations to find FWL 𝑁𝑓 25
FWL weight parameters 𝜂𝑖 , 𝑖 = 1,… , 𝑝 1

standard deviation values were computed for comparison. For FWL-
PSO, we set 𝑝 = 0.05𝑁 = 25 elite particles and 𝑁𝑓 = 25 iterations.
n this study, the weight parameter 𝜂𝑖 was kept constant at 1 for all
𝑖 = 1, 2,… , 𝑝, signifying that all elite particles contributed equally in
determining the Fermat-Weber location, exerting an equal influence
on the search capabilities of the algorithm. The design parameters are
listed in Table 1.

The top view of the paths generated by the various PSO variants is
illustrated in Fig. 4, while the convergence of the best fitness values
 s
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Table 2
Comparison of fitness values (all units in meters).

Algorithm Scenario 1 Scenario 2 Scenario 3 Scenario 4

Mean Std Mean Std Mean Std Mean Std

DE 5.174 0.072 5.256 0.059 5.243 0.020 5.322 0.023
GA 5.086 0.046 5.347 0.016 5.179 0.078 5.473 0.171
PSO 4.970 0.019 5.081 0.048 5.063 0.005 5.169 0.057
SPSO 4.960 0.013 4.987 0.020 5.037 0.007 5.111 0.008
LL-PSO 4.968 0.012 4.976 0.027 5.079 0.034 5.201 0.044
TPCSO 4.967 0.010 4.968 0.022 5.060 0.006 5.149 0.037
ACVDEPSO 4.946 0.012 4.931 0.015 5.045 0.005 5.098 0.006
FWLPSO 4.937 0.002 4.901 0.002 5.033 0.001 5.088 0.005

over iterations is shown in Fig. 5. All the algorithms are capable
of producing paths that meet the requirements for distance traveled,
obstacle avoidance, and smoothness. Notably, FWL-PSO exhibits a rapid
convergence, achieving near-optimal solutions after only 35 iterations.
In contrast, the other PSO variants require more iterations to converge
to relatively good solutions. This outcome is further indicated in Ta-
ble 2, listing the average and standard deviation of the fitness values
obtained from running the algorithms for 50 repetitions. The proposed
FWL-PSO delivers the best fitness values in terms of the mean and
standard deviation in all cases, confirming its advantages over other
techniques.

4.2. Building inspection using multiple UAVs

To assess the effectiveness of the proposed game-based FWL-PSO
framework for UAV cooperative path planning, we consider the in-
spection of a building façade. It spans 100 m in length and 30 m in
height. The operational space surrounding the building was defined
with dimensions of 30 m × 100 m × 35 m, as depicted in Fig. 6. Note
that the façade chosen here for simulation was after a real-world asset
but there should be no specific restrictions on the building size given
the available number of UAVs used for inspection. For obstacles in
the environment, we modeled them as cylinders located at coordinates
(10, 20), (20, 40), (10, 60), and (20, 80). These cylinders have heights of
10 m, 20 m, 20 m, and 10 m, respectively, and all share a common
radius of 3 m. The initial positions of the UAV team were set at
[

𝑃1(0), 𝑃2(0), 𝑃3(0)
]

=[10 10 10; 1 1 1; 5 15 25]. The target locations were
placed at

[

𝑃1(𝑒𝑛𝑑), 𝑃2(𝑒𝑛𝑑), 𝑃3(𝑒𝑛𝑑)
]

=[10 10 10; 99 99 99; 5 15 25].
The FWL-PSO algorithm was configured with parameters listed in

Table 1. Here, for the individual cost function for each UAV, weight
coefficients were selected as [𝜔1, 𝜔2, 𝜔3, 𝜔4] = [1, 1, 0.1, 0.1] to prior-
itize minimizing distance and avoiding obstacles while still considering
altitude and smoothness. To account for complete coverage, the desired
overlapping percentage set at 𝜇 = 15% and 𝛽1 = 𝛽2 = 1. Each path was
efined with a total of 𝐾 = 9 waypoints, excluding the initial and target
ositions.

The simulation results shown in Fig. 6 illustrate the effectiveness
f the integrated FWL-PSO with game theory for multi-UAV path
lanning in this inspection task. Notably, the vertical FOV of three
AVs adequately covers the entire height of the building throughout

he flight, ensuring comprehensive monitoring and minimizing the need
or additional travel. This optimized path planning not only minimizes
he distance traveled but also successfully avoids both intervehicle
nd obstacle collisions, highlighting the capability of the system to
nsure safe and cooperative multi-UAV missions. Moreover, the Nash
quilibrium, a critical aspect of the planning coordination for a multi-
AV system, is reached after 35 iterations. This is illustrated in Fig. 7,
hich showcases the convergence of cost values over iterations. The

wift and stable convergence is attributed to the FWL-PSO merits to
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Fig. 4. Top view of generated paths.
obtain optimal solutions in the proposed framework. To further eval-
uate the performance of the approach for each UAV, Fig. 8 presents
histograms of the final cost values derived from 50 simulation trials.
They statistically reaffirm the effectiveness of the proposed approach
for UAV path planning in civil infrastructure inspection.

5. Experimental validation

To validate the proposed FWL-PSO algorithm for cooperative UAV
path planning in real-world conditions, field tests were conducted to
thoroughly inspect a 30-meter-high building situated in Wentworth
Park, New South Wales, Australia. The experimental work aims to
demonstrate not only the practicality of the algorithm but also its
ability to optimize inspection routes for low-cost UAVs.

5.1. Experimental setup

To establish a reference point within our Cartesian coordi-
nate system, we selected the origin at coordinates −33.87658617◦S,
151.19252566◦E. For our inspection tasks, we employed three 3DR
Solo drones equipped with GoPro Hero 4 cameras. These drones are
equipped with dual Cortex M4 168 MHz processors, ensuring precise
9 
control. Additionally, they were supplied with an ARM Cortex A9 run-
ning the Arducopter flight operating system [30]. Autonomous flight
planning and data analysis were conducted using the Mission Planner
ground control station. The compact form factor and 4K resolution
capabilities of the GoPro Hero 4 camera make it particularly well-suited
for capturing detailed images in hard-to-reach locations during field
tests. The initial positions of the drones concerning the origin were
set as 𝑃1(0) = [10 1 5], 𝑃2(0) = [10 1 15], and 𝑃3(0) = [10 1 25]. The
corresponding target positions were chosen as 𝑃1(𝑒𝑛𝑑) = [10 80 5],
𝑃2(𝑒𝑛𝑑) = [10 80 15], and 𝑃3(𝑒𝑛𝑑) = [10 80 25]. We also determined the
locations, heights, and radii of obstacles in the flying field, including
nearby trees, light poles, and a public lavatory.

5.2. Field test results

By utilizing the FWL-PSO algorithm and Nash game framework
for cooperative path planning, we obtained optimal waypoints for all
UAVs. These coordinates were then converted into longitude, latitude,
and altitude to execute our generated paths. The speed profiles of
the UAVs were set with a reference speed of 1 m∕s. Subsequently,
we uploaded the waypoints and corresponding speeds to each drone
through Mission Planner for autonomous execution. Fig. 9(a) shows the
imported trajectory typically for UAV1.
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Fig. 5. Best fitness values over iterations.
The software facilitated assigning waypoints, flight path planning,
data logging, as well as streamlining the entire workflow. To illus-
trate the experiments, Fig. 9(b) depicts the three UAVs during the
cooperative mission of inspecting the building façade. These UAVs
adeptly navigated around obstacles while ensuring complete coverage
of the entire building surface within their field of view by accurately
tracking the paths generated by the proposed approach. Indeed, Fig. 10
presents the tracking performance in terms of the distance from the
actual position to the desired generated path observed during the
inspection with minor tracking errors less than 0.6 m. These slight
errors mainly resulted from minor GPS positioning inaccuracies rather
than any limitations in the tracking controller of the drone.

5.3. Discussion

Our experimental results have been consistent with the simulation
results and, more importantly, demonstrated that a team of drones
could successfully follow optimal paths generated from the proposed
cooperative path planning framework, integrating the Fermat-Weber
location with particle swarm optimization and the Nash game theory.
Insightful results obtained underscore the effectiveness and practicality
of the proposed approach. As demonstrated in the simulation and field
tests for inspection of a building façade, the ability to consistently
generate and execute safe paths resulting from the optimized cooper-
ative planning can enhance the operational performance of multiple
UAVs in civil infrastructure inspection as well as across various sce-
narios, for example, search and rescue, surveillance, maintenance and
transportation.

Here, from extensive comparison as indicated in Table 2 and val-
idated by experiments, the determination of Fermat-Weber locations
10 
have significantly improve convergence and computational efficiency
of the metaheuristic optimization. Moreover, by integrating the game
theory principles, our algorithm facilitates cooperative decision-making
among UAVs. This enables collaborative path optimization while
considering potential conflicts and interactions. Such an approach im-
proves path planning precision and adaptability, empowering UAVs to
safely navigate through complex environments and obstacles. Further-
more, drawing upon the game theory in path planning is promising for
analyzing strategic interactions between UAVs, ultimately ensuring the
reliability of their cooperation in execution of more complicated tasks.

6. Conclusion

This paper has presented the development of a novel FWL-PSO
algorithm for cooperative path planning of UAVs, utilizing the advan-
tages of Fermat-Weber location principles to enhance computational
efficiency and optimization convergence. The integration of FWL-PSO
with game theory for multi-UAV cooperative path planning, leading
to the swift attainment of Nash equilibria, demonstrates the ability to
reach the optimal solutions in handling UAV interactions from group
operation as well as the practicality of the proposed approach for co-
operative path planning. Comparative evaluations have established the
superiority of FWL-PSO performance when compared with the avail-
able PSO variants. The proposed approach significantly contributes to
advancing multi-UAV path planning and demonstrates the potential of
merging heuristic optimization methods with game theory to address
more complicated cooperative scenarios with application to real-world
tasks. Future works will focus on exploring UAV-based cooperative
path planning in other scenarios in civil infrastructure automation
and extending using the proposed framework to deal with a dynamic

environment moving obstacles.
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Fig. 6. UAV paths and FOVs.

Fig. 7. Best fitness values over iterations.
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Fig. 8. Histogram of best fitness values.

Fig. 9. Experimental results.
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Fig. 10. Tracking performance.
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