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A B S T R A C T

This study introduces an innovative framework designed to forecast the fluctuating short-term generation of
photovoltaic (PV) energy in isolated microgrids. The framework relies entirely on solar irradiance data obtained
from weather stations located far from the target microgrid. It implements a sophisticated decomposition
approach to effectively extract an enriched collection of features from the dataset. Subsequently, a machine
learning-based clustering method further enhances the forecasting process by accurately separating the relevant
data points. The approach utilizes an advanced two-stage Hybrid Data Linked Model (HDLM) architecture,
integrating a Layered Recurrent Neural Framework (LRNF) for prediction and a pattern identification network
unit for pattern extraction. This paper demonstrates significant improvements in both the accuracy and
effectiveness of estimating PV generation, achieving a mean absolute error of 1.02, a root mean square error
of 2.176, and an R-squared score of 0.991. Additionally, the method reduces computing time by 15% after
finalizing the input features. A comparative analysis evaluates the superior forecasting capabilities of the
HDLM in remote microgrids by benchmarking it against other advanced hybrid deep learning models. The
findings highlight the HDLM’s potential to greatly enhance and revolutionize the management and operation
of renewable energy systems in remote microgrids.
1. Introduction

The number of customer-driven PV installations has increased dra-
matically in recent years, owing largely to financial incentives such
as feed-in tariffs (FiT) offered for exporting excess power back to the
grid [1,2]. However, this accelerated adoption of PV systems poses
some obstacles, the most significant of which is its impact on grid sta-
bility [3,4]. In addition, the increasing number of photovoltaic systems
adds complexity to microgrid energy management and planning, mak-
ing it harder to maintain an appropriate operational balance [5]. When
multiple PV sources feed power into the network simultaneously during
peak solar generation periods, it can result in voltage fluctuations and
potential overloads, thus compromising the stability and safety of both
microgrids and the national grid [6–9]. As a result, governments and
utility companies are forced to put restrictions on electricity exports,
resulting in lower returns for PV owners and an extension of the
payback period for their solar investments [10–12]. This circumstance
emphasizes the necessity for sophisticated management strategies to
mitigate the negative effects of integrating a substantial amount of solar
energy into the existing electrical infrastructure, or microgrids.

Voltage stability challenges in PV-enriched microgrids and conven-
tional electrical networks can be mitigated by accurately estimating
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PV generation. Utility grid operators can anticipate and prevent issues
with accurate projections. With these predictive capabilities, energy
supply and demand are balanced, improving power grid stability and
security. Researchers have conducted a significant amount of research
and created numerous models to predict PV generation as a result of
the development of machine learning (ML) and deep learning (DL)
algorithms. Different ML approaches, such as Random Forest (RF),
Neural Networks (NN), Support Vector Machines (SVM), Recurrent
Neural Networks (RNN), Convolution Neural Networks (CNN), and
so on, are employed to forecast PV generation. These algorithms are
widely used because they can recognize patterns in PV generation
and use that information to make better predictions than statistical
methods. For example, the authors of Ref. [13] forecasted solar gener-
ation at a university campus in Manchester using a variety of machine
learning methods such as RF, NN, SVM, and Linear Regression (LR). The
results demonstrate that RF has the lowest average error, with other
algorithms having comparable but significantly greater errors of more
than 32%. Ref. [14] applies similar predictive models from Ref. [13]
to Alice Springs, Australia, to predict solar power generation in that
area. In Ref. [15], a genetic algorithm-based support vector machine
(GASVM) is used to predict the output of solar power in home PV
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systems. The model is then tested using data from Deakin University’s
local weather monitoring system. The analysis demonstrates that the
proposed model is superior to the traditional SVM model in terms of
accuracy. Ref. [16] summarizes the benefits and performance of various
ML-based models in this area in a single article.

Due to the presence of a memory unit, deep learning-based models
can predict better than ML-based models. Long short-term memory
(LSTM), CNN, bidirectional LSTM (Bi-LSTM), and stacked LSTM models
have recently been used to predict photovoltaic PV generation [17–
21]. Furthermore, hybrid models that combine these units have become
popular, providing more advanced and accurate predictions. The au-
thors of the study [22] used a CNN–LSTM hybrid model to predict
hourly PV generation and got an RMSE of 4.58. This was better than
the LSTM model, which got an RMSE of 13 (Ref. [18]) and 7.667
(Ref. [19]). The research conducted by authors referenced in [23,24]
yielded a CNN-BiLSTM-based model for PV forecasting. In their work,
the authors in [23] utilized the Pearson Correlation Coefficient to cap-
ture highly correlated meteorological elements as input features. Both
studies utilized the initial convolutional layer to discern patterns in PV
generation. Notably, [23] demonstrated the superiority of their hybrid
model over standalone CNN or Bi-LSTM models. Furthermore, in [25],
a different hybrid architecture combining CNN and stacked LSTM was
proposed, with the authors showcasing the effectiveness of their 5-
layered network (comprising 2 CNN layers and 3 LSTM layers) over
various single-stage and hybrid models. However, the specific execution
details of this complex hybrid model were not provided. In recent
years, researchers have advanced the field with hybrid deep-learning
architectures incorporating attention mechanisms for PV forecasting,
as highlighted in [26,27]. While these models exhibit efficient per-
formance, it is crucial to note that the inclusion of attention layers
escalates both computation time and model complexity. Hence, careful
consideration is warranted when deploying such models in practical
applications. Although hybrid models typically generate more accurate
predictions with lower error rates, they necessitate significantly more
computational resources and a longer execution period.

An effective deep-learning model requires a large dataset with
precisely selected features. The model’s prediction power is enhanced
by relevant features, while execution time is impacted by dataset
size. Increasing the number of relevant features aligned with target
variables boosts model predictability and performance [28]. However,
the majority of the previously cited articles on PV forecasting utilized
numerous meteorological variables and historical data to make predic-
tions. It might be difficult to collect temperature, humidity, and other
meteorological data for remote sites far from weather stations. In such
cases, feature generation becomes even more important. For instance,
Ref. [29–31] uses wavelet transform (WT) as a feature engineering
technique along with DL or NN to anticipate PV output. In Ref. [29,30],
WT decomposes solar energy time-series data into frequency series for
statistical feature extraction. In [31], discrete WT (DWT) divides PV
output power into approximate and detailed components, which are
fed into an adaptive neuro-fuzzy inference system (ANFIS) model for
final output. WT can capture frequency-domain information but makes
modeling more complicated. The authors of Ref. [32–34] used Varia-
tional Mode Decomposition (VMD) to generate features for forecasting
models by decomposing the input signal into stable components with
different characteristics. VMD helps to decompose highly fluctuating
data into stable components with periodic features, hence boosting the
models’ capacity to make accurate predictions. A significant limitation
of VMD is the requirement to adjust various parameters, which poses
a challenging task and introduces intricacy to the modeling process.

A data-driven signal processing technique called Empirical Mode
Decomposition (EMD) decomposes a complicated signal into simpler,
oscillatory components that capture Intrinsic Mode Functions (IMFs).
The decomposition results may be inaccurate because EMD is sus-
ceptible to mode mixing, which occurs when the IMFs are not well-

separated, and because it is also subject to noise and boundary effects.

2 
To improve their predictions, the authors of Ref. [35–37] utilized
EMD to create features based on the trends and insights in PV power
generation data, which they then fed into a DL model. Modern fea-
ture engineering research favors hybrid EMD over standard EMD due
to its accuracy and efficiency in handling complicated data struc-
tures. However, this improvement increases execution time, weighing
efficiency against performance in data analysis applications. An ef-
fective short-term PV power production forecasting model in Algeria
using time-varying filter EMD (TVF-EMD) and extreme learning ma-
chine (ELM) [38]. Despite using thirty newly established character-
istics, which will take a lot of processing time, this analysis did not
identify the most prominent IMF aspects. A combined LSTM-ARMA
model is proposed in Ref. [39] augmented by ensemble EMD (EEMD)
extracts related components from PV output data, lowering PV power
generation intermittency and uncertainty. Compared to standard mod-
els, the technique predicts PV output fluctuations and trends better.
However, the high MAPE under varied weather conditions highlights
accuracy issues. The authors of Ref. [40] used Improved Complete
EEMD with Adaptive Noise (ICEEMDAN) to predict the PV generation.
Here, the authors put more effort into predicting the peaks and valleys
of future PV production.

A few recently proposed method’s decomposition and model infor-
mation, including input and generated features, are shown in Table 1.
One major oversight in the current research is the absence of in-depth
analyses comparing various feature engineering strategies to ascertain
the best approach. Numerous studies concentrate on a single approach
without assessing substitutes, possibly ignoring better approaches. In
addition, these studies often use all algorithm-generated features with-
out prioritizing those most related to target variables. This strategy
might result in less-than-ideal accuracy in forecasting and an increase
in the complexity of the computations involved. Previous studies have
often used PV power generation and weather data as inputs for pre-
diction models. However, if any meteorological data is unavailable or
contains errors, the forecasting process can yield incorrect results. To
ensure accurate predictions, operators must verify the reliability of all
weather data used in model training and the precision of PV power
data. Without this assurance, the effectiveness of the prediction process
could be compromised. This research addresses past constraints by
improving feature creation with a modified decomposition technique
and rigorously comparing and identifying the best feature engineering
algorithm. Additionally, a significant benefit of this research is that the
framework requires only PV power data. Furthermore, the proposed
study presents a novel approach (to the best of our knowledge) in
energy forecasting applications by estimating PV generation within an
isolated microgrid with the fewest data parameters demanded. The
primary contributions of this research are:

• Advanced feature generation and evaluation: Implemented a
modified decomposition technique to improve the feature gen-
eration process. This approach greatly enhanced the quality of
the input features for the computing framework. It was carefully
contrasted with other feature engineering algorithms to find the
most effective one.

• Sophisticated feature selection and clustering: Employed a
machine learning algorithm to cluster and differentiate crucial
characteristics associated with the target variable. Comparative
analysis with various clustering methods validated the effective-
ness of the used approach in pinpointing the key features for
further analysis.

• Efficient real-world data implementation for PV forecasting:
Designed and executed a hybrid deep learning model to pro-
vide quick PV generation predictions using real-world data. This
method guaranteed quick calculation and showed the model’s
capacity to work in data-scarce contexts, making it useful for

real-world applications.
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Table 1
Performance comparison of decomposition algorithms and forecasting models with input features and error metrics.
Ref FEA Forecasting algorithm Initial input Generated no. of features 𝑅2 RMSE

score (kW)

[29] WT LSTM T, CC, H, V, HPP 4 0.93817 0.0049
[30] WT ANN HPP, I, T 4 – 895
[31] DWT ANFIS HPP 12 – 0.002
[32] VMD NN SWR, T, H, CC, t 3 0.9768 1.2381
[33] VMD PSO-LSTM HPP 4 0.9578 –
[34] VMD LSTM-RVM HPP 7 – 4.80
[35] EMD BPNN HPP 6 – 0.07
[36] EMD SCA-ELM HPP 13 – 0.04
[38] TVF-EMD ELM HPP 30 0.92 23.297

Note: FEA = Feature Engineering Algorithm, RVM = Relevance Vector Machine, BPNN = Back Propagation Neural network, SCA = Sine-Cosine
Algorithm, T = Temperature, I = Irradiance, CC = Cloud Coverage, t = Time, H = Humidity, and HPP = Historical PV Power.
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• Benchmark Comparisons and Technological Advances: Ex-
tensive comparisons with state-of-the-art machine learning and
deep learning models demonstrated the superior accuracy of our
proposed model for solar energy forecasting, highlighting its sig-
nificant advancements and potential to set new benchmarks in the
field.

. Methodology & model description

The primary objective of this study is to analyze and predict the
eneration of PV energy in a remote microgrid, as depicted in Fig. 1.
his remote location of the microgrid from cities and weather stations
reates special opportunities and challenges for sustainable energy
anagement. The solar irradiance data for the microgrid location is

irst gathered from the weather station, and solar generation is then
omputed using the installed PV panel capacity. After that, solar power
eneration trends decompose to generate additional features. These
xtracted features explain the region’s solar energy patterns. In the sub-
equent steps, the decomposed features are classified using a clustering
echanism, which increases the model’s adaptability to a variety of

olar conditions. After clustering, the HDLM inputs are prepared.
Following that, the hyperparameters of the model are optimized to

nsure accurate forecasting of PV generation. This process entails fine-
uning the number of layers in each cycle, batch size, window length,
nd so on. Finally, the performance metrics are analyzed to ensure
he prediction accuracy and superiority of the proposed model com-
ared with the state-of-the-art models. However, the entire framework
s divided into four discrete steps that are interrelated and operate
equentially. These stages are outlined below: (i) Data collection and
ggregation; (ii) Feature Engineering and Data processing (iii) Model
evelopment and Optimization; and (iv) Prediction and Performance
valuation. Detailed explanations for each of these stages are provided
n the subsequent sections.

.1. Data collection and aggregation

The first step in data collection and aggregation is to gather irradi-
nce data for the area from a meteorological station. Outliers, missing
alues, and NaN (Not a number) must be removed using robust methods
o improve model training and prediction.

=
(𝑋 − 𝜇)

𝜎
(1)

missing = 𝑥𝑝 +
(𝑥𝑞 − 𝑥𝑝)
(𝑞 − 𝑝)

× (𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑝) (2)

𝑛(NaN) = avg(𝑥𝑛−1, 𝑥𝑛−2, 𝑥𝑛−3,… .., 𝑥𝑛−10) (3)

he Z-score (𝑍), which is the normalized difference between a data
oint (𝑋) and its mean (𝜇), divided by the standard deviation (𝜎),
s used to identify outliers Eq. (1). An outlier is defined as any data
oint that has an absolute Z-score over 3. Interpolation, as described
3 
n Eq. (2), is utilized with the help of surrounding point values and
ndices (𝑝, 𝑞) to append missing data points (𝑥missing). After that, the
verage of the 10 previous observations Eq. (3) is used in place of NaN
alues (𝑥𝑛(NaN)). Then based on the installed PV panel information,
he generated solar power is calculated and attached to the previously
rocessed data.

.2. Feature engineering and data processing

After collecting data, a significant number of features are created in
he ‘‘Feature Engineering and Data Processing’’ step to improve the ac-
uracy of forecasts. The first step is to apply three popular methods for
ecomposing PV generation data: VMD, EMD and CEEMDAN. Then, to
urther optimize the decomposition process, an advanced methodology
amed Modified EMD (MEMD) is applied. The subsequent paragraphs
utline the methodology of the decomposition algorithms one by one.

.2.1. VMD
VMD is a signal processing technique that decomposes a signal into

eparate modes. The primary objective of VMD is to break a signal
own into frequency-centered modes and then use iterative updates to
ut the bandwidth of each mode. Let us consider 𝑦(𝑡) as a time series
ignal. The VMD technique uses Eq. (4) to break down 𝑦(𝑡) into various
odes 𝑣𝑘 [32,33].

min
𝑢𝑘},{𝑤𝑘}

{ 𝐾
∑

𝑘=1

‖

‖

𝛿(𝑡) ∗ 𝑢𝑘(𝑡)𝑒−𝑗𝑤𝑘𝑡‖
‖

2
}

, subject to 𝑢𝑘 = 𝑥(𝑡) (4)

Each mode is characterized by modulation around a specific fre-
uency 𝑧𝑘, and 𝜇(𝑡) represents the modified Dirac delta function. Upon
pplying this equation, the signal 𝑦(𝑡) gets decomposed into these
odes 𝑣𝑘(𝑡), with each mode precisely aligned with its respective

requency 𝑧𝑘 [33,34].

({𝑣𝑘}, {𝑧𝑘}, 𝛾) =
𝑀
∑

𝑘=1

‖

‖

𝜇(𝑡) ∗ 𝑣𝑘(𝑡)𝑒−𝑗𝑧𝑘𝑡‖‖
2

+ 𝛽
(

𝑦(𝑡) − 𝑣𝑘(𝑡)
)2 + 𝛾

(

𝑡 − 𝑦(𝑡)𝑣𝑘(𝑡)
)

(5)

Eq. (5) converts the constrained optimization problem into an un-
onstrained one by introducing a modified Lagrange multiplier (𝛾), and
penalty factor (𝛽), to strike a balance between the accuracy of the

ignal 𝑦(𝑡) and the simplicity of the modes. The signal continues to be
eparated into its modes 𝑣𝑘(𝑡), with improved quality of decomposition
s a result of 𝛾 and 𝛽. Eq. (6) utilizes the difference between the
ourier transform of 𝑦(𝑡) and other modes, regulated by 𝛽, to update
ach frequency domain mode 𝑣𝑘. The modes 𝑣𝑘(𝑡) are refined during
ach iteration to more accurately represent 𝑦(𝑡) within their respective
requency bands.

�̂�𝑛+1𝑘 (𝑧) =
�̂�(𝑧) −

∑

𝑖≠𝑘 �̂�
𝑛
𝑖 (𝑧)

1 + 2𝛽(𝑧 − 𝑧𝑘)2
(6)

The center frequency, 𝑧𝑘, is updated for each mode to align with its

most typical frequency components. The update equation is expressed
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Fig. 1. Schematic depiction of the entire approach to predict PV generation of a remote location using the proposed HDLM.
as a weighted average frequency, with the magnitudes of the frequency
components of the mode serving as the weights. The updated center
frequency 𝑧𝑛+1𝑘 for the 𝑘th mode in the (n+1)-th iteration is:

𝑧𝑛+1𝑘 =
∫ ∞
0 𝑧 ||

|

�̂�𝑛+1𝑘 (𝑧)||
|

2
𝑑𝑧

∫ ∞
0

|

|

|

�̂�𝑛+1𝑘 (𝑧)||
|

2
𝑑𝑧

(7)

This modification centers each mode (𝑣𝑘) around its paramount
frequency component, preserving the signal structure 𝑦(𝑡).

2.2.2. EMD
EMD is a universal signal processing method that decomposes a sig-

nal into IMFs without leaving the temporal domain. EMD can analyze
non-linear and non-stationary signals better than Fourier or wavelet
transforms [41]. The EMD method for a time series signal 𝑦(𝑡) involves
iterative phases. First, it identifies all local extrema of 𝑦(𝑡). Then the
upper envelope (𝑒up(𝑡)) and the lower envelope (𝑒low(𝑡)) are created by
interpolating the local maxima and minima, respectively. The next step
is to determine the mean envelope (𝑚(𝑡)) by calculating the average
of 𝑒up(𝑡) and 𝑒low(𝑡). and 𝑚(𝑡) is subtracted from 𝑦(𝑡) to produce the
detail, 𝑑(𝑡). If 𝑑(𝑡) meets IMF conditions, it is labeled IMF1. The IMF is
subtracted from 𝑦(𝑡), generating a residue 𝑟(𝑡) = 𝑦(𝑡)−IMF1. This process
is repeated on 𝑟(𝑡), extracting subsequent IMFs until no more can be
derived. The completion of the EMD process results in the accumulation
of IMFs, denoted as IMF1, IMF2,… , IMF𝑛, in addition to a final residue,
denoted as 𝑟𝑛(𝑡), which symbolizes the typical trend of the signal. Each
IMF recognizes unique oscillatory modes in the original signal 𝑦(𝑡). The
algorithm of this decomposition process is represented in Algorithm 1.

2.2.3. CEEMDAN
The Complete Ensemble Empirical Mode Decomposition with Adap-

tive Noise (CEEMDAN) is a modern signal processing method that
4 
Algorithm 1 Extraction of IMFs from Time Series Data using EMD
Require: Time series signal 𝑦(𝑡)
Ensure: Set of Intrinsic Mode Functions (IMFs)
1: Initialize residue 𝑟(𝑡) = 𝑦(𝑡), 𝑖 = 1
2: while residue 𝑟(𝑡) has at least two extrema do
3: Identify all local extrema of 𝑟(𝑡)
4: Interpolate between maxima to form envelope 𝑒up(𝑡)
5: Interpolate between minima to form envelope 𝑒low(𝑡)
6: Compute the mean envelope 𝑚(𝑡) = 𝑒up(𝑡)+𝑒low(𝑡)

2
7: Extract detail 𝑑(𝑡) = 𝑟(𝑡) − 𝑚(𝑡)
8: Check if 𝑑(𝑡) is an IMF (satisfies IMF criteria)
9: if 𝑑(𝑡) is an IMF then

10: IMFs[𝑖] = 𝑑(𝑡) and 𝑖 = 𝑖 + 1
11: Update residue 𝑟(𝑡) = 𝑟(𝑡) − 𝑑(𝑡)
12: end if
13: end while
14: return Set of Intrinsic Mode Functions IMFs

breaks down non-stationary and non-linear data into IMFs. CEEMDAN
enhances the robustness of the classical EMD by systematically adding
white noise to the data. In CEEMDAN, instead of adding the same
level of white noise to the signal, the amount of added noise is adap-
tively adjusted depending on the residue of the decomposition process.
Another common problem in EMD is mode mixing, which happens
when different scales are mixed into one mode. The CEEMDAN method
reduces this problem as much as possible. CEEMDAN enhances the
stability and precision of the decomposition by incorporating noise and
facilitating the extraction of actually signed IMFs through the averaging
of multiple ensembles, each modified with a distinct realization of
noise. The step-by-step working principle of CEEMDAN over a time
series signal 𝑦(𝑡) is presented in Algorithm 2.
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Algorithm 2 Extraction of IMFs from Time Series Data using CEEMDAN
Require: Time series signal 𝑦(𝑡), number of ensembles 𝑁𝑒, initial noise

amplitude 𝐴
nsure: Set of IMFs.
1: Initialize residue 𝑟0(𝑡) = 𝑦(𝑡), 𝑖 = 1
2: while residue 𝑟𝑖−1(𝑡) has at least two extrema do
3: Initialize ensemble IMF storage IMF_ens
4: for 𝑗 = 1 to 𝑁𝑒 do
5: Add white noise 𝑤𝑗 (𝑡) of amplitude 𝐴 to 𝑟𝑖−1(𝑡): 𝑦𝑗 (𝑡) = 𝑟𝑖−1(𝑡) +𝑤𝑗 (𝑡)
6: Apply EMD to 𝑦𝑗 (𝑡) to extract the first IMF 𝑐𝑖,𝑗 (𝑡)
7: Store 𝑐𝑖,𝑗 (𝑡) in IMF_ens
8: Subtract 𝑐𝑖,𝑗 (𝑡) from 𝑦𝑗 (𝑡) for next iteration: 𝑟𝑗 (𝑡) = 𝑦𝑗 (𝑡) − 𝑐𝑖,𝑗 (𝑡)
9: end for
0: Calculate ensemble mean of extracted IMFs: 𝑐𝑖(𝑡) =

1
𝑁𝑒

∑𝑁𝑒
𝑗=1 𝑐𝑖,𝑗 (𝑡)

1: Store 𝑐𝑖(𝑡) as an IMF and update 𝑖 = 𝑖 + 1
2: Update residue 𝑟𝑖(𝑡) = 𝑟𝑖−1(𝑡) − 𝑐𝑖(𝑡)
3: Reduce noise amplitude 𝐴 for the next level
4: end while
5: return Set of IMFs

2.2.4. MEMD
In the proposed framework, MEMD is used which is the extended

version of EMD algorithm to create more features and make the decom-
position process more robust. The step-by-step process of the MEMD
algorithm will be discussed below.

Let us examine a time series signal 𝑢(𝑡). For each ensemble 𝑗, a
noise series 𝑤𝑗 (𝑡) is added to the input signal which serves multiple
purposes shown in Eq. (8). The first benefit of adding noise is that
it clarifies scales in IMFs, reducing mode mixing. Secondly, the noise
provides a continuous background to find important patterns despite
smaller oscillations. Finally, this increases decomposition resilience and
reduces overfitting.

𝑢𝑗 (𝑡) = 𝑢(𝑡) +𝑤𝑗 (𝑡), where 𝑤𝑗 (𝑡) ∼  (0, 𝜎2) (8)

Now, at any point 𝑡𝑎 in this noise-assisted signal 𝑢𝑗 (𝑡) is a local
maximum if it satisfies Eqs. (9) and (11) otherwise it will be local
minima (As Eq. (10)).

𝑢𝑗 (𝑡𝑎) > 𝑢𝑗 (𝑡𝑎 − 𝛿𝑡) and 𝑢𝑗 (𝑡𝑎) > 𝑢𝑗 (𝑡𝑎 + 𝛿𝑡) (9)

𝑢𝑗 (𝑡𝑎) < 𝑢𝑗 (𝑡𝑎 − 𝛿𝑡) and 𝑢𝑗 (𝑡𝑎) < 𝑢𝑗 (𝑡𝑎 + 𝛿𝑡) (10)

∀𝑡 ∈ (𝑡𝑎−𝜀, 𝑡𝑎+𝜀)⧵{𝑡𝑎}, 𝑢𝑗 (𝑡𝑎) > 𝑢𝑗 (𝑡)+
1
2
𝑑2𝑢𝑗
𝑑𝑡2

|

|

|𝑡=𝑡𝑎
(𝑡−𝑡𝑎)2+𝑜((𝑡−𝑡𝑎)2) (11)

here 𝛿𝑡 and 𝜀 are small increments. The MEMD algorithm uses cubic
pline functions to interpolate local extrema in the noise-assisted signal
𝑗 (𝑡) to establish upper and lower envelopes for each ensemble itera-
ion 𝑗. Eq. (12) defines the cubic spline interpolation, 𝑆𝑗 (𝑡), for each
nsemble using cubic polynomials.

𝑗 (𝑡) = 𝑎𝑖𝑗 (𝑡 − 𝑡𝑖𝑗 )3 + 𝑏𝑖𝑗 (𝑡 − 𝑡𝑖𝑗 )2 + 𝑐𝑖𝑗 (𝑡 − 𝑡𝑖𝑗 ) + 𝑑𝑖𝑗 , 𝑡𝑖𝑗 ≤ 𝑡 ≤ 𝑡𝑖+1,𝑗 (12)

where 𝑎𝑖𝑗 , 𝑏𝑖𝑗 , 𝑐𝑖𝑗 , and 𝑑𝑖𝑗 are the spline coefficients for each interval in
he 𝑗-th ensemble. The next stage in the MEMD is to compute the mean
f these envelopes (𝑀𝑗 (𝑡)), which provides a local trend of the signal.
his is used to detrend the original data and extract the IMFs. 𝑀𝑗 (𝑡)

is calculated by averaging upper (𝑈𝑗 (𝑡)) and lower (𝐿𝑗 (𝑡)) envelopes at
each point using the following expression [35,36]:

𝑀𝑗 (𝑡) =
𝑈𝑗 (𝑡) + 𝐿𝑗 (𝑡)

2
(13)

𝑗 (𝑡) = 𝑢𝑗 (𝑡) −𝑀𝑗 (𝑡) (14)

Whenever the detail (𝐷𝑗 (𝑡)) meets the criteria for an IMF, it is
regarded as an IMF. For instance, 𝐼𝑀𝐹𝑖𝑗 for that particular ensemble
is considered. This approach is repeated until each ensemble iteration
5 
Algorithm 3 MEMD algorithm to decompose solar generation data.
1: Input: High-dimensional solar generation data series 𝑢(𝑡)
2: Output: Refined Intrinsic Mode Functions (IMFs): ∑𝑁−1

𝑖=0 𝑒𝑖(𝑡) + �̂�𝑁 (𝑡)
3: Parameter Initialization:
4: Ensemble size 𝑁𝑒, noise standard deviation 𝜎, total IMFs 𝑁
5: Tolerance 𝜖, Sifting iterations limit 𝐿, Adaptive noise factor 𝛼
6: for 𝑗 = 1 to 𝑁𝑒 do
7: Generate white noise series 𝑤𝑗 (𝑡) with 𝜎
8: Synthesize noise-assisted signal 𝑢𝑗 (𝑡) ← 𝑢(𝑡) + 𝛼𝑗 ⋅𝑤𝑗 (𝑡)
9: Initialize ℎ(𝑡) ← 𝑢𝑗 (𝑡), 𝑛 ← 0, IMF set 𝑗 ← ∅

10: while Stopping criterion not met for ℎ(𝑡) do
11: Extract local extrema of ℎ(𝑡)
12: Interpolate extrema to form upper 𝑗 (𝑡) and lower 𝑗 (𝑡) envelopes
13: Compute the local mean 𝑀𝑗 (𝑡) ←

𝑗 (𝑡)+𝑗 (𝑡)
2

14: Extract detailed component 𝐷𝑗 (𝑡) ← ℎ(𝑡) −𝑀𝑗 (𝑡)
15: if Standard deviation of change in ℎ(𝑡) is below 𝜖 then
16: 𝑗 ← 𝑗 ∪ {𝐷𝑗 (𝑡)}
17: Subtract the extracted IMF from ℎ(𝑡) and update ℎ(𝑡)
18: end if
19: Update 𝛼𝑗 based on the direct error control strategy
20: Increment 𝑛
21: if 𝑛 ≥ 𝐿 then
22: Break while loop
23: end if
24: end while
25: Store the residue 𝑅𝑗 (𝑡) ← ℎ(𝑡)
26: end for
27: Compute ensemble mean of corresponding IMFs: 𝑒𝑖(𝑡) ←

1
𝑁𝑒

∑𝑁𝑒
𝑗=1 𝐸𝑖𝑗 (𝑡)

28: Calculate the final residue: �̂�𝑁 (𝑡) ← 1
𝑁𝑒

∑𝑁𝑒
𝑗=1 𝑅𝑗 (𝑡)

29: Combine all refined IMFs and residue to reconstruct the signal: 𝑢′(𝑡) ←
∑𝑁

𝑖=1 𝑒𝑖(𝑡) + �̂�𝑁 (𝑡)
30: Return the refined IMFs {𝑒𝑖(𝑡)} and the final residue �̂�𝑁 (𝑡)

𝑗 residue 𝑅𝑗 (𝑡) has only one extremum, signifying no further IMF
extraction. To obtain the final IMFs for the original signal 𝑢(𝑡), the
corresponding IMFs from all ensembles are averaged, and the results
are displayed in Eq. (15).

𝐼𝑀𝐹𝑖(𝑡) =
1
𝑁𝑒

𝑁𝑒
∑

𝑗=1
𝐼𝑀𝐹𝑖𝑗 (𝑡) (15)

where 𝑁𝑒 is the number of ensembles. The original signal can be
reconstructed from the IMFs and the final residue:

𝑢(𝑡) =
𝑁
∑

𝑖=1
𝐼𝑀𝐹𝑖(𝑡) + 𝑅(𝑡) (16)

where 𝑁 is the total number of IMFs extracted. The proposed MEMD
offers several technical improvements over the traditional EMD. Pri-
marily, MEMD addresses the mode mixing problem inherent in EMD
by adding noise to the data, facilitating a more efficient separation of
the IMFs. Additionally, MEMD enhances the reliability and steadiness
of the decomposition procedure, leading to more uniform results across
various iterations. Moreover, MEMD improves the accuracy of the de-
composition, ensuring that the IMFs align more closely with the actual
signals. The algorithm of the proposed MEMD is shown in Algorithm 3.

Following feature engineering, MEMD algorithm-generated IMFs
are included in the dataset. This updated dataset is then sent to the
clustering unit. This framework uses different clustering algorithms,
such as K-means clustering, DBScan, Spectral clustering, and Gaussian
Mixture Models (GMM), to select the most suitable clustering method.
KMeans clustering is a well-known machine learning-based method that
divides data into segments. This algorithm is an iterative method that is
used to divide a dataset into a predetermined number of clusters, which
is denoted by the symbol 𝑄. The procedure begins with the selection of
𝑄 initial centroids at random, denoted by 𝜃1, 𝜃2,… , 𝜃𝑄. After that, the
Euclidean distance is used to map each data point 𝑃 in the dataset to
𝑖
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the centroid that is closest to it. The mathematical expression for this
assignment is as follows [42]:

GroupLabel(𝑖) = argmin
𝑞∈{1,2,…,𝑄}

‖𝑃𝑖 − 𝜃𝑞‖
2 (17)

The centroids are recalculated as the mean of each cluster’s data
points after assignment. The revised centroid for the 𝑞-th cluster is
calculated using the equation:

𝜃𝑞 =
1

|{𝑖|GroupLabel(𝑖) = 𝑞}|
∑

{𝑖|GroupLabel(𝑖)=𝑞}
𝑃𝑖 (18)

The data point assignment and centroid updating process is re-
eated until the centroids stabilize, indicating convergence. The tech-
ique generates a set of 𝑄 clusters, each with minimal within-cluster
ariances and different centroids.

DBScan, which stands for Density-Based Spatial Clustering of Ap-
lications with Noise, is another famous clustering method. It groups
ata points based on their density, which enables it to find clusters of
ny shape and adapt to noise effectively. The algorithm requires two
arameters: 𝜖, which denotes the utmost distance permissible between
wo points to be regarded as neighbors, and MinPts, which signifies
he smallest number of points necessary to constitute a dense region.

point 𝑃𝑖 is considered a core point when at least MinPts points are
ithin a radius of 𝜖 from it. The neighborhood of 𝑃𝑖 is made up of the

ollection of points inside this radius, which is mathematically defined
s [43]:

𝜖(𝑃𝑖) =
{

𝑃𝑗 ∈ 𝐷 ∣ dist(𝑃𝑖, 𝑃𝑗 ) ≤ 𝜖
}

(19)

rom these central points, DBScan repeatedly expands clusters by com-
ining adjacent dense areas and labels points outside of any cluster as
oise.

Spectral Clustering is a clustering method that uses a similarity
atrix derived from the data to perform dimensionality reduction and

hen clusters in a reduced space. It is especially effective for identifying
lusters in data that is not well-separated in the original feature space.
he method starts with creating a similarity matrix 𝑆, where each
lement 𝑆𝑖𝑗 indicates the similarity between data points 𝑖 and 𝑗. A
ommon choice for the similarity measure is the Gaussian similarity
unction [44]:

𝑖𝑗 = exp

(

−
‖𝐱𝑖 − 𝐱𝑗‖2

2𝜎2

)

(20)

where 𝜎 is a scaling parameter. From this similarity matrix, the Lapla-
cian matrix 𝐿 is constructed as:

𝐿 = 𝐷 − 𝑆 (21)

where 𝐷 is the degree matrix with 𝐷𝑖𝑖 =
∑

𝑗 𝑆𝑖𝑗 . Spectral Clustering
then computes the Laplacian matrix’s eigenvalues and eigenvectors to
distribute the data onto a lower-dimensional space.

Gaussian Mixture Models (GMM) is a probabilistic clustering tech-
nique that assumes a combination of various Gaussian distributions
with unknown parameters creates data. A Gaussian distribution rep-
resents each cluster. The Expectation–Maximization (EM) algorithm is
used to predict the model parameters. The estimates of the parameters
are improved over and over again. The probability density function for
a data point 𝐱 in GMM is:

𝑝(𝐱) =
𝐾
∑

𝑘=1
𝜋𝑘 (𝐱|𝝁𝑘,𝜮𝑘) (22)

where 𝐾 is the number of clusters, 𝜋𝑘 is the mixing coefficient for the
𝑘th Gaussian component, 𝝁𝑘 is the mean vector, and 𝜮𝑘 is the covari-
ance matrix of the 𝑘th Gaussian distribution. The EM algorithm alter-
nates between the Expectation phase, which computes each Gaussian
component’s responsibility for each data point, and the Maximization
step, which adjusts the parameters to maximize data likelihood. This
process is repeated until convergence.
6 
To identify the optimal clustering technique, the following perfor-
mance indicators were utilized: The Silhouette Score (SS) quantifies
the similarity of an object to its cluster relative to other clusters.
Higher values indicate more distinct clusters. The Davies–Bouldin (DB)
Index measures the average similarity ratio between each cluster and
its most similar cluster. Lower values indicate better clustering. On
the other hand, the Calinski–Harabasz (CH) Index evaluates the ratio
of the sum of between-cluster dispersion to within-cluster dispersion.
Higher values indicate better-defined clusters with more separation.
The driving equations of the metrics are given below [45,46]:

𝑆𝑆 =
𝑏(𝑖) − 𝑎(𝑖)

max{𝑎(𝑖), 𝑏(𝑖)}
(23)

𝐵 = 1
𝑁

𝑁
∑

𝑖=1
max
𝑗≠𝑖

( 𝜎𝑖 + 𝜎𝑗
𝑑(𝑐𝑖, 𝑐𝑗 )

)

(24)

𝐶𝐻 =
tr(𝐵𝑘)
tr(𝑊𝑘)

× 𝑁 − 𝑘
𝑘 − 1

(25)

where, 𝑎(𝑖) is the average distance from the 𝑖-th point to the other points
in the same cluster, and 𝑏(𝑖) is the minimum average distance from the
𝑖-th point to points in a different cluster. In Equation. (24), 𝜎𝑖 is the
average distance between each point in cluster 𝑖 and the centroid of
cluster 𝑖, and 𝑑(𝑐𝑖, 𝑐𝑗 ) is the distance between the centroids of clusters
𝑖 and 𝑗. In Equation. (25), tr(𝐵𝑘) is the trace of the between-cluster
dispersion matrix, tr(𝑊𝑘) is the trace of the within-cluster dispersion
matrix, 𝑁 is the total number of points, and 𝑘 is the number of clusters.

Following the implementation of the best clustering algorithm, it
s important to perform data normalization to improve the accuracy
nd reliability of the model. This process commonly involves utilizing
echniques such as Standard Scaler, Min-Max Scaler, and Max Absolute
caler [47,48]. In this study, the Min-Max Scaler is utilized, which
escales each feature to a [0, 1] range while preserving the original
ata’s distribution. The first step is to determine the minimum and
aximum values for each feature. After that, Eqs. (26) and (27) are
sed to change each data point (𝑥𝑖), putting the feature on a scale from
to 1, where 0 is the lowest number in the raw data and 1 is the

ighest.
′
𝑖 = 𝑥𝑖 − min(𝑋) (26)

′′
𝑖 =

𝑥′𝑖
max(𝑋) − min(𝑋)

(27)

.3. Model development and optimization

A two-staged neural network architecture predicts future PV gener-
tion using normalized data from the previous level shown in Fig. 2.

complex convolutional structure is used in the model’s first stage,
amed the feature synthesis module. This module is quite good at ex-
racting and refining relevant characteristics from complicated datasets.
fterward, in the second stage, the layered recurrent neural network
ariant predicts PV generation. The next section explains the underly-
ng principle in sequential order using mathematical formulas.

.3.1. Convolutional layer
In the first stage of the proposed HDLM, the convolutional layer

rocesses grid-like data. With trainable filters and biases, it can learn
patial groups of features through forward and backward propaga-
ion [22].

• Forward Propagation: During the forward propagation phase,
every neuron in the network gets information from its receptive
field in the previous layer or input sequence. In Eq. (28), the input
time series 𝑋 is convolved with the filter 𝑤𝑙𝑚 and bias 𝑏𝑙𝑖 to derive
the intermediate values 𝑥 . Following this, Eq. (29) applies the
𝑙𝑖
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Fig. 2. Two-stage HDLM schematic for remote PV generation prediction.
activation function 𝑓 (⋅) to these intermediate values to create the
output feature map 𝑜𝑙𝑖.

𝑥𝑙𝑖 =
2
∑

𝑚=0
𝑤𝑙𝑚 ∗ 𝑜𝑙−1,𝑖+𝑚 + 𝑏𝑙𝑖 (28)

𝑜𝑙𝑖 = 𝑓 (𝑥𝑙𝑖) (29)

• Backward Propagation: The model is updated by estimating the
error function gradients concerning various parameters during
backward propagation. Eq. (30) calculates the gradient of the
error concerning the input 𝑥𝑙𝑖 by incorporating the activation
function’s derivative and the reversed filter weights. Eq. (31)
estimates the gradient with respect to the filter weights 𝑤𝑙𝑚, while
Eq. (32) computes the gradient with respect to the bias 𝑏𝑙𝑖.
𝜕𝐸
𝜕𝑥𝑙𝑖

= 𝛿𝑙𝑖 ∗ rot180{𝑤𝑙+1,𝑚}𝑓 ′(𝑥𝑙𝑖) (30)

𝜕𝐸
𝜕𝑤𝑙𝑚

=
𝐻−3
∑

𝑖=0
𝛿𝑙𝑖𝑜𝑙−1,𝑖+𝑚 (31)

𝜕𝐸
𝜕𝑏𝑙𝑖

=
𝐻−3
∑

𝑖=0
𝛿𝑙𝑖 (32)

2.3.2. Pooling layer
After the convolutional layer, the pooling layer reduces feature map

spatial dimensions in the proposed HDLM. This decrease makes the
computations easier and lowers the risk of overfitting. The pooling
layer functions independently on each depth slice of the input, resizing
it spatially.

• Forward Propagation: Forward propagation of the pooling layer
simplifies convolutional layer outputs. As shown in Eq. (33), max-
pooling reduces data spatial dimensions by selecting the highest
7 
value from a given location of the previous layer.

Max-pooling: 𝑜𝑙,𝑖 = max(𝑜𝑙−1,2𝑖, 𝑜𝑙−1,2𝑖+1) (33)

• Backward Propagation: The gradients are retransmitted throu-
ghout the network during backward propagation. Eqs. (34) and
(35) show that max-pooling provides the gradient of the er-
ror based on the output of neurons in the preceding layer that
contributed to the maximum value during the forward pass.

𝜕𝐸
𝜕𝑜𝑙−1,2𝑖

=

⎧

⎪

⎨

⎪

⎩

𝜕𝐸
𝜕𝑜𝑙,𝑖

if 𝑜𝑙−1,2𝑖 = max(𝑜𝑙−1,2𝑖, 𝑜𝑙−1,2𝑖+1)

0 otherwise
(34)

𝜕𝐸
𝜕𝑜𝑙−1,2𝑖+1

=

⎧

⎪

⎨

⎪

⎩

𝜕𝐸
𝜕𝑜𝑙,𝑖

if 𝑜𝑙−1,2𝑖+1 = max(𝑜𝑙−1,2𝑖, 𝑜𝑙−1,2𝑖+1)

0 otherwise
(35)

2.3.3. Weight update
By modifying the model’s parameters specifically, the weights and

biases during the weight update phase of the first stage of the proposed
HDLM, the error can be minimized. The network’s weights and biases
are modified following backward propagation gradient computation.
Eqs. (36) and (37) determine the update step magnitude and direction
based on the learning rate (𝜂) and the computed gradients of the error
for weights and biases.

𝑤′
𝑙𝑚 = 𝑤𝑙𝑚 − 𝜂 𝜕𝐸

𝜕𝑤𝑙𝑚
(36)

𝑏′𝑙𝑖 = 𝑏𝑙𝑖 − 𝜂 𝜕𝐸
𝜕𝑏𝑙𝑖

(37)

After finishing the first stage’s data propagation, the data is passed
into the second stage, which is dedicated to predicting future values.
This level uses consecutive layers of a recurrent neural framework
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Table 2
Symbols and interpretation of symbols for the proposed RNF architecture.

Symbol Interpretation

𝑥𝑡 Input at time 𝑡

ℎ(𝑙)
𝑡−1 , 𝑐

(𝑙)
𝑡−1 Previous HS, CS of layer 𝑙

𝑊 (𝑙)
𝑥∗ ,𝑊

(𝑙)
ℎ∗ , 𝑏

(𝑙)
𝑥∗ , 𝑏

(𝑙)
ℎ∗ Weights, biases for IG, FG, CS, OG of layer 𝑙

𝑖(𝑙)𝑡 , 𝑓 (𝑙)
𝑡 , 𝑔(𝑙)𝑡 , 𝑜(𝑙)𝑡 Gate activations of layer 𝑙

𝑐(𝑙)𝑡 , ℎ(𝑙)
𝑡 CS, HS of layer 𝑙 at 𝑡

𝐸(𝑙)
𝛿𝑡 Gradient of loss at 𝑡 wrt ℎ(𝑙)

𝑡

(RNF) with memory units to memorize patterns for better predic-
tion [49]. In this framework, data propagation takes place in both
forward and reverse directions. The system uses dynamically updated
weights and biases to forecast values after training, and the stage’s
operation is discussed in the following discussion. Fig. 2 displays four
RNF cells, and it is assumed that the information proceeds from left to
right. The operation of every cell is identical, and the following table
(Table 2) provides symbols that will be utilized to clarify the operation.

The bidirectional data transfer of the proposed RNF is dependent
on three important gates: the forget gate (FG), the input gate (IG), and
the output gate (OG). The FG specifies whether to keep or delete old
information, the OG creates the final hidden state (HS), and the IG
adds new information to the cell state (CS). In forward propagation,
layer 𝑙’s IG handles 𝑥𝑡, ℎ(𝑙)𝑡−1, and biases, creating gate activation 𝑖(𝑙)𝑡
q. (38). Similarly, the FG provides activation 𝑓 (𝑙)

𝑡 Eq. (39), influencing
he previous cell state retention. Eq. (40) is used to compute the cell
tate update 𝑔(𝑙)𝑡 , which involves activating the candidate state using
eakyReLU to ensure continuous gradient flow and faster learning. The
pdated cell state 𝑐(𝑙)𝑡 Eq. (41) combines scaled previous and candidate
tates.
(𝑙)
𝑡 = 𝜎(𝑊 (𝑙)

𝑥𝑖 ⋅ 𝑥𝑡 +𝑊 (𝑙)
ℎ𝑖 ⋅ ℎ(𝑙)𝑡−1 + 𝑏(𝑙)𝑥𝑖 + 𝑏(𝑙)ℎ𝑖 ) (38)

(𝑙)
𝑡 = 𝜎(𝑊 (𝑙)

𝑥𝑓 ⋅ 𝑥𝑡 +𝑊 (𝑙)
ℎ𝑓 ⋅ ℎ(𝑙)𝑡−1 + 𝑏(𝑙)𝑥𝑓 + 𝑏(𝑙)ℎ𝑓 ) (39)

(𝑙)
𝑡 = LeakyReLU(𝑊 (𝑙)

𝑥𝑐 ⋅ 𝑥𝑡 +𝑊 (𝑙)
ℎ𝑐 ⋅ ℎ(𝑙)𝑡−1 + 𝑏(𝑙)𝑥𝑐 + 𝑏(𝑙)ℎ𝑐 ) (40)

(𝑙)
𝑡 = 𝑓 (𝑙)

𝑡 ⋅ 𝑐(𝑙)𝑡−1 + 𝑖(𝑙)𝑡 ⋅ 𝑔(𝑙)𝑡 (41)

Finally, the OG determines the current cell state’s exposure to the
ext hidden state ℎ(𝑙)𝑡 Eq. (43), using output activation 𝑜(𝑙)𝑡 Eq. (42).
(𝑙)
𝑡 = 𝜎(𝑊 (𝑙)

𝑥𝑜 ⋅ 𝑥𝑡 +𝑊 (𝑙)
ℎ𝑜 ⋅ ℎ(𝑙)𝑡−1 + 𝑏(𝑙)𝑥𝑜 + 𝑏(𝑙)ℎ𝑜) (42)

(𝑙)
𝑡 = 𝑜(𝑙)𝑡 ⋅ LeakyReLU(𝑐(𝑙)𝑡 ) (43)

The backward pass commences after the completion of the forward
ass, starting from the output gate terminal. The derivative 𝐸(𝑙)

𝛿𝑡 =
𝜕𝐸𝑡

𝜕ℎ(𝑙)𝑡
measures how the loss function changes as the hidden state ℎ(𝑙)𝑡

s adjusted, and it is used to guide parameter updates in the back-
ropagation process. The loss gradients with respect to the activation of
he output gate 𝑜(𝑙)𝑡 and the cell state 𝑐(𝑙)𝑡 are calculated in the following
anner:

𝜕𝐸𝑡

𝜕𝑜(𝑙)𝑡
= 𝐸(𝑙)

𝛿𝑡 ⋅ LeakyReLU(𝑐(𝑙)𝑡 ) (44)

𝜕𝐸𝑡

𝜕𝑐(𝑙)𝑡
= 𝐸(𝑙)

𝛿𝑡 ⋅ 𝑜(𝑙)𝑡 ⋅ (1 − LeakyReLU2(𝑐(𝑙)𝑡 )) (45)

The gradients related to the activation of the input gate 𝑖(𝑙)𝑡 and the
orget gate 𝑓 (𝑙)

𝑡 are derived into the following equation:

𝜕𝐸𝑡
(𝑙)

=
𝜕𝐸𝑡

(𝑙)
⋅ 𝑔(𝑙)𝑡 ⋅ 𝜎′(𝑖(𝑙)𝑡 ) (46)
𝜕𝑖𝑡 𝜕𝑐𝑡 a
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𝜕𝐸𝑡

𝜕𝑓 (𝑙)
𝑡

=
𝜕𝐸𝑡

𝜕𝑐(𝑙)𝑡
⋅ 𝑐(𝑙)𝑡−1 ⋅ 𝜎

′(𝑓 (𝑙)
𝑡 ) (47)

Next, the loss gradient with respect to candidate cell state 𝑔(𝑙)𝑡 is
etermined:
𝜕𝐸𝑡

𝜕𝑔(𝑙)𝑡
=

𝜕𝐸𝑡

𝜕𝑐(𝑙)𝑡
⋅ 𝑖(𝑙)𝑡 ⋅ LeakyReLU′(𝑔(𝑙)𝑡 ) (48)

Gradients of weights 𝑊 and biases 𝑏 are systematically calculated,
pivotal in the training’s optimization phase:
𝜕𝐸𝑡

𝜕𝑊 (𝑙)
=

𝜕𝐸𝑡

𝜕𝑜(𝑙)𝑡
⋅ LeakyReLU(𝑐(𝑙)𝑡 ) ⋅ concatenate(ℎ(𝑙)𝑡−1, 𝑥

(𝑙)
𝑡 )𝑇 ⋅

diag(𝑜(𝑙)𝑡 ⊙ (1 − LeakyReLU2(𝑐(𝑙)𝑡 ))) ⋅𝑊 𝑇
output

(49)

𝜕𝐸𝑡

𝜕𝑏(𝑙)
=

𝜕𝐸𝑡

𝜕𝑜(𝑙)𝑡
⋅ LeakyReLU(𝑐(𝑙)𝑡 ) ⋅ concatenate(ℎ(𝑙)𝑡−1, 𝑥

(𝑙)
𝑡 )𝑇 ⋅

diag(𝑜(𝑙)𝑡 ⊙ (1 − LeakyReLU2(𝑐(𝑙)𝑡 )))
(50)

Finally, the derivatives of loss for each weight and bias type are:

𝜕𝐸𝑡

𝜕𝑊 (𝑙)
𝑥∗

=
∑

∗∈{𝑖,𝑜,𝑐,𝑓}

(

𝜕𝐸𝑡

𝜕 ∗(𝑙)𝑡
⋅ 𝑥𝑡

)

(51)

𝜕𝐸𝑡

𝜕𝑏(𝑙)𝑥∗
=

∑

∗∈{𝑖,𝑓 ,𝑐,𝑜}

(

𝜕𝐸𝑡

𝜕 ∗(𝑙)𝑡

)

(52)

This sequence of computations forms the backbone of the backward
pass, guiding parameter updates in every RNF. The proposed deep
learning model uses exhaustive parameter searches in a predetermined
hyperparameter space. A range is specified for each hyperparameter in
this procedure, including the length of the input sequence, the number
of RNF layers, the units per layer, the batch size, and the window
length of every training epoch. The algorithm goes through all the
possible combinations of these factors, training a new model instance
for each one and checking how well it does on a validation dataset.
The combination with the best validation performance is chosen as the
optimal set.

Eqs. (53)–(56) evaluate the performance of the proposed model
using Mean Absolute Error (MAE), Mean Square Error (MSE), Root
Mean Squared Error (RMSE), and the R-squared (R2) score [32,38,50–
52]. The MAE provides a clear understanding of prediction accuracy
by measuring the average magnitude of errors between expected and
actual values. MSE measures the average squared differences between
expected and actual values, emphasizing higher prediction accuracy
errors. The RMSE signifies the magnitude of errors, is greater when
values between predictions and actuals are increased. The R2 score
epresents the goodness-of-fit of the model and shows how much of the
ariance in the dependent variable is determined by the independent
ariables. A closer value to 1 indicates a better fit, which emphasizes
he model’s ability to explain the data.

AE = 1
𝑛

𝑛
∑

𝑖=1

|

|

𝑦𝑖 − �̂�𝑖|| (53)

SE = 1
𝑛

𝑛
∑

𝑖=1
(𝑌𝑖 − 𝑌𝑖)2 (54)

RMSE =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑖 − �̂�𝑖)2 (55)

𝑅2 = 1 −
∑𝑛

𝑖=1(𝑦𝑖 − �̂�𝑖)2
∑𝑛

𝑖=1(𝑦𝑖 − �̄�)2
(56)

here 𝑦𝑖 stands for the real values, �̂�𝑖 for the predicted values, and
�̄�𝑖 for the mean of the actual values. 𝑛 indicates the total number of
bservations. To maintain accuracy and clarity in the formulation and
omputation of the error metrics, these symbols are applied uniformly
cross every metric.
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Fig. 3. Daily solar irradiance and solar power output of the microgrid located in NSW,
Australia.

3. Results and discussion

The data for this study comes from a small microgrid of 41 different
types of residential and commercial buildings in New South Wales,
Australia. In this microgrid, rooftop PV and small solar firms installed
PV panels spanning 1000 square meters with an estimated overall
system efficiency of 20%. A weather station situated approximately 40
kilometers from the microgrid site contributed solar irradiance readings
to complement the on-site data. Despite the distance, this station effec-
tively captures solar irradiance conditions pertinent to the geographical
location of the microgrid. Fig. 3 shows daily solar irradiance data and
computed solar power to show this microgrid’s solar energy potential.
The VMD method, as explained in Section 2.2.1, is employed to analyze
PV generation data to discover the inherent patterns in solar power
generation. Fig. 4 shows a series of figures that visually reflect the
breakdown results after decomposition. Fig. 4(a) illustrates the four dis-
tinct modes obtained from the VMD, visually representing the inherent
oscillatory components contained in the input data. Following this, a
heatmap is illustrated in Fig. 4(b) that demonstrates the correlation
between generated modes and PV generation. It is clear from 4(b)
that, the first three modes are closely related to the PV generation
data. Fig. 4(c) illustrates the distance correlation among the remaining
variables with solar power.

Now, this part depicts and analyzes solar power decomposition
using EMD, CEEMDAN and MEMD. This study used an NVIDIA T4
GPU with 16 GB of VRAM to speed up model training and evaluation.
The decomposed IMFs of solar power signals using EMD and MEMD,
respectively, are shown in Figs. 5(a) and 5(b). Based on this figure,
MEMD generates more IMFs than EMD. Due to its robust ensemble
methodology, MEMD is capable of extracting more intricate features
from the signal. Moreover, there is a noticeable difference in the
amplitude variation range of IMFs in MEMD and EMD. MEMD reduces
noise and captures the solar power signal’s fundamental dynamics more
precisely and stably. Consequently, the reduced amplitude variations in
MEMD’s IMFs provide a smoother and more consistent representation
of the basic trends and oscillations in solar power data. Again, the
correlation coefficients of the EMD, CEEMDAN, and MEMD-generated
IMFs are graphically represented in Figs. 6(a), 6(b), and 6(c) where
it is also evident that the MEMD-generated IMFs are better linked
with solar power. Nevertheless, to improve computational efficiency,
the subsequent analysis focuses on identifying IMFs that demonstrate
notable correlations with PV-generated data, particularly those with a
correlation coefficient exceeding 0.15. Pearson’s correlation coefficient
is the metric for assessing the correlation between the generated IMFs
9 
Table 3
Performance Metrics for different clustering algorithms.

Clustering technique SS DB Index CH Index

DBScan −0.3418 1.3171 13.8499
Spectral Clustering 0.1138 2.1207 5179.4616
Gaussian Mixture 0.0176 3.0626 5398.6232
KMeans 0.1162 1.4127 8838.0562

and PV generation. Consequently, eleven of the seventeen IMFs and the
residual derived from the MEMD decomposition approach are selected
for subsequent input processing.

The following figures (Figs. 7 and 8) show that MEMD performs
better in solar power forecasting than VMD, EMD, and CEEMDAN
techniques. The evaluation metrics MAE, RMSE, and R-squared score
for each of the decomposition methods are shown in Figs. 7(a), 7(b),
and 7(c). In each of these metrics, MEMD consistently outperforms
its counterparts, underscoring its robustness and precision in extract-
ing relevant features from solar power data. The next graph (Fig. 8)
compares actual and forecast PV generation for four days using the
strongly correlated modes, or IMFs, derived by each decomposition
technique. Additionally, an enlarged view of the most critical points
is shown in the boxes for a better understanding of the readers. The
model exhibits enhanced performance and possesses a greater capacity
to accurately forecast critical or peak points in comparison to the
models employing the MEMD decomposition technique. As a result, the
subsequent analysis will use the input parameters created by the MEMD
decomposition algorithm for model tuning and optimization.

Table 3 compares the performance measures (SS, DB Index, and
CH Index) of four clustering techniques: DBScan, Spectral Clustering,
Gaussian Mixture, and KMeans. KMeans had the greatest SS (0.1162)
and CH Index (8838.0562), suggesting the most distinct and well-
defined clusters. Although DBScan has the lowest DB Index (1.3171),
its lower SS and CH Indexes indicate less effective clustering overall.
Therefore, KMeans is identified as the best clustering algorithm for this
dataset due to its superior performance in key metrics.

The following discussion will look at the hyperparameters of the
suggested three-layer hybrid data-connected model. First, the number
of cells in each layer is adjusted to determine the best number of
units per layer. In this experimental approach, the number of units is
incrementally increased by 16, spanning from 16 to 96 units. The error
metrics for each three-layer cell tuning are shown in Figs. 9(a), 9(b),
and 10. Fig. 9(a) demonstrates that the error is smaller for 16 units, but
it rapidly increases for 32 units, and it steadily decreases as the number
of units increases. However, the result with 96 units is much closer
to the result of 16 units, but the higher number of cells necessitates
more time for training and prediction stages. For this reason, the ideal
number of CNN units is 16. Fig. 9(b) shows similar results, and due
to the aforementioned reason, the best number of cells for the second
layer is considered as 32. Finally, according to Fig. 10, the errors are
lower for 16, 48, and 96 units; however, to guarantee an immediate
response, the ideal number of units is considered to be 16. According to
this analysis, the 16-32-16 layout will be deemed as the optimal number
of units for the proposed three-layer HDLM.

The next step in achieving optimal results during training and
testing is to adjust the batch size and window length to the optimal
numbers. The performance metrics of the proposed three-layer hybrid
model are depicted in Figs. 11(a) and 11(b) for different batch sizes
and window lengths. In model training, the batch size is the number of
training samples used in each iteration. The small batch size can cause
noisy gradient updates, but it can also assist the model in escaping local
minima, which could result in improved generalization. Furthermore,
larger batch sizes necessitate additional memory. Fig. 11(a) demon-
strates that optimal performance is attained with a batch size of 24.
So the proposed model’s optimal batch size is 24. Following that, the
window length indicates the length of the input sequence that the
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Fig. 4. Graphical representation of (a) mode decomposition after VMD algorithm, (b) correlation heatmap of the variables, and (c) distance correlation map of the variables with
solar power.

Fig. 5. IMFs of solar power signal as decomposed by (a) EMD and (b) MEMD algorithm for capturing the essential frequency components.
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Fig. 6. Correlation of IMFs with solar power signal as decomposed by (a) EMD, (b) MEMD, and (c) CEEMDAN algorithms.
Fig. 7. (a) MAE, (b) RMSE, and (c) 𝑅2 score of the proposed model using the
decomposed signals as input.

model considers when making a prediction. Small windows may not
supply enough information for the model to produce accurate predic-
tions, while big windows may bring noise or cause overfitting problems.
Additionally, larger windows increase the computation required and
the intricacy of the model, despite providing more context. The window
length varies from 64 to 192, and Fig. 11(b) shows that the smallest
error is at 128 and that the error increases for lower and higher values
than 128. Therefore, the proposed model is deemed to be optimal with
128 samples per iteration.

The impact of the number of MEMD-generated IMFs on computation
time is illustrated in Table 4, which emphasizes the trade-off between
training duration and accuracy. It is important to mention that the solar
power, irradiance, and cluster information are designated as inputs for
each time, with the IMFs number specified in Table 4 as the input. After
11 
Table 4
Performance metrics for different input configurations.

Sl No. Inputs Time per epoch (s) Accuracy

MAE RMSE R2 Score

1 All IMF 39 2.5161 3.7238 0.9728
2 IMF 1–14 37 2.0760 3.0870 0.9813
3 IMF 1-10, 13, 14 38 1.4793 2.7297 0.9827
4 IMF 1-9, 13, 14 33 1.0231 2.1762 0.9907
5 IMF 4-7, 13, 14 30 1.4399 3.1009 0.9670
6 IMF 4–7 30 2.3877 4.3729 0.9625
7 IMF 5, 6 31 2.7063 4.9923 0.9511

analyzing the performance metrics for several input configurations, it
is clear that the input configuration with serial number 4 (IMF 1-9, 13,
14) produces the most favorable results. The configuration attains the
lowest error with an MAE of 1.0231 and an RMSE of 2.1762, accompa-
nied with the highest R-squared score of 0.9907. Although the times per
epoch are shorter in configurations 5 to 7, their model performance is
significantly inferior. This means that the inputs from serial number 4
(IMF 1-9, 13, 14) offer the most excellent combination of accuracy and
efficiency, making them ideal for optimal IMF utilization, even though
the training period is slightly longer.

Following the preceding discussion and thorough hyperparame-
ter tuning, the best hyperparameters are appropriately set up, which
improves the performance of the reported HDLM. After carefully imple-
menting these ideal parameters, the microgrid’s actual and predicted
PV generation output is presented in Fig. 12(a). From the aforemen-
tioned figure, it is clear that the model can predict future PV genera-
tion accurately. Fig. 12(b) displays a regression plot, demonstrating a
clear correlation between predicted and actual values, highlighting the
model’s effectiveness. According to this strong evidence, the model can
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Fig. 8. Comparison of actual and predicted solar power by using different decomposition algorithms.
Fig. 9. Evaluation of the performance of the proposed model for determining the optimal number of units of first and second layer.
Fig. 10. Performance analysis of the proposed model for different numbers of units in
the third layer.

accurately forecast PV generation, which has a significant impact on
managing and planning for renewable energy.

Comparing the proposed approach against several advanced deep
learning and hybrid models is important for confirming the method’s
effectiveness. In Fig. 13, the comparison of performance metrics (MAE,
MSE, RMSE, and the coefficient of determination (𝑅2)) shows that
the suggested model is better than any other models named CNN,
CNN–LSTM, LSTM, Bi-LSTM, Stacked-LSTM, TCN (Temporal Convolu-
tional Network), CNN-BiLSTM, CNN-S-BiLSTM (CNN Stacked BiLSTM).
The main model configuration and key hyperparameters are added in
12 
Table 5. Here, the figure also indicates that the CNN, CNN-BiLSTM
and stacked LSTM models exhibit the closest results of the proposed
HDLM. CNN is well-known for its ability to extract trends, whereas
Bi-LSTM and stacked LSTM memory cells excel at memorizing and
reproducing trend data. A significant distinction between them is that
Bi-LSTM utilizes bidirectional processing, whereby the input sequence
is processed in both the forward and backward orientations. This dis-
tinctive characteristic offers superior forecasting capabilities compared
to stacked LSTM. In PV generation data, the mentioned models perform
better than others because of the existence of a clear trend or pattern.
However, as the proposed model is a hybrid of the two, the outcome is
significantly superior to either model alone.

Fig. 14(a) depicts a full comparison, showing both the actual and
projected values of the proposed model as well as the compared models.
In this graph, the proposed framework predicts sharp or critical points
more accurately than the others. Furthermore, Fig. 14(b) digs deeper by
displaying the difference curves for each model. This visual representa-
tion shows the discrete differences between real and anticipated values
and emphasizes the proposed model’s superiority in forecasting appli-
cations. Table 5 shows isolated microgrid PV generation forecasting
model information and performance metrics.

The performance of the proposed model is also evaluated by com-
paring it with other advanced models, including the Transformer
model, Stacked LSTM with Attention Mechanism (S-LSTM-AM), LSTM
with Attention Mechanism (LSTM-AM), and Temporal Fusion Trans-
former (TFT) [53–55]. The comparison results are detailed in Table 6.
Notably, the proposed model has a very short training time per cycle
of just 33 s, making it faster than the Transformer (49 s), S-LSTM-AM
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Fig. 11. Performance metrics for various (a) batch sizes and (b) window lengths of the proposed HDLM.
Fig. 12. Graphical representation of (a) actual and predicted values of the proposed HDML, (b) regression plot of the actual and predicted PV generation.
Table 5
Comparison of Different Models based on Model Attributes and Performance Metrics.
Section Attributes CNN C-LSTM CNN-BL S-LS. Bi-LS. TCN Prop.

Model

Units 16 16–16 16–32 32–16 32 32 16-32-16
Learn. rate 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008
Epochs 50 100 50 75 100 50 50
Window len. 128 128 128 128 128 128 128
Batch size 24 24 24 24 24 24 24
Dropout 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Activation ReLU ReLU Sigm Sigm ReLU ReLU LReLU
Optimizer Adam Adam Adam Adam Adam Adam Adam
Loss Function MSE MSE MSE MSE MSE MSE MSE

Error

MAE 1.26 2.11 1.09 1.58 2.96 1.31 1.02
MSE 8.99 7.99 4.84 5.11 12.89 9.36 4.70
RMSE 2.99 2.82 2.20 2.26 3.59 3.06 2.16
R2 score 0.990 0.984 0.990 0.990 0.975 0.982 0.991

Note: C-LSTM = CNN–LSTM, CNN-BL = CNN-BiLSTM, S-LS = stacked LSTM, Bi-LS = Bi-LSTM, Sigm= Sigmoid, and LReLU= LeakyReLU.
(40 s), and TFT (89 s), and only slightly longer than the LSTM-AM
(32 s). The proposed model excels in both efficiency and forecasting
accuracy. It achieves remarkably low MAE, MSE, and RMSE values of
1.02, 4.70, and 2.16, respectively. Additionally, it boasts the highest R-
squared score of 0.991, indicating near-perfect predictive performance.
These results underscore the effectiveness of the proposed model in
delivering superior performance with reduced computing time.

This study provides solid evidence that the proposed framework
significantly improves feature generation by outperforming existing de-
composition techniques, resulting in more accurate predictive models.
The next points confirm the claimed solar energy forecasting advances
and contributions.
13 
Table 6
Performance Comparison of the proposed LRNF with advanced hybrid DL models.

Name Time MAE RMSE MSE R2 score

Transformer 49 s 14.68 18.54 343.69 0.19
S-LSTM-AM 40 s 3.07 3.84 14.74 0.97
LSTM-AM 32 s 6.96 9.50 90.31 0.83
TFT 89 s 21.34 23.45 550.02 0.08

Proposed 33 s 1.02 2.16 4.70 0.991
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Fig. 13. Comparison of performance metrics for different deep learning models and the proposed HDLM.
Fig. 14. Graphical representation of (a) actual and predicted PV generation of one day using different models, (b) difference curve between the actual and prediction by using
different models.
• The first contribution of my research focuses on advanced feature
generation and evaluation which is validated through a compre-
hensive comparison of various decomposition algorithms. Figs. 6
and 7 demonstrate that the proposed MEMD algorithm signifi-
cantly outperforms the other techniques, such as VMD, EMD, and
CEEMDAN. Additionally, compared to the other algorithms, the
IMFs produced by the MEMD algorithm are more closely related
to solar power.

• The comparative study presented in Table 3 validates the sec-
ond contribution of this research, which involves complex fea-
ture clustering. After achieving the highest CH Index (8838.06),
Silhouette Score (0.12), and competitive DB Index (1.41), the
14 
KMeans clustering algorithm was found to be the most effective
approach. According to these statistics, the KMeans algorithm
clusters better than DBScan, Spectral Clustering, and Gaussian
Mixture.

• The next contribution of this research is the effective use of a
hybrid deep learning model to predict PV generation quickly
using real-world data. This study uses authentic microgrid data,
making the model more practical than others that use simulated
or machine-generated data. The effectiveness of the proposed
framework is thoroughly validated by the analysis of Tables 4,
5, and 6. Table 4 emphasizes the model’s capacity to make
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quick predictions, while Tables 5 and 6 show the minimal errors
achieved compared to other advanced deep learning models.

• The final contribution of this study is benchmark comparisons and
technological advancements, confirming the superior accuracy of
the proposed model for predicting solar energy. Based on Figs. 13
and 14, Tables 5 and 6, and thorough assessments, this framework
significantly outperforms cutting-edge machine learning and deep
learning models. Compared to sophisticated models, the proposed
framework exhibited lower MAE (1.02), RMSE (2.16), and the
highest R-squared score (0.991). Therefore, our model not only
meets but surpasses current benchmarks, affirming its significant
contribution and emphasizing its influence on future solar energy
prediction research.

. Conclusion & future scope

The present investigation highlights the outstanding HDLM as a
eliable approach for predicting solar power generation in remote
icrogrids using solar irradiance data. Its novel two-stage three-layer

rchitecture, which combines a spatial pattern recognition network
ith a layered modified recurrent neural framework, improves fea-

ure extraction and prediction accuracy. After creating the extensive
eatures, highly correlated feature selection and clustering ensure fast
omputations of the proposed framework. The proposed HDLM outper-
orms other single-stage and hybrid deep learning models in terms of
AE, MSE, and RMSE, as well as 𝑅2 score. These results confirm the
DLM’s outstanding predictive capability and its potential to transform

enewable energy management systems.
Although the study shows promise, there are several limitations.

irst, solar irradiance data from distant weather stations may cause
atency or inaccuracies in real-time applications, affecting model per-
ormance. Additionally, the three-layer structure of the HDLM may ne-
essitate the use of costly computers and hardware due to its advanced
rchitecture.

Looking ahead, the study paves the way for more investigations. By
sing a hybrid decomposition approach, the model’s predicted accuracy
ay be improved, and deeper insights from the solar irradiance data
ay be discovered. Furthermore, the computation time may be reduced

y using sophisticated optimization approaches for feature selection.
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