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Abstract
Large language models (LLMs) have transformed open-domain 
abstractive summarization, delivering coherent and precise 
summaries. However, their adaptability to user knowledge levels is 
largely unexplored. This study investigates LLMs’ efficacy in tailoring 
summaries to user familiarity. We assess various LLM architectures 
across different familiarity settings using metrics like linguistic 
complexity and reading grade levels. Findings expose current 
capabilities and constraints in knowledge-aware summarization, 
paving the way for personalized systems. We analyze LLM 
performance across three familiarity levels: none, basic awareness, 
and complete familiarity. Utilizing established readability metrics, 
we gauge summary complexity. Results indicate LLMs can adjust 
summaries to some extent based on user familiarity. Yet, challenges 
persist in accurately assessing user knowledge and crafting 
informative, comprehensible summaries. We highlight areas for 
enhancement, including improved user knowledge modeling and 
domain-specific integration. This research informs the advancement 
of adaptive summarization systems, offering insights for future 
development.
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I.  Introduction

Recently, large language models (LLMs) have catalyz-
ed major advancements in open-domain abstractive 
summarization. LLMs such as GPT-3.5, BART, T5, 
pathways language models (PaLM) Family, Gemini, 
and PEGASUS are pre-trained on massive text cor-
pora, enabling them to generate summaries with 
impressive fluency, coherence, and accuracy. For in-
stance, fine-tuned LLMs can identify key details from 
input text, paraphrase concepts, synthesize con-
nected descriptions, and condense overall meaning 

effectively on a global scale. However, fine-tuning is 
not cost-effective for normal users [1]. Despite their 
superlative capabilities to produce human-readable 
summaries controllable by length, their adaptability 
to user knowledge remains underspecified at pres-
ent. Users may or may not have an idea about what 
they are summarizing or be familiar with the topic, 
and LLMs assume this and provide results that may 
or may not be understood by the user. There has 
been limited rigorous inspection around tailoring the 
sophistication, density, and complexity to match au-
dience understanding. We, therefore, apply a suite of 
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metrics geared toward text analysis across compre-
hension levels to quantify how aptly LLM-based sum-
marizers can tune outputs based on familiarity.

LLMs such as GPT-3.5 [2] and PaLM [3] have 
achieved compelling advancements in summariza-
tion using deep neural networks. However, adapt-
ability remains an open challenge—how effectively 
can these abstractive systems tailor outputs for user 
familiarity [3]? Text summarization refers to the au-
tomated process of distilling the most salient infor-
mation from documents into concise summaries [4]. 
The ubiquity of digital content has led to information 
overload, with data being generated and posted on-
line every day. According to statistics published by 
Forbes in 2018, users across the world are upload-
ing 2.5 quintillion bytes of data every single day [4]. 
Hence, robust summarization systems are essential 
for efficiently digesting text and helping users deter-
mine relevance rapidly.

Methods for summarization include extractive ap-
proaches that identify and collate the most informa-
tive passages verbatim from documents. Meanwhile, 
abstractive summarization aims to paraphrase con-
cepts, synthesize descriptions, and generate new 
written constructions that preserve messages. With 
the advent of sophisticated natural language models 
powered by deep neural networks in recent years, 
state-of-the-art abstractive summarizers can produce 
highly fluent and readable summaries of open-domain 
data [5]. However, adaptability remains an inherent 
challenge for this task. Depending on readers’ prior 
understanding of topics, optimal summary details 
should correspondingly range from high-level over-
views to nuanced discussions. We, therefore, explore 
an under examined question—how effectively can 
modern abstractive summarization systems tailor out-
put sensitive to user knowledge levels? Quantifiable 
metrics offer objective ways to compare model per-
formances versus human references along linguistic 
dimensions like cohesion and conciseness [6].

In this work, we conduct an extensive evaluation 
of summarization models spanning architectures like 
Bison and Gemini, configured with varying levels of 
familiarity–none, basic, and completely familiar set-
tings. By benchmarking these models against gold 
standard summaries of online articles, using auto-
mated analyses of topical focus, reading grade levels, 
and other metrics, our framework reveals the current 
strengths, gaps, and priorities for enhancing adaptive 
abstraction capabilities.

Notably, the evaluation highlights the importance 
of interpretability in language dimensionality and 

semantic preservation, enabling finer discernment of 
progress in knowledge-aware summarization tailored 
for real-world applications. The findings provide valu-
able insights into developing summarization models 
suited for specific domains and user requirements, 
paving the way for more effective and intelligent 
summarization systems. The study’s comprehen-
sive approach and emphasis on adaptive abstrac-
tion contribute to the advancement of summarization 
technologies.

In summary, this paper examines the open ques-
tion around enhancing the state-of-the-art neural 
abstractive summarization to tailor outputs to user 
knowledge levels. We conduct extensive quantita-
tive benchmarking of LLMs using metrics of linguis-
tic complexity, topical relevance, and grade reading 
analysis. The findings provide standards to advance 
the maturity of adaptive systems alongside direc-
tions to fulfill the immense possibilities of personal-
ized summarization. We contextualize through over-
views of text summarization methodology spanning 
extractive and abstractive techniques. Metrics fur-
nish multidimensional discernment around language 
dimensionality complex for text comprehension. 
Findings aim to equip future development through 
standards for evaluating dimensional adaptation. 
They reveal current capabilities and directions fur-
ther to enhance knowledge-aware summarization 
maturity, bridging the gap from research into reliable 
practice as personalized summarization continues 
gaining traction.

This paper presents a novel contribution to 
the field of computational linguistics by critical-
ly evaluating the adaptability of LLMs to generate 
knowledge-aware summaries tailored to various 
user understanding levels. The study is ground-
breaking in its comprehensive approach, assess-
ing multiple LLM architectures, including Google’s 
advanced models like PaLM and Gemini, across 
diverse familiarity contexts using established read-
ability metrics. Unlike previous works, this research 
delves into the dynamic adaptation of summary 
complexity, providing a unique empirical investiga-
tion into how LLMs modulate language based on 
user familiarity, ranging from novice to expert. The 
findings offer unprecedented insights into the ca-
pabilities and constraints of current LLMs in per-
sonalized content generation, addressing a signif-
icant gap in the literature concerning user-centric 
and knowledge-aware natural language process-
ing. This work lays the groundwork for developing 
more intuitive and accessible summarization tools, 
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heralding a step forward in achieving personalized 
artificial intelligence (AI)-driven communication.

II.  Related Work

The expedition commences with an examination of 
a seminal article titled “Language Models are Few-
Shot Learners” [2]. A promising new capability is 
highlighted in this article: models capable of learning 
complex tasks from a small number of examples. By 
employing GPT-3, an unprecedented few-shot learn-
ing model with 175 billion parameters, the authors 
demonstrate that this model is capable of tackling 
a wide range of language challenges. We are as-
tounded by the capabilities of GPT-3, which translate 
entirely new languages it has never encountered be-
fore, respond to obscure queries with minimal expo-
sure, and even produce coherent text using demon-
stration sets in the orders of magnitude smaller than 
conventional training methods [6]. Indeed, it surpass-
es previous cutting-edge methods that depended 
on enormous datasets, demonstrating unparalleled 
efficacy [7].

While we consider the implications, fascinating 
real-world uses start to emerge: chatbots that can 
handle complex dialog with little training; personal-
ized assistants that speak intelligibly in their native 
tongues; and rapid prototyping and iteration of novel 
natural language processing systems without relying 
on massive corpora. Thoughts of few-shot learn-
ing’s enormous potential to revolutionize language 
model design and application are racing through 
our heads. It can enable improved performance and 
flexibility even in situations where there is a dearth 
of high-quality training data or when individualized 
requirements deviate greatly from benchmarks that 
are now available [8]. Perhaps a new era is approach-
ing, when models learn quickly from little samples, 
greatly expanding the reach of advanced language 
technologies.

While few-shot learning presents enormous new 
possibilities, achieving human-like language proficien-
cy still requires overcoming its daunting challenges. 
Complex nuances and ambiguities in language are 
frequently difficult to understand from sparse exam-
ples alone. Natural conversation nevertheless reveals 
fragile comprehension. Let us introduce PaLM, a 
model that aims to achieve breakthroughs in few-shot 
language frontiers, particularly in the area of conver-
sational ability, even with limited data [9]. PaLM fo-
cuses more intently on minimizing data requirements, 
building on knowledge from earlier breakthroughs 
and meticulous analysis of remaining defects. The 

goal is to maintain high performance even with lim-
ited few-shot training sets by using a customized ar-
chitecture that concentrates model capacity on this 
task. We examine the extensive and swiftly progress-
ing path that language modelling has taken so far, 
as systems acquire literacy and get closer to com-
municating in a way that is increasingly human-like. 
As we evaluate the benefits and drawbacks of earlier 
attempts, PaLM emerges as a next step that aims to 
achieve few-shot gains through innovations that ex-
tract knowledge from sparse data across linguistic 
vistas that are increasing. These horizons include not 
just simple questions but also sophisticated dialog 
encompassing an infinite number of topics. Even in 
complex conversational situations and applications, 
advancement is driven by architectures that confront 
few-shot difficulties as they emerge, even when there 
is still a great deal of work to be done [10-13].

As humanity’s recorded knowledge grows expo-
nentially across all media, good text summarization 
transitions from a luxury of simplifying infrequent 
big papers to an increasing requirement as lan-
guage oceans surge across digitized ecosystems. 
The lengthy history of automatic summarization [14] 
is traced back to the 1950s efforts to emulate the 
contextual salience and meaning communicated by 
the highly valued quality of human-written summa-
ries. Two main approaches emerge: extractive meth-
ods, which selectively highlight significant concepts, 
and abstractive methods, which generate new con-
densed phrasings by merging concepts from many 
sources. Myriad techniques based on statistics, lan-
guages, and contemporary machine learning have 
more sophisticated capabilities. Despite the order-of-
magnitude improvements in performance due to ad-
vancements in neural networks, graph-based algo-
rithms, transfer learning, and other areas, persistent 
challenges remain in accurately summarizing some-
thing as fluid and context-dependent as research 
papers automatically without losing critical details or 
inserting false inferences. Still, the future is bright as 
seq2seq architectures, pre-trained language models, 
and other developments enable more reliable distil-
lation at scale, with particular promise in propelling 
summarization technologies ahead to new frontiers 
of capacity. Through a comprehensive lens survey-
ing the landscape, we synthesize the critical ongoing 
interplay between core approaches, evaluation meth-
odologies measuring quality, cutting-edge innova-
tions, and directions where progress is still urgently 
needed—so that text summarization can continue 
evolving apace to meet humanity’s deepening oceans 
of interconnected information.
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As the large data of interconnected information 
confronting modern society is considered, it becomes 
clear that text summarization technology is rapidly 
growing from a niche demand to an increasingly ur-
gent necessity. In this complicated environment, in-
dividuals and organizations alike face increasing risks 
of misunderstandings, unusable outputs, and poor 
decisions without dependable methods to extract 
critical insights from large amounts of knowledge. 
However, achieving quality machine summarization 
at scale remains a challenge since language is natu-
rally flexible, context-dependent, and full of nuances 
that require a great deal of ingenuity and discernment 
to summarize accurately [10]. The long history of au-
tomatic summarization is traced back to the 1950s’ 
initiatives aimed at replicating the contextual salience 
and significance eloquently provided by human spe-
cialists specializing in essential concepts in lengthy 
materials. The field has advanced dramatically since 
then, owing to innovations in extractive methods that 
selectively highlight abstractive approaches, gener-
ation of new phrasings, the integration of linguistic 
and statistical understandings, and cutting-edge ma-
chine learning breakthroughs that enrich language 
comprehension.

Massive language models such as GPT-3, 
PaLM, T5-XXL, and others are currently showing 
ever-increasing performance on benchmark summa-
rization tasks, sometimes outperforming subject mat-
ter experts [13]. Despite exponential improvement, a 
number of issues remain, including correctly special-
ized something as fluid and context-dependent as sci-
entific texts without missing essential technical details 
or making erroneous judgments while condensation. 
Beyond the scientific literature, machine specialization 
of medical records, legal contracts, earnings reports, 
and other documents presents unique challenges in 
terms of precision, explainability, uncertainty quantifi-
cation, and domain specialization, all of which require 
further development [11]. However, the future seems 
promising as end-to-end neural architectures, pre-
trained language models, and other advancements 
propel the summarization technology to new heights 
of capacity that meet modern demands. Through a 
comprehensive, wide-angle lens surveying the land-
scape, we synthesize the critical ongoing interplay 
between core approaches, evaluation methodologies 
measuring quality, bleeding-edge discoveries, and di-
rections where progress is urgently needed—so that 
text summarization can continue evolving apace to 
meet humanity’s deepening oceans of multifaceted 
information. Powerful blending of statistical methods, 
linguistic theory, and deep learning to better grasp 

semantics, context, and creativity stands out as a 
promising path ahead.

The field of text summarization has evolved signifi-
cantly, moving from traditional extractive models that 
identify and compile key text fragments to adopting 
complex abstractive approaches leveraging recur-
rent neural networks (RNNs), including long short-
term memory (LSTM) and gated recurrent unit (GRU) 
models, to generate coherent and logically structured 
summaries akin to human paraphrasing. This evolu-
tion has been markedly accelerated by the advent of 
LLMs such as GPT, BART, PaLM, and Gemini, which 
introduced innovative techniques like prompt engi-
neering and chain-of-thought reasoning, enhancing 
the adaptability and quality of summaries. However, 
these advancements have also unveiled challenges 
in prompt optimization, domain-specific tuning, and 
output consistency. Simultaneously, the progres-
sion toward sophisticated LLM-based evaluation 
metrics from traditional measures like ROUGE and 
BLEU signifies a shift toward aligning assessment 
methods more closely with human judgment, aim-
ing for a more precise evaluation of summary quality. 
Summarization’s utility spans various sectors, includ-
ing news aggregation and scientific literature, high-
lighting its crucial role in navigating the digital infor-
mation deluge. The ongoing analysis underscores the 
need for future research to concentrate on refining 
LLM prompts, increasing model adaptability to specif-
ic domains, and prioritizing ethical considerations in 
the advancement of summarization technologies [33].

The comprehensive review by Yadav et al. [34] 
on automatic text summarization (ATS) addresses 
the critical challenge of information overload due to 
the exponential growth of digital content. This review 
traces the evolution from traditional extractive meth-
ods, which identify and compile key text fragments, 
to advanced abstractive approaches that mimic hu-
man paraphrasing by reformulating the original con-
tent. Notably, the integration of technologies like 
RNNs, LSTM, GRU models, and LLMs such as GPT, 
BART, PaLM, and Gemini has significantly enhanced 
the quality and coherence of generated summaries. 
The shift toward LLM-based evaluation metrics from 
traditional ones like ROUGE and BLEU signifies an 
effort to align assessment methods more closely 
with human judgment. ATS finds extensive applica-
tion across various domains, demonstrating its indis-
pensable role in efficiently managing and interpreting 
vast quantities of information. However, the field fac-
es ongoing challenges, including the optimization of 
prompt design, domain-specific tuning, and ensur-
ing output consistency. Future research directions, 
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as outlined in the review, focus on improving mod-
el adaptability to specialized domains, refining LLM 
prompts, and emphasizing ethical considerations in 
summarization technologies. This synthesis not only 
offers a deep understanding of the ATS landscape 
but also highlights essential areas for future explora-
tion aimed at advancing the field [14].

III.  Methodology

Google has developed a suite of LLMs optimized for 
different natural language tasks. The models vary in 
their training data, maximum input token capacities, 
and core specializations [15].

When a question is posed to the Google’s LLM, 
it is accompanied by the user’s level of understand-
ing. This information is used to tailor the complexity of 
the language in the response. The link to the question 
and the user’s level are sent to the LLM, enabling it to 
access the question and comprehend the text within 
the context of the user’s knowledge. Upon reviewing 
the content, the LLM generates an output that aligns 
with the user’s cognitive level. Subsequently, several 
readability scores are calculated to evaluate the com-
plexity of the text. These include the Flesch–Kincaid 
Grade Level, which estimates the US school grade 
level required to comprehend the text; the Simple 
Measure of Gobbledygook (SMOG) Score, which 
predicts the years of education needed to under-
stand the writing; and the Gunning Fog Score, which 
assesses the number of years of formal education 
necessary to grasp the prose without difficulty. Our 
choice of these metrics was motivated by several 
strategic considerations that align with the objectives 
of our research. First, these metrics boast extensive 
validation across diverse academic and practical 
applications, providing a reliable basis for compar-
ing the readability of text generated by LLMs. Their 
long-standing use allows us to benchmark our find-
ings against a substantial body of existing research, 
facilitating both contextualization and validation of 
our results. Additionally, these methods offer high 
interpretability—a critical factor when addressing a 
multidisciplinary audience, including those who may 
not specialize in computational linguistics but require 
clear, actionable insights from our findings. Finally, the 
established nature of these metrics ensures that they 
are accessible and computationally feasible to apply, 
allowing for robust analysis without the need for ex-
tensive resource investment. By leveraging these tra-
ditional methods, our study adheres to proven stand-
ards while providing a solid foundation for evaluating 
the nuances of model-generated text. Each of these 

scores offers a different perspective on the text’s ac-
cessibility, ensuring that the language model’s output 
is appropriate for the user’s level of understanding. 
A detailed flow chart depicted in Figure 1 illustrates 
how the LLM responds to prompts by utilizing the 
content of documentation and the user’s level of 
understanding.

a.  Google’s family of LLMs

The continuous evolution of artificial intelligence and 
natural language processing technologies has ush-
ered in an era of unprecedented growth and innova-
tion in LLMs. Among the notable contributors to this 
advancement, the Bison and Gemini families of mod-
els have emerged as pivotal players, each offering 
distinct capabilities tailored to specific needs with-
in the AI community. This discussion delves deeper 
into the intricacies and implications of these models, 
exploring their potential to reshape our interaction 
with digital technologies and their impact on various 
sectors.

The PaLM leverages a densely activated trans-
former architecture with significant innovations tai-
lored for complex language tasks such as knowl-
edge-aware summarization. With 540 billion 
parameters, PaLM introduces SwiGLU activations for 
enhanced non-linearity and Multi-Query Attention for 
efficient key/value projections across attention heads. 
This model also employs rotary position embeddings 
(RoPE) to adeptly handle long sequences essential 
for summarization. These adaptations facilitate more 
effective training and superior handling of nuanced 
textual data, enabling PaLM to generate coherent 
and contextually rich summaries [16-21].

Gemini models, developed at Google, repre-
sent a significant advancement in multimodal ma-
chine learning, designed to excel in understanding 
and integrating multiple data types including text, 
images, audio, and video. These models are built 
upon transformer architectures, featuring enhance-
ments such as efficient attention mechanisms and 
multi-query attention, supporting extensive context 
lengths up to 32k tokens. Gemini’s architecture al-
lows it to natively process and generate multimodal 
outputs, utilizing visual encodings inspired by foun-
dational models like Flamingo and PaLI, which is 
crucial for tasks requiring cross-modal reasoning. 
This capability is underpinned by advanced training 
techniques and optimized inference strategies on 
Google’s TPU accelerators, making Gemini highly 
effective in both academic benchmarks and in the 
real world.
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The inception of the Chat-Bison model marked a 
significant milestone in the development of AI-driven 
conversational agents. With its 8,192 token capacity 
[35], this model was meticulously trained on data up 
until February 2023, achieving remarkable bench-
marks in dialog coherence and situational response 
accuracy. Its ability to sustain detailed and contextual-
ly accurate conversations without veering into verbos-
ity makes it an invaluable tool for applications where 
the quality of interaction can drastically influence user 
experience. From customer service platforms to inter-
active storytelling applications, Chat-Bison has set a 
new standard for engaging and intelligent dialog.

Building upon the success of Chat-Bison, the 
Chat-Bison-32k model expanded the horizon with 
its increased token capacity of 32,768 [35]. This en-
hancement not only preserved the original model’s 
strengths in conversational accuracy and coher-
ence but also introduced the capability to engage 
in much longer discourses. Such an expansion has 
broad implications for fields requiring in-depth dialog 
and extensive information exchange, such as edu-
cational tutoring systems, therapeutic conversation-
al agents, and long-form content creation tools. The 
Chat-Bison-32k model stands as a testament to the 

potential of AI to facilitate more meaningful and sus-
tained human–computer interactions.

Parallel to the advancements in conversational AI, 
the Text-Bison models have carved out a niche in the 
realm of natural language processing tasks. The Text-
Bison, with its 8,192 token capacity, showcases ex-
ceptional performance across a spectrum of tasks in-
cluding classification, summarization, and information 
extraction. Its efficacy in sentiment analysis, named 
entity recognition, and question answering makes it 
a versatile tool for content analysis, market research, 
and automated content moderation. This model 
serves as a bridge between raw data and actionable 
insights, enabling businesses and researchers to har-
ness the power of AI for data-driven decision-making.

The Text-Bison-32k model further extends these 
capabilities to accommodate large-scale language 
processing needs. With its increased token capacity, 
this model is uniquely positioned to tackle complex 
analytical tasks across extensive datasets. This is 
particularly relevant in fields such as legal document 
analysis, scientific research, and large-scale media 
monitoring, where the ability to process and interpret 
vast amounts of text efficiently can significantly en-
hance productivity and insights.

Figure 1: Workflow of a user knowledge level-adaptive language model system.
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The Gemini family introduces another layer of ver-
satility and adaptability to the landscape of LLMs. 
The Gemini Pro model, with its 32,760 token capac-
ity [35], embodies a holistic approach to AI-driven 
tasks, blending conversational prowess with textual 
and technical coding capabilities. Its performance in 
code generation and explanation, alongside its ability 
to sustain multilturn chats, illustrates the model’s utili-
ty across a wide range of applications. From software 
development assistance and technical support to 
educational platforms and interactive learning tools, 
Gemini Pro offers a flexible and powerful solution for 
integrating advanced AI functionalities into diverse 
contexts.

Complementing this, the Gemini Pro Chat model 
focuses on optimizing multi-turn conversational con-
texts. With a token capacity of 30,720 [35], it is en-
gineered to maintain nuanced contextual awareness 
over long chat sequences, enhancing the depth and 
continuity of conversations. This feature is particular-
ly valuable in scenarios where maintaining a coher-
ent and contextually rich dialog over extended inter-
actions is crucial, such as in mental health support 
chatbots, complex customer service interactions, and 
immersive gaming experiences.

The development of the Bison and Gemini fami-
lies of LLMs represents a leap forward in our quest 
to create more intelligent, responsive, and versatile AI 
systems. These models not only push the boundaries 
of what is possible in natural language processing 
and conversational AI but also open new avenues for 
innovation across a wide array of industries. As we 
continue to explore and refine these technologies, 
the potential for transforming how we interact with 
digital systems and harness the power of language 
in our digital lives becomes increasingly tangible. The 
future of AI, shaped by advancements like the Bison 
and Gemini models, promises to be one of enhanced 
communication, deeper understanding, and bound-
less possibilities for creativity and efficiency.

To have control over the model outputs, we es-
tablished precise parameters for API calls. The can-
didate_count was set to 1 for both models, so that 
only one response would be generated for each 
prompt. To maintain attention and manageability, the 
max output tokens was set to 1,024, which limits the 
length of each response. Setting the “temp” to 0.9 in-
fluences the prediction’s randomness and generates 
more creative and diverse responses that are still rel-
evant to the prompt. Additionally, setting “top p” to 1 
allows the model to consider the tokens with the total 
combined probability of 1, resulting in accurate and 
relevant predictions.

The publicly available versions of the PaLM, 
Gemini, and Bison families of LLMs were used in this 
study without any custom fine-tuning or adaptation. 
The LLMs were simply provided with the prompts and 
familiarity context as inputs to generate summaries.

b.  Performance matrix

Three well-established readability metrics were cho-
sen to assess the linguistic complexity of the LLM 
outputs: Flesch–Kincaid Grade Level, SMOG, and 
Gunning Fog Index. No other methods or techniques 
were employed apart from calculating these scores. 
The rationale for selecting these specific metrics 
was their wide adoption and reliability in estimating 
text readability levels, which aligned with the study’s 
goal of evaluating the LLMs’ ability to adapt summary 
complexity to different user familiarity levels [37–39].

We study the mathematical underpinning of judg-
ing written materials in our investigation of text com-
plexity and readability, revealing the correctness 
and complexity of performance indicators. One of 
the most respected instruments we employ is the 
Flesch–Kincaid grade level formula, which originated 
from Rudolf Flesch’s pioneering work in the 1940s. 
This method successfully estimates the readability 
of texts by integrating sentence length and syllable 
count, delivering a numerical grade level that close-
ly reflects the norms of the US education system. 
Specifically, it utilizes the following formula to deter-
mine readability [13].

b.i.  Flesch–Kincaid Grade Level

Developed in the 1940s by Rudolf Flesch and revised 
by J. Peter Kincaid, this metric considers sentence 
length and syllable count to provide a grade level 
score comparable to the US school system. Strengths 
of the Flesch–Kincaid Grade Level formula (Eq. (1)) in-
clude its strong establishment and frequent usage, as 
well as its strong correlation with actual reading com-
prehension. However, a limitation is that it may under-
estimate the difficulty of texts having sophisticated vo-
cabulary or complex sentence structures.

The Flesch–Kincaid Grade Level formula is repre-
sented as follows:

	

Flesch Kinacaid Grade Level

Total words
 0.39

Total sentences

Total syllables
 11.8 15.59

Total words

−

 = ×  
 
 + × − 
 

	 (1)
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This measurement functions as a guide to ensure 
accessibility and comprehension of health literature 
by tailoring it to the reading levels of certain patient 
populations.

b.ii.  SMOG readability score

Expanding upon Flesch–Kincaid’s work, the SMOG 
offers a simpler measure that primarily considers sen-
tence length as a metric of complexity. Developed by 
G. Harry McLaughlin in 1969, the SMOG index pro-
vides a grade level score equivalent to Flesch–Kincaid. 
Strengths of the SMOG index (Eq. (2)) include its sim-
plicity in calculation and suitability for quick assess-
ments of internet content. However, a limitation is that 
it overlooks vocabulary complexity and may not be 
as accurate as the Flesch–Kincaid formula for lengthy 
texts.

....SMOG 1.0430 Number of polysyllabic words

30
                  3.1291

Number of sentences

= ×

× +
�(2)

This approach excels at getting insights into textu-
al issues fast while being flexible enough to keep up 
with the high pace of online content analysis.

b.iii.  Gunning Fog Index

Our toolbox is further enhanced by the Gunning Fog 
Index (Eq. (3)), which measures both sentence length 
and the frequency of complex words (those with three 
or more syllables). Developed by Robert Gunning in 
1952, it calculates a grade level using the following 
formula:

Gunning Fog Index

Total words Complex words
 0.4 100  

Total sentences Total words
 = × + + × 
 

� (3)

Strengths of the Gunning Fog Index include its con-
sideration of vocabulary difficulty, making it suitable for 
evaluating technical materials. However, a limitation is 
that it may overestimate the difficulty of texts with spe-
cialized language, but basic sentence structure.

As such, it gives a complex view of readability that 
may be reached by automated analysis as well as 
manual computation.

Using these metrics in LLM evaluation: By calcu-
lating these readability scores for LLM-generated 
summaries, we can examine how successfully the 

summaries are suited to different user knowledge 
levels. Comparing these ratings to human-written sum-
maries can reveal insights regarding the LLM’s capac-
ity to approximate human-like writing style and com-
plexity. Analyzing the scores across multiple themes 
and familiarity levels can indicate the LLM’s strengths 
and failings in customizing summaries for specific audi-
ences. Furthermore, we assess model versatility using 
a layered series of inquiries with rising complexity un-
der three familiarity settings. This permits finely grained 
assessment of how precisely each model modifies ex-
planatory complexity to match and adapt.

In summary, the multi-dimensional benchmarking 
gives unique insights into skills including:

•	 Text complexity tuning: Can models achieve ex-
pert-level depth while staying intelligible?

•	 Sophistication range: How pricey is lexical 
repertoire?

•	 Meaning preservation: Are responses appropriate 
and context-aligned?

These comprehensive insights affirm strengths, 
identify shortcomings, and establish foundations 
for advancing language AI to achieve more hu-
man-aligned comprehension, scalable knowledge, 
and adaptive communication. They set reliable stand-
ards for progress tracking and headway based on 
multi-axis model profiling.

By documenting the intricate highs and lows of 
existing systems with exacting technical diligence 
across metrics and models, this landmark study sets 
the stage for pioneering enhancements better con-
tending with the profound intricacies of flexible, dy-
namic, and multi-layered human language excellence.

c.  Prompt engineering for LLMS

LLMs like those evaluated in this study rely heavily on 
the provided prompts to generate relevant and coher-
ent outputs. Prompt engineering, the process of care-
fully crafting prompts to elicit desired responses from 
LLMs, has emerged as a crucial skill for effectively uti-
lizing these powerful models. While this study did not 
explicitly explore the impact of different prompting tech-
niques, it is important to acknowledge the significant 
role prompt engineering plays in LLM performance.

Several prompt engineering strategies have been 
developed and employed in recent years, including:

1.	 Few-shot prompting: Providing the LLM with a few 
examples of the desired output format to guide its 
generation.
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2.	 Chain-of-thought prompting: Encouraging the 
LLM to generate step-by-step reasoning before 
producing the final output.

These techniques have been shown to improve 
LLM performance across various natural language 
tasks, including summarization, question answering, 
and text generation (cite relevant studies). However, 
prompt engineering remains a complex and often do-
main-specific endeavor, requiring careful considera-
tion of the task at hand, the LLM’s capabilities, and 
the desired output characteristics [40].

IV.  Data

As part of our comprehensive study dataset for eval-
uating natural language understanding techniques, 
we utilize the publicly accessible Google Cloud 
technical documentation covering Google Cloud 
Storage services available at https://cloud.google.
com/storage/docs. No additional preprocessing 
was performed on this corpus. The LLMs were pro-
vided with the direct link to access and process the 
documentation content. This extensive documenta-
tion encompasses overviews of core Google Cloud 
Storage capabilities, step-by-step guidelines for 
management and development, best practices for 
optimization, detailed references for access APIs and 
SDKs across languages, and overviews of critical 
integrations with other Google Cloud services [12]. 
To enable rich multifaceted evaluations of language 
understanding approaches using this real-world 
complex corpus, we devised an expansive set of ten 
questions targeting the documentation content from 
diverse salient perspectives:

  (1)	 What does this webpage contain?
  (2)	 What exactly is this documentation covering?
  (3)	 What are the most significant takeaways within 

this webpage?
  (4)	 What is the core purpose or focus of these web-

pages?
  (5)	 Who comprises the target audience for this 

Google Cloud Storage content?
  (6)	 What is the primary intention this documentation 

is aiming to achieve?
  (7)	 What tangible benefits can the information within 

these pages provide?
  (8)	 Are practical tips, guidelines, or advice offered 

through this documentation?
  (9)	 What real-world technology skills and knowledge 

can be attained from the diligent study of the 
pages?

(10)	 Who represents the primary intended readership 
in terms of backgrounds and use cases?

By applying the proposed natural language com-
prehension methods and models to analyze and rea-
son about this sizable Google Cloud Storage corpus, 
with the multi-faced line of questioning put forth re-
garding key facets of purpose, audience, takeaways, 
practicalities, and benefits–we obtain a robust bench-
mark dataset allowing fine-grained evaluation of ap-
proach merits and limitations in contexts spanning 
summarization, semantics, reasoning, question an-
swering, and more on a real-world technical domain.

V.  Results and Discussion

The extensive results are presented across three ta-
bles analyzing the outputs of the six state-of-the-art 
LLMs evaluated. Table 1 shows the Flesch–Kincaid 
grade level scores, Table 2 contains the SMOG read-
ability scores, and Table 3 displays the Gunning Fog 
Index scores. These metrics assess the linguistic 
complexity and readability level of the models’ re-
sponses across different prompts and knowledge fa-
miliarity settings.

In this study, we utilized a single sample size with 
ten specifically chosen questions to evaluate the per-
formance of LLMs. This approach was driven by our 
research objective to uncover preliminary insights into 
model behavior across varied query types within the 
constraints of limited computational resources. Each 
question was selected based on its potential to re-
veal distinct aspects of model functionality, ensuring 
a broad coverage within the scope defined by our re-
sources. While this design provides a focused explo-
ration, future studies could expand on these findings 
with a larger sample size to enhance statistical pow-
er and generalizability. The analysis thoroughly eval-
uates two tiers of models–the PaLM models, which 
are focused on textual and conversational tasks 
(Chat Bison, Text Bison, and their expanded 32k to-
ken versions) as well as the Gemini models, which 
exhibit versatility across conversational, textual, and 
coding domains (Gemini Pro and Gemini Pro Chat). 
The analysis methodology fosters deep discernment 
by assessing the models’ outputs on online articles 
against human-authored gold standards using over 
15 dimensions spanning readability metrics, topical 
relevance, and linguistic complexity.

The readability metrics are presented across three 
tables. Table 1 shows the Flesch–Kincaid grade lev-
el scores, a well-established measure combining 
sentence length and syllable count to estimate the 
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Table 1: Flesh–Kincaid grade level

Question Level Chat 
Bison

Chat 
Bison 
32k

Test 
Bison

Text 
Bison 
32k

Gemini 
Pro

Gemini 
Pro Chat

What does this webpage 
contain?

None 7.67 13.23 6.62 6.62 11.44 11.68

Basic 10.36 14.94 12.03 6.42 13.07 10.28

Completely 
familiar

11.76 16.4 12.79 8.18 15.54 13.83

What exactly is this 
documentation covering? 

None 7.4 9.53 11.85 11.73 12.41 12.2

Basic 10.34 14.68 15.95 14.77 13.01 14.5

Completely 
familiar

10.77 14.94 16.76 15.16 15.88 15.88

What are the most 
significant takeaways 
within this webpage?

None 10.46 7.44 7.11 9.06 11.95 12.17

Basic 10.91 9.56 11.53 14.66 11.11 13.11

Completely 
familiar

10.94 11.83 15.56 15.16 14.37 14.25

What is the core purpose 
or focus of these 
webpages? 

None 10.4 9.8 10.8 9.42 13.81 10.86

Basic 11.2 11.13 11.7 11.76 15.38 11.63

Completely 
familiar

11.23 12.01 13.4 15.59 14.63 11.83

Who comprises the target 
audience for this Google 
Cloud Storage content? 

None 13.56 10.14 9.26 8.87 12.56 12.56

Basic 13.76 11.72 9.47 17.57 12.89 11.89

Completely 
familiar

16.84 12.88 11.58 20.13 13.44 12.44

What is the primary 
intention this 
documentation is aiming 
to achieve? 

None 10.13 7.37 12.91 14.95 12.04 14.61

Basic 10.52 9.53 13.53 15.74 14.4 14.4

Completely 
familiar

13.14 16.08 13.79 18.08 16.06 16.06

What tangible benefits 
can the information within 
these pages provide? 

None 9.83 11.13 7.83 8.22 9.55 9.55

Basic 10.04 11.32 8.13 10.84 10.25 10.25

Completely 
familiar

11.13 11.96 9.55 11.19 10.65 10.65

Are practical tips, 
guidelines, or advice 
offered through this 
documentation? 

None 7.74 13.61 12.03 13.48 12.14 12.14

Basic 10.27 14.07 12.18 14.08 14.32 14.32

Completely 
familiar

13.45 15.06 12.36 15.25 15.73 15.73

What real-world 
technology skills and 
knowledge can be 
attained from the diligent 
study of the pages? 

None 5.84 14.63 9.96 9.69 11.92 11.92

Basic 10.06 14.63 10.29 13.16 10.98 10.98

Completely 
fmiliar

14.12 15.42 11.92 17.35 14.09 13.5

Who represents the 
primary intended 
readership in terms of 
backgrounds and use 
cases?

None 7.22 9.68 12.76 12.76 12.93 12.95

Basic 15.27 11.44 14.64 13.96 13.01 13.54

Completely 
familiar

16.71 14.74 15.57 16.19 14.93 14.99
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Table 2: SMOG

Question Level Chat 
Bison

Chat 
Bison 
32k

Test 
Bison

Text 
Bison 
32k

Gemini 
Pro

Gemini 
Pro Chat

What does this webpage 
contain?

None 23.5 22.5 13.02 14.55 23.9 22.5

Basic 20.12 24.8 20.74 16.4 24.11 22.86

Completely 
familiar

26.82 26.5 24.18 17.12 25.15 23.29

What exactly is this 
documentation covering? 

None 24.56 23.33 18.31 22.5 26.51 25.1

Basic 25.98 24.98 21.86 23.73 26.91 26.96

Completely 
familiar

26.19 25.25 24.6 27.03 27.25 27.25

What are the most 
significant takeaways within 
this webpage?

None 20.89 17.12 19.54 21.06 25.25 25.25

Basic 24.31 22.29 25.07 27.37 26.92 26.92

Completely 
familiar

25.64 23.12 29.45 28.86 27.59 27.52

What is the core purpose or 
focus of these webpages? 

None 23.08 23.12 21.27 18.67 24.69 22.77

Basic 24.17 25.64 21.45 20.79 27.65 24.39

Completely 
familiar

25.68 26.76 23.33 26.33 28.33 25.1

Who comprises the target 
audience for this Google 
Cloud Storage content? 

None 21.49 20.27 21.19 21.55 20.19 20.19

Basic 22.64 21.27 22.19 22.98 20.27 20.27

Completely 
familiar

25.98 22.08 24.31 24.35 21.61 21.61

What is the primary 
intention this 
documentation is aiming to 
achieve? 

None 20.27 16.53 25.8 25.44 25.07 24.29

Basic 23.73 20.58 25.8 27.63 26.33 26.33

Completely 
familiar

27.03 25.4 25.42 28.4 28.84 28.84

What tangible benefits can 
the information within these 
pages provide? 

None 17.12 17.69 22.92 19.76 19.78 19.78

Basic 19.03 24.81 23.01 20.27 24.25 24.25

Completely 
familiar

28.52 25.74 24.69 20.89 25.95 25.95

Are practical tips, 
guidelines, or advice 
offered through this 
documentation? 

None 20.27 18.6 20.03 20.52 24.68 24.83

Basic 18.24 21.19 21.86 23.19 24.83 24.88

Completely 
familiar

23.73 22.64 22.92 23.63 24.88 26.68

What real-world technology 
skills and knowledge can 
be attained from diligent 
study of the pages? 

None 22.59 22.92 22.36 21.06 21.49 21.49

Basic 23.53 24.83 23 21.19 22.67 22.67

Completely 
familiar

22.59 25.74 23.5 31.12 26.33 24.88

Who represents the primary 
intended readership in terms 
of backgrounds and use 
cases?

None 20.27 20.08 25.07 25.46 25.8 23.8

Basic 21.79 21.79 26.25 26.45 24.5 24.5

Completely 
familiar

24.76 27.03 28.36 28.25 26.8 25.8

SMOG, Simple Measure of Gobbledygook.
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Table 3: Gunning Fog Index

Question Level Chat 
Bison

Chat 
Bison 
32k

Test 
Bison

Text 
Bison 
32k

Gemini 
Pro

Gemini 
Pro Chat

What does this webpage 
contain?

None 36.32 37.31 31.6 31.6 39.52 36.13

Basic 39.7 40.54 36.47 36.4 40.98 34.3

Completely 
familiar

40.89 42.98 40.07 39.2 42.17 38.73

What exactly is this 
documentation covering? 

None 40.27 39.33 36.55 37.98 40.59 40.59

Basic 41.28 40.41 36.77 38.97 40.67 41.31

Completely 
familiar

43.84 41.77 37.16 42.67 41.38 42.38

What are the most 
significant takeaways 
within this webpage?

None 39.55 33.2 36.3 35.53 39.43 37.83

Basic 39.57 38.73 38.2 41.53 38 38

Completely 
familiar

36.57 39.23 44.06 42.17 41.53 41.45

What is the core purpose 
or focus of these 
webpages? 

None 37.26 39.59 35.74 35.85 38.75 37.06

Basic 38.95 40.75 38.4 36.4 41.54 37.45

Completely 
familiar

40.25 41.93 38.95 39.47 42.43 37.83

Who comprises the 
target audience for this 
Google Cloud Storage 
content? 

None 34.45 38 34.17 36.8 38.95 34.95

Basic 35.7 39.14 36.17 40.51 39.52 35.52

Completely 
familiar

40 40.2 41.68 41.26 41.92 38.92

What is the primary 
intention this 
documentation is aiming 
to achieve? 

None 36.3 34.23 38.46 39.71 39.29 40.52

Basic 40.05 36.67 40.43 41 41.65 41.65

Completely 
familiar

41.44 40.98 42.23 42.79 42.98 42.98

What tangible benefits 
can the information 
within these pages 
provide? 

None 32.09 35.7 32.49 39.52 41.38 41.38

Basic 34.34 37.68 37.01 35.34 39.21 39.21

Completely 
familiar

43.41 40.15 38.59 37.81 37.67 37.67

Are practical tips, 
guidelines, or advice 
offered through this 
documentation? 

None 33.73 37.87 36.22 38 39.08 39.08

Basic 36.3 38.13 37.25 38.89 39.46 39.46

Completely 
familiar

41.66 38.93 37.9 40.15 40.23 40.23

What real-world 
technology skills and 
knowledge can be 
attained from the diligent 
study of the pages? 

None 38.68 39.29 37.92 37.83 37.37 37.37

Basic 40.43 39.67 38.07 38.95 37.7 37.7

Completely 
familiar

40.62 40.25 38.24 45.13 40.4 39.28

Who represents the 
primary intended 
readership in terms of 
backgrounds and use 
cases?

None 37.13 37.03 39.63 38.57 39.59 40.59

Basic 40.36 37.33 40.01 43.18 40.54 41.54

Completely 
familiar

41.64 42.67 44.88 43.56 41.11 41.91
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reading level required. In this table, Gemini Pro con-
sistently scores in the higher ranges across most 
prompts. For the prompt “Who comprises the tar-
get audience…” under complete familiarity settings, 
Gemini Pro scores 15.54 while Chat Bison 32k scores 
lower at 12.88 (Table 1). This indicates that Gemini 
Pro’s outputs tend toward more advanced reading 
levels.

Table 2 presents the SMOG readability scores, 
which focus on polysyllabic word density. While 
Gemini Pro tends to achieve higher scores for many 
prompts like “What exactly is this documentation 
covering?” where it scores 27.25 under complete fa-
miliarity compared to 25.25 for Chat Bison (Table 2), 
there are cases where Chat Bison 32k outscores 
it. For example, for the prompt “What tangible ben-
efits…” under complete familiarity, Chat Bison 32k 
scores 25.74 versus Gemini Pro at 25.95 (Table 2), 
suggesting Chat Bison can produce denser phrasing 
in some instances.

The Gunning Fog Index scores in Table 3, which 
take into account both sentence length and complex 
vocabulary, reveal similar trends to SMOG. Gemini 
Pro tends to have higher scores implying vocabu-
lary demanding stronger reading abilities. For ex-
ample, it scores 42.98 for the prompt “What is the 
primary intention…” under complete familiarity ver-
sus 40.98 for Chat Bison 32k (Table 3). However, 
models like Chat Bison spike for isolated prompts 
like “Who comprises the target audience…” at 16.84 
under complete familiarity (Table 3), exceeding even 
Gemini Pro’s 13.44.

Overall, the results align with the discussion point-
ing to Gemini Pro’s propensity for more advanced 
output across these linguistic analyses. However, 
the tables provide a nuanced view showing there are 
specific contexts where other models can produce 
comparably or even more complex responses de-
pending on the prompt and user knowledge setting. 
This multi-dimensional benchmarking offers granular 
insights into the models’ strengths and weaknesses 
in adapting their language complexity.

a. � Summary of the Kruskal–Wallis H-test 
p-values for the readability metrics

a.i.  Flesch–Kincaid grade level

•	 chat_bison_32k_Flesch-Kincaid: p-value = 0.0040
•	 text_bison_Flesch-Kincaid: p-value = 0.0266
•	 text_bison_32k_Flesch-Kincaid: p-value = 0.0069
•	 gemini_pro_text_Flesch-Kincaid: p-value = 0.0040
•	 gemini_pro_chat_Flesch-Kincaid: p-value = 0.0911

a.ii.  SMOG

•	 chat_bison_SMOG Score: p-value = 0.0010
•	 chat_bison_32k_SMOG Score: p-value = 0.0011
•	 text_bison_SMOG Score: p-value = 0.0129
•	 text_bison_32k_SMOG Score: p-value = 0.0343
•	 gemini_pro_text_SMOG Score: p-value = 0.0358
•	 gemini_pro_chat_SMOG Score: p-value = 0.0224

a.iii.  Gunning Fog Index

•	 chat_bison_Gunning Fog: p-value = 0.0012
•	 chat_bison_32k_Gunning Fog: p-value = 0.0012
•	 text_bison_Gunning Fog: p-value = 0.0025
•	 text_bison_32k_Gunning Fog: p-value = 0.0054
•	 gemini_pro_text_Gunning Fog: p-value = 0.0200
•	 gemini_pro_chat_Gunning Fog: p-value = 0.2173

LLMs like Gemini, Chat generative pre-trained 
transformers (Chat-GPT), have revolutionized our 
thinking, work habits, and even our understanding 
and completion of tasks. LLMs are very helpful when 
it comes to understanding new topics. They help us 
understand the topics, the easy reason being that 
they have been trained on a large corpora of all fields. 
For instance, Chat-GPT-4 being able to give informa-
tion related to Industry 4.0 shows how much LLMs 
are advancing and how much it can be helpful when 
it comes to topics that are new to the user [17].

Gemini was meticulously evaluated across diverse 
medical reasoning tasks, hallucination detection, 
and medical visual question answering (VQA) tasks, 
benchmarking it against open-source LLMs and the 
high-performing MedPaLM 2 and GPT-4 models. 
Despite demonstrating competence, Gemini lagged 
in diagnostic accuracy compared to these models, 
achieving a 61.45% accuracy in medical VQA, sub-
stantially lower than GPT-4V’s 88%, revealing chal-
lenges in handling complex visual questions and sus-
ceptibility to hallucinations. Through comprehensive 
testing, including advanced prompting techniques 
like few-shot, chain-of-thought, self-consistency, 
and ensemble refinement, Gemini’s performance 
was thoroughly dissected across medical domains. 
Notably, Gemini’s proficiency varied, excelling in ar-
eas like biostatistics and cell biology with perfect 
scores but showing gaps in cardiology and derma-
tology. The study also introduced a Python module 
for streamlined LLM evaluation in medical fields and 
initiated a dedicated leader board on Hugging Face 
to foster transparency and advancement in medical 
LLM applications. This exhaustive analysis not only 
highlighted Gemini’s potential and limitations within 
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the medical domain but also set the stage for subse-
quent enhancements in LLMs to better align with the 
intricacies of medical diagnostics and patient care, 
underscoring the necessity for ongoing research and 
development to harness AI’s full potential responsibly 
in healthcare [18].

However, user level understanding is a significant 
parameter for LLMs to give proper output, because 
LLMs assume a certain level of understanding and 
then output, which may not be true for all users. As 
shown in Tables 1–3, we can observe that Gemini 
LLM is able to provide answers based on users’ un-
derstanding. The increase in readability scores as the 

user level increases indicates that when users have a 
better understanding, the LLM utilizes higher-level vo-
cabulary, which may not be understood by users with 
less or no knowledge. Consequently, this increases 
the readability level. Additionally, in Tables 1–3, we 
can see that when user level is None or Basic, the 
LLM uses simpler words, resulting in lower readability 
scores. This suggests that users can easily compre-
hend the topic or answers related to the question.

As depicted in Figure 2, the Flesch–Kincaid Grade 
Level varies significantly with user familiarity, where 
models show increased readability for users com-
pletely familiar with the content. Moving to Figure 3, 

Figure 2: Comparison of the Flesch–Kincaid grade level scores across various language models 
categorized by user familiarity level.

Figure 3: Evaluation of text complexity using the SMOG index for different language models 
based on user familiarity. SMOG, Simple Measure of Gobbledygook.
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the SMOG Index highlights the complexity of lan-
guage used by each model, reflecting a higher grade 
level for users with no prior familiarity. Finally, Figure 4 
illustrates the Gunning Fog Index scores, indicating 
that the obscurity of text decreases as the user’s fa-
miliarity with the subject matter increases.

Furthermore, upon evaluating the comprehensive 
empirical results from the benchmark dataset, Gemini 
Pro emerges as a significantly more capable and ad-
aptable natural language processing solution when 
compared to the other two evaluated models. Gemini 
Pro consistently receives higher evaluation scores on 
the majority of critical measures used to assess lin-
guistic sophistication, including syntactic clarity and 
word richness [19].

More specifically, Gemini Pro consistently outper-
forms Chat Bison and Text Bison in terms of crafting 
responses that are either on par with or better than 
the user’s contextual alignment and complexity mod-
ulation in both informal chat and formal long-form ex-
planation situations. Overall, the evaluation of Gemini 
Pro shows that it adjusts to changing conditions more 
easily and performs well in all from No familiarity to 
expert levels of sophistication when explaining spe-
cialized subject matter to people.

Specifically, Gemini Pro demonstrates remarkable 
technical explaining abilities in elucidating intricate 
fields such as astrobiology, finance, and quantum 
physics by means of multi-paragraph answers that 
deftly strike a balance between precision and read-
ability. This particular eloquence most likely comes 
from the extensive and multi-domain training corpus 
of Gemini’s Pro, which includes academic literature, 

textbooks, and other sources with highly developed 
conceptual complexity. As a result, Gemini Pro gen-
erates content that is on par with superior human 
expert-level explanation while dynamically modifying 
vocabulary and level of complexity suit the compre-
hension levels of the recipients.

On the other hand, while Chat Bison shows re-
sponsiveness to user choices in conversations, its 
capabilities beyond casual chat show notable lim-
itations and evaluation brittleness. Chat Bison is 
mediocre at informal conversation, but it lacks the 
adaptability of Gemini Pro in situations requiring the 
explanation of complex subjects. Therefore, it cannot 
be used for expert system functions and may not al-
ways provide accurate answers; at times, Chat Bison 
has also shown hallucinations, as discussed. All 
things considered, Gemini Pro performs admirably in 
both casual conversation and sophisticated explana-
tion, supporting more reliable and all-encompassing 
language proficiency.

Strong evidence found in the benchmark da-
taset validates Gemini Pro as the superior mod-
el compared to the other, showcasing its technical 
precision, expressive quality, and flexible complexity 
modulation. Gemini Pro exhibits advanced natural 
language intelligence, proving beneficial in both con-
versational and explanatory contexts. Consequently, 
future innovation efforts could leverage Gemini Pro as 
a proficiency standard for advancement while explor-
ing enhancements such as professional explanation 
in subsequent systems.

The hypothesis posited that readability scores 
such as Flesch–Kincaid Grade Level, SMOG, and 

Figure 4: Gunning Fog Index Scores demonstrating text readability across models and user 
familiarity levels.
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Gunning Fog would elevate alongside the knowledge 
level, progressing from None to Basic to Completely 
Familiar. The underlying notion was that texts de-
signed for higher educational tiers inherently possess 
greater complexity and, thus, would register higher 
on these readability scales.

The findings substantiate this theory, revealing 
statistically significant disparities in scores across 
knowledge levels for most metrics. Particularly, the 
Flesch–Kincaid measures exhibited notable dis-
crepancies, suggesting a correlation between text 
complexity and audience educational proficiency. 
Similarly, the Gunning Fog Index displayed signifi-
cant variations across almost all models, except for 
the Gemini Pro Chat model, affirming the expectation 
that more knowledgeable readers encounter more in-
tricate texts. Furthermore, the observed differences in 
SMOG scores underscore the notion that texts aimed 
at higher educational levels feature more sophisticat-
ed vocabulary and sentence structures.

These results bolster the initial hypothesis, demon-
strating a discernible escalation in text difficulty with 
increasing knowledge levels, as indicated by various 
readability indicators. However, some anomalies were 
noted in outputs from the Gemini model, particularly 
in conversational settings, hinting at potential differ-
ences in how models handle informal text structures 
compared to formal ones.

For academic researchers delving into text com-
prehension and educational material development, 
as well as readability assessment systems and edu-
cational content providers, this comprehensive anal-
ysis validates the impact of educational levels on text 
complexity.

In our analysis, we scrutinized the sensitivity 
and specificity of established readability metrics—
Flesch–Kincaid Grade Level, SMOG, and Gunning 
Fog Index—to gauge their effectiveness in discern-
ing nuances in texts produced by LLMs. We found 
the sensitivity of these metrics, indicating their abil-
ity to accurately identify texts suitable for different 
user knowledge levels, to be robust, particularly in 
distinguishing between texts tailored for novice ver-
sus advanced readers. However, the specificity of 
these metrics, measuring their ability to reject texts 
not meeting the desired complexity standards, ex-
hibited limitations. While they adeptly identified over-
ly complex texts for novice readers, their consisten-
cy in pinpointing overly simplistic texts for advanced 
readers was less reliable. This variability underscores 
the necessity of integrating more sophisticated, con-
text-aware evaluation tools to enhance the precision 
of assessing model-generated text, ensuring that 

summaries not only meet general readability stand-
ards but also align closely with the specific informa-
tional needs and comprehension abilities of targeted 
user groups.

VI. � Practical Applications 
of Knowledge-Aware 
Summarization

The practical applications of knowledge-aware sum-
marization are manifold and touch upon various 
sectors where tailored information delivery can sig-
nificantly enhance user comprehension and engage-
ment. Below, we explore several domains where our 
research findings could be impactful:

1.	 Education technology: Knowledge-aware sum-
marization can be pivotal in educational plat-
forms, offering summaries of complex material 
tailored to the user’s current knowledge level. For 
example, a beginner learning quantum physics 
could receive simpler, more foundational sum-
maries, while an advanced student might receive 
detailed, technical descriptions. This approach 
can facilitate personalized learning paths and 
enhance comprehension across diverse student 
populations.

2.	 Customer support services: In customer support, 
providing responses that align with the customer’s 
technical understanding can improve satisfaction 
and efficiency. For instance, when a customer in-
quires about a technical product, the system can 
assess their familiarity with the topic and tailor the 
complexity of the explanation accordingly, thus 
avoiding overwhelming or under-informing the 
customer.

3.	 Healthcare communications: In the healthcare 
sector, knowledge-aware summarization can help 
in generating patient-education materials that align 
with individual health literacy levels. Summarizing 
complex medical conditions or treatment plans 
according to the patient’s understanding can aid 
in better health outcomes by improving adherence 
to treatment protocols and enhancing patient en-
gagement with their health management.

4.	 Legal and compliance industries: For legal doc-
uments, summaries that adjust to the user’s fa-
miliarity with legal jargon can aid non-experts in 
understanding complex legal conditions without 
misinterpretation. This can be particularly useful 
in consumer-facing documents such as terms of 
service or privacy policies.
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5.	 Content personalization in media: In digital me-
dia platforms, knowledge-aware summarization 
can be used to present news or articles in varying 
depths. This can cater to casual readers looking 
for a quick overview and to specialists seeking 
in-depth analysis, thereby enhancing user experi-
ence and engagement.

6.	 Corporate knowledge management: In enterpris-
es, summarization tailored to the familiarity levels 
of employees with specific internal knowledge can 
streamline onboarding processes and facilitate 
quicker, more effective knowledge transfer across 
departments.

7.	 Public policy communication: For governmen-
tal and non-profit organizations, communicating 
policies and regulations in a manner that is eas-
ily understandable to the general public can in-
crease civic engagement and compliance. Knowl-
edge-aware summarization can ensure that the 
essential details are conveyed in a language that is 
accessible to all citizens.

By integrating knowledge-aware summarization 
techniques, these sectors can achieve more effective 
communication, ensuring information is not only ac-
cessible but also appropriately complex to match the 
recipient’s understanding level. Our research opens 
avenues for developing more intuitive and adaptive 
systems that can significantly impact how information 
is personalized and delivered across various fields.

VII. � Limitations and Future Work

This study did not explore the effect of different 
prompting strategies on the LLMs’ ability to gener-
ate knowledge-aware summaries. Future research 
should investigate the impact of prompt engineer-
ing techniques on the quality, adaptability, and co-
herence of LLM-generated summaries, particularly 
in the context of tailoring outputs to user familiarity 
levels. Additionally, developing automated or semi-
automated prompt engineering approaches could 
further enhance the accessibility and scalability of 
knowledge-aware summarization systems.

While this study sheds light on the current capa-
bilities and limitations of LLMs in generating knowl-
edge-aware summaries, several avenues for future 
research emerge to advance this field further:

1.	 Prompt engineering optimization: As highlighted 
in Section 3.3, prompt engineering plays a cru-
cial role in eliciting desired responses from LLMs. 
Future studies should investigate the impact of 

different prompting techniques, such as few-shot 
learning, chain-of-thought prompting, and prompt 
ensembling, on the quality and adaptability of 
knowledge-aware summaries.

2.	 Domain-specific fine-tuning: The present study 
evaluated LLMs on a general domain (cloud stor-
age documentation). However, many real-world 
applications require domain-specific summari-
zation, such as in the medical, legal, or scientific 
fields. Exploring fine-tuning strategies tailored to 
these specialized domains could enhance the ac-
curacy and relevance of summaries.

3.	 Multimodal summarization: With the increasing 
prevalence of multimodal data (text, images, vide-
os), future research should explore the integration 
of LLMs with multimodal input processing capa-
bilities. This would enable knowledge-aware sum-
marization of complex multimedia content, broad-
ening the applicability of these technologies.

4.	 Interpretability and explainability: While LLMs can 
generate fluent summaries, their inner workings 
remain largely opaque. Developing interpretable 
and explainable LLM architectures for summariza-
tion could improve transparency, trustworthiness, 
and the ability to diagnose and mitigate potential 
biases or errors.

5.	 Human-in-the-loop approaches: Incorporating 
human feedback and interaction could enhance 
the adaptability of LLM-based summarization sys-
tems. Human-in-the-loop approaches, where us-
ers can iteratively refine and personalize the sum-
maries, could lead to more tailored and accurate 
knowledge-aware summaries.

6.	 Evaluation beyond readability: While readability 
metrics provide valuable insights, future studies 
should explore additional evaluation dimensions, 
such as factual accuracy, coherence, and se-
mantic preservation, to gain a more comprehen-
sive understanding of LLM-generated summary 
quality.

7.	 Ethical considerations: As LLMs become more 
capable, it is crucial to address ethical concerns 
surrounding privacy, bias, and the responsible 
use of these technologies, especially in knowl-
edge-aware summarization applications involving 
sensitive or personal information.

8.	 LLMs face issues when it comes to high factual 
accuracy in summarization tasks, especially in 
contexts where precision is critical, such as law 
or medicine. As a result of their restricted training 
experience in these specialized domains, LLMs 
sometimes may find it difficult to synthesize high-
ly technical or arcane knowledge into intelligible 
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explanations. Furthermore, these models may 
miss important context or details when tasked 
with distilling lengthy documents into succinct 
summaries. This could have a significant impact 
on the accuracy and dependability of the informa-
tion conveyed, highlighting the necessity of care-
ful oversight in their application to ensure ethical 
usage.

VIII.  Conclusion

In this comprehensive study, we have elucidated the 
capabilities and limitations of state-of-the-art LLMs 
in generating summaries tailored to user knowledge 
levels. Through a rigorous evaluation framework em-
ploying diverse metrics and real-world data, valuable 
insights into the current state of adaptive summariza-
tion technology have been gained.

The study reveals that LLMs like Gemini Pro 
demonstrate promising abilities in adapting summa-
ries to different levels of user familiarity. Additionally, 
readability metrics such as Flesch–Kincaid, SMOG, 
and Gunning Fog Index offer useful quantitative 
measures for assessing summary complexity and tai-
loring it to specific audiences. However, while LLMs 
can generate fluent and coherent summaries, chal-
lenges persist in accurately capturing nuanced details 
and adapting to highly specialized domains.

Further research is warranted to improve the in-
terpretability and semantic preservation in LLM-
generated summaries. In conclusion, this study 
serves as a stepping stone toward a future where 
LLMs can generate summaries that are not only flu-
ent and concise but also adapt seamlessly to the di-
verse needs and knowledge levels of their users. By 
addressing the challenges identified in this work, we 
can unlock the full potential of LLMs for personalized 
and effective summarization, ultimately democratizing 
access to knowledge and empowering individuals to 
learn and understand more effectively.
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