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Abstract

Explainable AI (XAI) plays a crucial role in
enhancing transparency and providing rational
explanations to support users of AI systems. Inclusive
AI actively seeks to engage and represent individuals
with diverse attributes who are affected by and
contribute to the AI ecosystem. Both inclusion and
XAI advocate for the active involvement of the users
and stakeholders during the entire AI system lifecycle.
However, the relationship between XAI and Inclusive
AI has not been explored. In this paper, we present
the results of a systematic literature review with the
objective to explore this relationship in the recent
AI research literature. We were able to identify 18
research articles on the topic. Our analysis focused on
exploring approaches to (1) the human attributes and
perspectives, (2) preferred explanation methods, and
(3) human-AI interaction. Based on our findings, we
identified potential future XAI research directions and
proposed strategies for practitioners involved in the
design and development of inclusive AI systems.

Keywords: Inclusion, Explainable AI, Transparency,
Human-centered

1. Introduction

The deployment of artificial intelligence (AI)
systems inherently carries certain risks (Vasileva, 2020).
Bias and disparities have surfaced as significant issues
in the context of AI applications (Shi et al., 2020).
Individuals are increasingly relying on AI to guide
their decision-making processes in order to improve
their performance. This is why it becomes imperative
to explore the relationship between XAI and Inclusive
AI. To illustrate the importance of this exploration, we

consider two examples: healthcare decision support
systems and autonomous vehicles in diverse urban
settings. In the healthcare sector, decision support
systems are increasingly being used to assist medical
professionals in diagnosing diseases and recommending
treatments. While these systems can be highly accurate,
their complexity often makes them inaccessible to
healthcare providers or patients from non-technical
or marginalized communities (Musen et al., 2021).
For example, a machine learning model that predicts
the likelihood of a patient developing a specific
condition may use a multitude of variables and complex
algorithms. If the model’s decision-making process
is not explainable, healthcare providers may find it
challenging to evaluate the system recommendations’
worthiness, particularly those who are not AI savvy.
This could be more pronounced in marginalized
communities that have historically been subject to
medical discrimination (Procter et al., 2023).
Similarly, autonomous vehicles in diverse urban settings
make real-time decisions based on a myriad of sensors
and algorithms. However, their decision-making
process is often a ’black box,’ making it difficult for the
public to understand how decisions are made. This lack
of transparency can be a significant barrier to public
trust, especially among communities that have been
historically subject to discrimination in transportation
planning. For instance, if an autonomous vehicle is
programmed to avoid areas with high crime rates, it
may inadvertently reinforce existing societal biases by
not serving marginalized communities (Wang et al.,
2021; Guan et al., 2021). Therefore, explainability
in autonomous vehicles is crucial not only for public
trust but also for ensuring that these technologies are
inclusive and do not perpetuate existing inequalities.
Researchers have revealed a human tendency to

Proceedings of the 57th Hawaii International Conference on System Sciences | 2024

Page 1297
URI: https://hdl.handle.net/10125/106537
978-0-9981331-7-1
(CC BY-NC-ND 4.0)



excessively rely on AI recommendations (Bansal et al.,
2021; Buçinca et al., 2020), where individuals may
be superficially processing the information provided
by AI without critically analyzing it with their own
knowledge and expertise. In particular, automation
bias is a type of cognitive bias where users overly
depend on automation recommendations (Kathleen and
Linda, 1996). Empirical evidence on the effectiveness
of explanation in improving human decision-making
performance has yielded mixed results (Bertrand et al.,
2022; Vasconcelos et al., 2023). For instance, a study
demonstrates that placebo explanations can generate
a comparable degree of trust as genuine explanations
(Eiband et al., 2019).
Biases present in the real world and historical data can
perpetuate statistical biases, thereby reinforcing societal
biases (Schneider, 2020). These biases can permeate
every stage of the data generation and machine learning
pipeline (Ntoutsi et al., 2020). AI systems may learn
incorrect correlations from the real world, leading
to erroneous classifications. In order to effectively
address the specific needs of humans, it is crucial
to have a deep understanding of their attributes and
their interaction with the AI systems (Arrieta et al.,
2020; Meske et al., 2022). Consequently, AI supported
decision-making, when tainted by biased input data
or algorithms, have been observed to perpetuate and
reinforce discriminatory outcomes, such as racial and
gender biases (Zhao et al., 2017).
In this paper, we present a systematic literature review
(SLR) that we conducted to examine research in the
field of XAI that focused on practices of inclusion
and published from 2018 to 2023. To the best of
our knowledge, no previous review has explored the
interplay between XAI and inclusion. Our SLR was
guided by two research questions:
(RQ1) What are the latest explanation methods used
during the design of inclusive AI systems?
(RQ2) How were the explanation methods integrated
into the development of inclusive AI systems?

The main contributions of this research are:

• An analysis of inclusive AI systems that have
utilized XAI from 2018 to 2023.

• An examination of relationship between XAI and
inclusive AI

• Insights and lessons learned when aiming to use
XAI as a prerequisite for Inclusive AI.

2. Background and Related Work

2.1. Explainable AI

XAI is a timely field of research, and currently, there
isn’t a universally agreed-upon definition of the term
”XAI” and its practical implementations (Hussain et al.,
2021; Meske et al., 2022). XAI is rather referring to
“the movement, initiatives, and efforts made in response
to AI transparency and trust concerns, more than to a
formal technical concept” (Adadi and Berrada, 2018,
p.52140). Arrieta et al., 2020 defined XAI as: “Given
an audience, an explainable Artificial Intelligence
is the one that produces details or reasons to make
its functioning clear or easy to understand” (Arrieta
et al., 2020; p.6). The main goal of XAI is to generate
explanations that enable humans to comprehend the
decision-making process, understand the reasons behind
specific predictions, and provide guidance on achieving
desired outcomes (Singh et al., 2023).
Explainable AI require a solid problem formulation
(Lipton, 2018; Meske et al., 2022) and robust
evaluation methods (Doshi-Velez and Kim, 2017;
Gilpin et al., 2018; Guidotti et al., 2018). When the
problem definition is flawed, neither algorithms nor
experiments can adequately address the core issue. XAI
encompasses a variety of motivations for explainability,
such as enhancing trust, fairness, and comprehension,
that need to be replaced by precise objectives (Lipton,
2018). In evaluating the effectiveness of explanations
and comparing various techniques for providing
explanations, there are three potential evaluation
standards: application, human, and functionally
grounded explainability. The first two standards involve
conducting studies with human participants, while the
third standard focuses on the formal interpretability
of the models. The evaluation method should match
the nature of the research hypothesis being proposed
(Doshi-Velez and Kim, 2017). There are cases
where complex post-hoc explanations can deceive
users. Interpretable models don’t necessarily create
or enhance trust instantly; instead, they empower
users to make informed decisions regarding their
trustworthiness. Therefore, the adoption of inherently
interpretable models is advocated (Rudin, 2019.
The diverse XAI methods serve specific objectives
and require customization based on the users and
stakeholders’ attributes (Arrieta et al., 2020; Meske
et al., 2022). Acknowledging the inherent subjectivity
of explanations, it is vital to account for the interests,
demands, and requirements of the diverse stakeholders
who interact with AI systems (Rocchi et al., 2004).
Different stakeholders, such as AI developers,
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regulators, managers, and users, have distinct
requirements for AI explanations based on their roles
and responsibilities. For example, developers focus on
improving performance and debugging, regulators
need explanations for testing and certification,
managers seek explanations for supervision and
control, and users desire understandability to assess
the system’s reasoning. Additionally, individuals
affected by AI-based decisions also have an interest in
explainability to evaluate fairness (Meske et al., 2022).
To accommodate the diverse needs of stakeholders,
personalized XAI approaches are necessary, as different
methods serve different purposes (Arrieta et al., 2020).

2.2. Inclusion in AI

The European Commission Ethics Guidelines for
Trustworthy AI (Smuha, 2019) and AI ethics principles
(Fjeld et al., 2020) advocate for lawful AI technology
that is, among other principles, more inclusive. Within
the AI literature, there are only a few definitions of
inclusion that go beyond considering inclusion solely as
a means to ensure fairness (Chi et al., 2021). Although
the research community and leading tech companies like
Google and Microsoft acknowledge the importance of
inclusion in AI (Google, 2022; AI, 2022), concerns
have arisen regarding the potential drift of the inclusion
concept towards an exclusive focus on personalizing and
context. This shift raises apprehensions that companies
may adopt diversity and inclusion practices without
adequately addressing broader societal inclusion needs
(Chi et al., 2021). By integrating principles of
diversity and inclusion, AI systems can be developed to
better align with comprehensive societal needs, uphold
human rights, and reflect contemporary societal values
(Fosch-Villaronga and Poulsen, 2022).
Zowghi and da Rimini (2023) defined Inclusion as ”the
process of proactively involving and representing the
most relevant humans with diverse attributes; those
who are impacted by, and have an impact on, the
AI ecosystem context” (Zowghi and da Rimini, 2023,
p.4). The link between XAI and Inclusion has not
been sufficiently explored. Thus, the focus of this
study is to explore the extant literature to investigate the
relationship between XAI and Inclusion.

3. Methodology

In this section, we describe our methodology
for conducting the SLR. We have followed the
well-established guidelines for all stages: planning,
conducting, and reporting (Kitchenham et al., 2010).

3.1. Planning the review

Following a top-down approach, this review
underwent multiple iterations of improvements during
pilot testing to address the research questions. The
objective of the pilot phase was to determine the
appropriate keywords for the search engine queries as
well as the adequate strategy to achieve this. We also
used the unified XAI taxonomies to cover papers from
diverse disciplines (Graziani et al., 2023). The search
query was designed to encompass three keywords: AI
systems, Explainability, and Inclusion. To maintain
relevance and capture recent developments in the field,
we filtered the search results to include papers published
from January 2018 - March 2023. The following
keywords and their alternatives were thus selected:

• AI: (”artificial intelligence”, ”machine learning”,
algorithm*)

• XAI: (explainab*, explanation*, interpretab*,
transparen*, XAI)

• Inclusion: (inclu*)

We established specific inclusion criteria for
selecting Peer-reviewed papers that (1) Discuss
Inclusion in the field of XAI, (2) Offer a procedure or
design approach to inclusion in XAI, (3) Describe ways
to evaluate inclusion related to AI explanations. We
excluded papers that did not provide primary insights
on inclusion in XAI. We also removed literature review
papers, although we scanned their reference list to
see if there was any relevant paper for our study.
This approach allowed us to sample a wide range of
literature pertaining to inclusion in XAI. However, it
is important to note that certain XAI articles may have
addressed inclusion using different terminology, which
we may not have found during search and selection.
The same criteria for selecting studies in the primary
search were applied to the potentially eligible papers
identified during the secondary search using backward
and forward snowballing techniques.

3.2. Search and Selection

We conducted direct searches in Scopus, IEEE,
EBSCOhost and ACM on titles and abstracts for the
selected duration of 2018-2023. The search on online
databases yielded a total of 154 results, comprising 78
from Scopus, 18 papers from ACM, 16 from IEEE, 28
From EBSCOhost, and an additional 14 papers obtained
from a Secondary search. After removing 23 duplicates,
we were left with 131 unique records (see Figure 1).

Page 1299



Figure 1. steps on how the final corpus was curated

Each paper’s title and abstract were reviewed by
one of the authors, applying the inclusion and exclusion
criteria to determine whether the paper should proceed
to the next phase of eligibility. In the eligibility stage,
one author read the remaining articles in their entirety.
Based on the inclusion and exclusion criteria, a decision
was made collectively by three authors on whether to
proceed with the article for the final phase. At this stage,
85 articles were excluded as they did not adequately
address the proposed research questions outlined in the
introduction. Finally, 18 articles were retained and
advanced to the final phase of the review.

3.3. Analysis phase

For data extraction, the lead author extracted all the
relevant information from the papers. This information
primarily pertained to the research question. To ensure
the quality of coding, two authors peer-reviewed the
results and had a discussion to build consensus. The
resulting codes encompassed the following elements:
the human attributes, the provided explanation, and the
result of the interaction between the human and the AI
system. The diversity of subject areas is represented
in Table 1, which categorizes the corpus based on
domain/task.

4. Results

The data extraction and analysis of the selected
papers resulted in classifying the papers into four
distinct categories: (D1) focuses on the attributes

Table 1. Categorization of papers based on the
Domain/Task.

Domain/Task Papers
Art emotions (Lieto et al., 2022),

values (Kadastik et al., 2022).
Business/Finance Shot-term lending (Gadzinski

and Castello, 2022), credit
scoring (Lyu et al., 2023).

Human
resources

employees satisfaction (Lyu
et al., 2023), candidates
hiring (Hofeditz et al., 2022;
Sánchez-Monedero et al., 2020),
job matching (Delecraz et al.,
2022), employees performance
(Park et al., 2022), disability
(Tran et al., 2021).

Policy/Regulation fine-tech lending (Chou, 2019,
civil right (Chi et al., 2021).

Education incidental learning (Gajos
and Mamykina, 2022), online
teaching (Nazaretsky et al.,
2022; Conati et al., 2021),
learning history and facial
recognition (Kusuma et al.,
2022).

Urban planning resources allocation (Lyu et al.,
2023).

Healthcare diabetes risk monitoring onset
(Bhattacharya et al., 2023).

or perspectives of individuals who are affected by
the AI system, and (D2) centers on the attributes
or perspectives of individuals who influence the AI
system. The selection of these categories is grounded
in the concept of Inclusion as defined by Zowghi and
da Rimini (2023). Additionally, (D3) delves into the
preferences of these individuals, and (D4) examines the
nature of interactions between humans and AI, both
of which are influenced by Bederson and Shneiderman
(2003)’s theories on human-AI interaction (Bederson
and Shneiderman, 2003). Categories (D1), (D2), and
(D4) aim to address RQ2, exploring how inclusion is
tackled in the Explainable AI (XAI) literature. Category
(D3) focuses on answering RQ1, investigating the
methods of explainability discussed in the literature.
Table 2 outlines how the selected papers have addressed
these categories.
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Table 2. Categorization of the papers based on their
focus area (D1) attributes or perspectives of the
Humans who have an impact on the AI system
(D2) attributes or perspectives of the Humans

who are impacted by the AI system (D3)
explanation preferences of these Humans, and

(D4) the type of Human-AI interaction.

Articles D1 D2 D3 D4
Conati et al., 2021 X X X X
Kusuma et al., 2022 X X X X
Lyu et al., 2023 X X X
Singh et al., 2023 X X
Hofeditz et al., 2022 X X
Lieto et al., 2022 X X
Gajos and Mamykina, 2022 X
Cai and Canales, 2022 X
Bhattacharya et al., 2023 X X X
Tran et al., 2021 X X X
Nazaretsky et al., 2022 X X X X
Dankwa-Mullan and Weeraratne,
2022

X

Chi et al., 2021 X X
Park et al., 2022 X X
Gadzinski and Castello, 2022 X X
Kadastik et al., 2022 X
Lopes et al., 2021 X X X
Sánchez-Monedero et al., 2020 X X X

4.1. Audience attributes or perspectives

Current XAI methods are predominantly designed
for machine learning professionals rather than for users
who lack AI expertise. However, the research seems
to shift this focus, emphasizing these non-AI expert
users recognizing the identified need to cater to non-AI
experts. The shift towards designing XAI methods for
non-AI experts is not just a trend but a necessity for
inclusion. Hofeditz et al., 2022 provides a compelling
example: their focus on the impact of candidates’
sensitive attributes on HR decisions.

Domain experts. Studies that explored the audience
attributes investigated the characteristics of individuals
who interact or are impacted by the AI system. These
articles typically presuppose the existence of an accurate
and fair computational model; in this context, Hofeditz
et al. (2022) explored the impact of sensitive attributes
(age, foreign race, and gender) of Job applicants on the
decision-making process of HR-professional. The target
audience is AI experts, most of whom have limited
HR experience. Similarly, Lyu et al., 2023 focused
on domain experts but selected six urban planners
from different countries, each with varying geographical
expertise and experience ranging from 3 to 10 years,

to study the fair allocation of resources in the city of
New York. Nevertheless, the residents represented in the
data stopped at a categorical level and acknowledged the
need for further consideration of their attributes.

Lay users. Singh et al. (2023) conducted two studies
using American participants from Amazon Turk in the
domains of credit scoring and employee satisfaction to
understand user preferences for directive explanations
compared to non-directive explanations. They argued
that machine learning-generated explanations could be
enhanced by not only explaining why a decision was
made but also providing guidance on how individuals
can achieve their desired outcome. Similarly, Lieto
et al. (2022) focused on the perspective of the museum
users who received recommendations for cultural items
that evoke not only familiar emotions from previous
experiences or preferences but also introduce new items
that evoke different emotional responses. Deaf users
evaluated the system.

The case and user studies outlined the specific
audiences, which are specified in Table 3. However, the
empirical studies only mentioned regulators and other
users.

Table 3. Case and user studies target audience

Articles Domain
experts

Lay
users

AI
experts

Kusuma et al., 2022 X X X
Lyu et al., 2023 X
Singh et al., 2023 X
Hofeditz et al., 2022 X
Lieto et al., 2022 X
Gajos and Mamykina,
2022

X

Cai and Canales, 2022 X X X
Bhattacharya et al., 2023 X X
Tran et al., 2021 X

Based on the audience attributes, an explanation
method needs to be selected (Arrieta et al., 2020,Gilpin
et al., 2018). The following section explores the
explanation methods chosen in the case studies.

4.2. Explanation methods

This section presents the explanation methods
explored by the selected corpus of studies. Similar
to the studies focusing on target audience attributes
or perspectives, research focusing on exploring or
comparing explanation methods also ensured an
accurate model before exploring users’ explanation
preferences.
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Actionable explainability. Singh et al. (2023)
introduced the concept of actionable explainability.
They argued that directive explanations, specifically
directive-generic explanations, were favoured when
participants sought autonomy and had their own
problem-solving ideas. Non-directive explanations
were found to be more suitable when outcomes were
favourable, particularly in the credit scoring domain.
The key findings highlighted a significant preference for
directive explanations. Directive-specific explanations
were preferred in scenarios with unfavourable outcomes,
while directive-generic explanations were favoured
when participants desired autonomy. Along the same
lines, Bhattacharya et al. (2023) employed directive
explanations to monitor the risk of diabetes onset in
conjunction with what-if exploration. They presented
an explanation dashboard that predicts the onset of
diabetes and clarifies these predictions using three
distinct methods: data-centric, feature-importance,
and example-based explanations. The evaluation
of these methods focused on their understandability,
usefulness, actionability, and trustworthiness. The
results revealed a preference among participants
for data-centric explanations, which provide local
explanations supplemented by a global overview, over
the other methods.

Causal explainability: Attribution, Contrastive.
Lyu et al. (2023) utilized explanations based on
causal attribution (Why), contrastive (Why Not) and
counterfactual reasoning (What If, How To) to assist
urban planners in identifying and addressing unfairness
in resource allocation problems.

High-level explanation. Hofeditz et al. (2022)
participants received a high-level explanation of the
recommendation system input-output process. The
findings suggest that the high-level explanation did not
moderate the effect of the system’s recommendations on
the selection of older and female candidates. However,
it did positively influence the selection of foreign-race
candidates. The authors propose that the lack of
explanation impact on age and gender selection could
be due to the need for different types of explanation
methods. More suitable types might be needed to
support HR professionals.

4.3. Human AI Interaction

The nature of human-AI interaction can either
facilitate or hinder inclusion and explainability.
Effective User interfaces or personalised explanations
make AI systems more accessible and inclusive. All
papers highlighted the importance of the interaction

between the users and the automated system. Lyu
et al. (2023) Found that contrastive explanations were
crucial for explainability, but the design iteration
timeline was not extensively used. While domain
experts tended to explore through trial and error before
turning to automatic recommendations, non-expert
planners might benefit more from prioritizing these
recommendations. These findings are comparable
to the result of Gajos and Mamykina (2022) study,
which formulated two main hypotheses: first, that
presenting individuals with a recommendation and an
explanation would improve immediate decision-making
but not lead to significant learning. Second, alternative
designs aimed at promoting deeper processing of
AI-provided information would not only offer
immediate benefits but also result in incidental
learning. These findings suggest that merely including
explanations alongside AI-generated recommendations
may not ensure careful engagement with AI-provided
information. The research introduces an alternative
design that encourages incidental learning and more
thoughtful processing of AI recommendations and
explanations. This design, where individuals are
responsible for reaching decisions themselves based on
AI explanations, resulted in both immediate decision
benefits and knowledge acquisition.

5. Discussion

The discussion consolidates our findings in relation
to two primary research questions: RQ1, which
investigates the dominant methods of explainability
in existing literature, and RQ2, which examines how
the principle of inclusion is articulated in the field
of Explainable AI (XAI). To systematically explore
these questions, we’ve organized the literature into
four principal dimensions—D1, D2, and D4, which
are particularly aligned with RQ2, while D3 addresses
RQ1. These dimensions focus on the attributes
and perspectives of individuals either impacted by or
influencing AI systems, as well as the dynamics of
human-AI interactions. Our research reveals that while
most studies focus on the attributes of individuals
affected by AI systems, they often overlook those
who influence these systems. Notable exceptions
include Conati et al. (2021) and Kusuma et al.
(2022), who serve as crucial counterpoints and indicate
new directions for future research. Moreover, the
importance of understanding structural and historical
biases is emphasized, a perspective largely missing
in existing literature except for the work by Kusuma
et al. (2022). In terms of explainability methods,
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most papers used general explanations but recognized
this as a limitation. A few studies ventured
into more nuanced forms of explainability, such
as ”directive explainability” introduced by Singh
et al. (2023) and employed by Bhattacharya et al.
(2023). These nuanced approaches indicate a
growing awareness of the need for more tailored and
actionable explanations in different contexts. When
it comes to human-AI interaction, the nature of this
interaction can either promote or inhibit inclusion,
and explainability serves as the linchpin for ensuring
the former. User-friendly interfaces or personalised
explanations make AI systems more accessible and
inclusive. For example, Lyu et al. (2023) found that
contrastive explanations were crucial for explainability,
but the design iteration timeline was not extensively
used. This aligns with the findings of Gajos and
Mamykina (2022), who posited that merely including
explanations alongside AI-generated recommendations
may not ensure careful engagement with AI-provided
information. Their research introduces an alternative
design that encourages incidental learning and more
thoughtful processing of AI recommendations and
explanations, resulting in both immediate decision
benefits and knowledge acquisition. Several studies,
such as those by Singh et al. (2023) and Bhattacharya
et al. (2023), acknowledged the potential ramifications
of understanding individual attributes for the broader
applicability of their research findings. This suggests
an expansive scope for upcoming research in XAI and
inclusion. The field of XAI is indeed growing, but
significant gaps remain, particularly in the balanced
consideration of individuals who are either affected by
or influence AI systems. Bridging these gaps is crucial
for the evolution of more inclusive and explainable AI
frameworks.

6. Recommendations for future research

Our analysis unequivocally establishes that
explainability is not just an add-on but a prerequisite
for Inclusive AI. The intersection of XAI and Inclusive
AI is not merely a research gap but a critical area that
demands immediate and sustained attention. Given that
diversity is a prerequisite for inclusion, we recommend
the following to researchers and practitioners:

• Incorporating those affected by AI into the
design process and ensuring the inclusion
of under-represented groups in the evaluation
process.

• Comparing the advantages and disadvantages of

different XAI methods considering contextual and
Human attributes that impact the AI System.

• There is a need to personalise the explanation to
the human attributes such as cognitive abilities as
well as investigate how different approaches to
designing human-AI interactions can impact the
Human learning process.

7. Threats to Validity

Despite our meticulous adherence to the
Evidence-Based Systematic Literature Review (SLR)
guidelines, which ensured a rigorous search and
selection of our sample studies, there remains a chance
that some documents may not have been included in our
data collection. This exclusion might occur due to their
unavailability or absence on digital platforms.
Internal Validity. There could be a risk due to the
limited number of papers selected and the narrow time
span considered. Given that XAI and Inclusive AI are
relatively new research fields, we limited our search
to the past five years. There could also be a risk of
biases in the selection of studies and data extraction.
To mitigate these issues, we utilized the investigator
triangulation technique.
Construct Validity. A possible risk could be the
irrelevance of many papers that surfaced due to our
search string. We initially selected a considerable
number of papers by reviewing their abstracts, looking
for insights on inclusive XAI to ensure not to miss
the relevant studies. However, many of them were
discarded after a full read, as they were not directly
related to our focused topic. Another risk could stem
from the subjective interpretation of the extracted data.
We addressed both these concerns using the investigator
triangulation technique.

8. Conclusion

We conduct a systematic review with the aim of
gaining insights into the latest explainable methods
used as a foundation for building inclusive AI.
The dimensions identified include the attributes and
perspectives of individuals, preferences for different
types of explanations, and the dynamics of interaction
between individuals and AI systems.

Our analysis reveals that while the influence of
audience attributes and perspectives on the effectiveness
of XAI systems is recognized, factors such as
AI expertise, cultural background, and personal
experiences have not been thoroughly considered in
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the selection of explanation methods. This finding
highlights the need for personalisation in AI explanation
design to accommodate the diverse range of individuals
who are impacted by or have an impact on the AI
system.

Moreover, the review underscores the lack of
consideration for societal and historical discrimination
in the context of human interaction with AI systems.
This oversight points to a significant gap in current
practices, suggesting that these factors warrant more
attention to structural inclusive AI systems. By
addressing these issues, we can better ensure that AI
systems are not only understandable but also equitable
and fair, thereby reflecting the diverse realities of all
audiences.
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