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Abstract 

Classification and identification of objects are complex and challenging in pattern recognition and 

artificial intelligence if a shaky and non-shaky camera captures the videos at different distances during 

the day and nighttime. This work presents a model for classifying a given video as static, uniform, or 

arbitrarily moving videos such that the complexity of the problem can be reduced. To avoid the threat 

of different distances between the objects and the camera, the proposed work introduces new steps for 

estimating the depth of the objects in the video frames. We explore locally weighted linear regression 

for feature extraction from depth information based on the notion that the regression line fits almost all 

the points for uniformity and does not fit for arbitrary moving. The extracted features are fed to a random 

forest classifier to classify static, uniform, or arbitrary moving video. The results on a large dataset, 

which includes videos captured day and night, show that the proposed method successfully classifies 

static, uniform and arbitrary videos with 0.86, 1.00 and 0.67 F-measures, respectively. Overall, our 

method obtains 87% accuracy for classification of static, uniform and arbitrary video, which is superior 

to the state-of-the-art methods.   

Keywords: Moving objects detection, Vehicle movements detection, Shaky camera detection.  

Arbitrarily moving objects detection.   

1. Introduction  

Automation is common for all fields to make the system cost-effective and accurate and to prevent 

human error during the night, especially in protected and sensitive areas. In general, in the case of 

exhibitions, marathons, processions, big events etc, it is necessary to trace the objects, humans and 

vehicles to study the behavior to detect suspicious activities. To protect and monitor such areas from 

robbery, stealing, and tampering, there is a need to develop a robust surveillance system in the field of 

pattern recognition and artificial intelligence. However, detecting intruders, including humans and 
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vehicles, is not easy at night because of poor quality and lighting effects. In addition, arbitrary 

movements of objects, such as a tree leaf in the same scene due to wind and a shaky camera, make 

detecting moving objects (actual) more complex and challenging. It can be seen in Fig. 1, where sample 

frames captured by a shaky and non-shaky camera are shown in Fig. 1(a) and Fig. 1(b), respectively. It 

is observed from Fig. 1(a) and Fig. 1(b) that the frames are suffering from poor quality, and the objects 

are not visible properly, including human movements.  

There are several methods proposed in the literature for static and moving object detection and video 

classification [1-4]. For example, the method [1] proposes a kinematic theory of rapid human 

movements for neurodegenerative disease video classification. The model [2] uses video information 

for differentiating caption and scene text based on changes in the pixel values. The approach [3] 

explores temporal difference and the Otsu thresholding technique for detecting moving objects in video. 

The technique [4] also uses frame difference and training algorithms for moving object detection in 

video. It is noted from the above discussion that although video information has been used for moving 

object detection, the focus of the methods is limited to day video with high quality. In addition, the 

methods are suitable for detecting objects that move in a particular direction and speed, but not the 

video containing arbitrary movements and directions. Therefore, there is a dearth of a new method for 

the classification of static and arbitrary movements of objects in real-time environments.  

 

Therefore, this work aims to develop a model for the classification of static, uniform, and arbitrary 

video based on a locally weighted linear regression approach. This model works based on the fact that 

     Static objects video                        Linear moving object video               Arbitrary moving object video          

(b) Center of the objects is detected to trace the object movements to classify it as static, uniform, or arbitrary moving 

video 

Fig. 1. Sample video for classification of static, uniform, and arbitrary moving.  
 

(a) Sample frames of different videos containing static, uniform  moving and arbitrary moving objects 



the features, namely, pixel magnitude, orientation and speed, change according to object movements in 

the videos. For instance, in the case of static video, one can expect uniform pixel magnitude, and there 

is no change in the orientation and speed. However, for the objects in the uniform video, we can expect 

constant speed and uniform direction. For the objects in arbitrary video, one cannot predict changes in 

pixel magnitude, orientation and speed. To extract the above observations, we propose a locally 

weighted linear regression approach. Thus, the key contributions of the proposed model are as follows. 

(i) Proposing a simple and effective model for addressing the complex problem of classification of 

static, uniform and arbitrary video of day and night. (ii) Use of depth information of the video 

normalizing the distance between the camera and objects in the videos such that variations in distance 

do not affect feature extraction. (iii) Exploring locally weighted linear regression approach for studying 

the behavior of pixels in terms of their magnitude, orientation and speed for successful classification of 

static, uniform and arbitrary video.     

The structure of the paper is as follows. The review of state-of-the-art methods for the classification of 

static and moving objects is presented in Section 2. In Section 3, the proposed plans for foreground and 

background separation, FFT for extracting frequency feature vectors, and the approach for classification 

of static video and arbitrary moving video are described. Section 4 provides a discussion of several 

experiments to validate the proposed and existing methods. The conclusion and summary are presented 

in Section 5.  

2. Related Work 

There are many methods developed in the literature for moving object detection in video [3-16]. For 

example, Boufares et al. [3] propose a plan for moving object detection using temporal difference and 

OTSU thresholding techniques. The approach uses input frame difference at the pixel level for detecting 

moving objects in the videos. Wang et al. [4] developed a model for moving object detection using 

frame difference and an algorithm for teaching video. The method uses the OTSU thresholding 

approach and median filter for moving object detection. Goyal et al. [15] aim to develop a method for 

detecting moving objects in complex scenes. The approach combines the Gaussian Mixture model with 

foreground matching for moving object detection. Rai et al. [16] explored thermal image processing to 

address some of the problems of surveillance applications. The method performs background modeling 

and background subtraction. However, none of the methods use shaky and non-shaky video for 

classification. In addition, the focus of the methods is to classify the objects but not the video in contrast 

to the proposed work, which focuses on video classification based on objects' behavior. Furthermore, 

the methods may not be effective for arbitrarily moving objects in the video because the features are 

not robust enough to handle complex situations. 

Benaim et al. [17] proposed a model to detect the speed of the vehicles, such as faster, slower, and 

normal, based on a deep learning approach. Hosono et al. [18] focused on finding object positions in 



the video to align the vehicles before classification or detection. Nandhini et al. [19] developed a CNN-

based model for moving object detection in video. The approach explores the combination of CNN and 

the Gaussian Mixture Model for moving object detection. Aliouat et al. [20] aim to develop a method 

for coding for surveillance systems. The approach uses edge detection as well as frame difference and 

the sum of absolute differences for coding. In the end, the technique classifies moving and static blocks. 

Wang et al. [21] used a low-rank sparse representation network for satellite video scene classification. 

The method explores both spatial and temporal features. Zheng [22] proposed data mining-based 

techniques for sports video classification. The method uses an SVM classifier for the classification of 

moving video. Recently, Asadzadehkaljahi et al. [23, 24] developed models for arbitrary moving object 

detection in shaky and non-shaky video. The methods follow conventional approaches for object 

detection. The primary objective of the methods [23, 24] is to use video information for detecting 

objects. However, the proposed work is focused on detecting object behavior for classification moving, 

static and linearity video. 

It is observed from the above review that a few methods addressed the challenge of shaky and non-

shaky video and arbitrary moving video classification. Since the existing methods use specific 

properties of moving object detection, the methods may not be suitable for arbitrary moving object 

detection in the video. Furthermore, the scope of the existing methods is limited to day video but not 

night video, where one can expect enormous degradations. Therefore, classifying arbitrarily moving 

video from normal and uniform moving video is still considered an open challenge. Thus, this work 

aims to propose a new method for classifying arbitrary moving, uniform moving, and static video.  

3. Proposed Method  

Since input videos include day-night and are affected by shaky and non-shake cameras, one cannot 

expect constant quality, either poor or high. For handling degradations, there are enhancement 

techniques. However, proposing an enhancement method for handling unpredictable quality and 

degradations is a hard task. In addition, performing enhancement steps on all the temporal frames in the 

video is not feasible. It is true that temporal information in the video can overcome the above challenges 

for detecting moving objects in the video. Therefore, the proposed work does not prefer the 

enhancement step; instead, it explores temporal information for classification in this work. The scope 

of the classification is limited to three classes, namely static, uniform, and arbitrary video. The 

motivation to consider three classes is that if we consider any video with moving objects, objects either 

stay static, move in a particular direction, or move in an arbitrary direction with arbitrary speed. 

Therefore,  any video with moving objects can be classified into three classes.  

For a given video as input, to classify it as arbitrary moving, Uniform moving or static video, the method 

should study the content, including objects in the video. Therefore, the proposed work uses an existing 

model for object detection in video. Sample results for object detection can be seen in Fig. 1(b), where 



it is noted that the method detects all the objects irrespective of video type and objects. For each detected 

object, we find a centroid and extract features based on pixel magnitude, speed, and direction to 

differentiate the different types of objects in videos. In other words, the proposed work focuses on 

something other than object detection. Instead, it studies the behavior in terms of pixel magnitude, 

speed, and direction. The steps detect even humans as objects. The extracted features are supplied to a 

random forest classifier for the final classification of arbitrary, uniform, and static video.  

The number of training and testing samples is chosen according to a 10-fold cross-validation approach. 

The block diagram of the proposed work can be seen in Fig. 2, where one can see the steps and flow for 

classification.  



 

3.1. Preprocessing  

This work considers video captured by shaky and non-shaky cameras at different height distances. In 

addition, since objects are moving in the video, the distance between the camera and the objects varies 

greatly. When the distance changes abruptly, it isn't easy to estimate the speed and direction of the 

Fig. 2. Block diagram of the proposed method 
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objects. Therefore, to alleviate this problem, we propose to estimate the depth information of the objects 

in the video. In this study, we use the inverted depth value for getting the accurate depth for an object. 

Thus, the inverse depth value is considered as a weight for obtaining the accurate speed for an object 

irrespective of the distance from a camera. The effect of depth estimation is illustrated in Fig. 3 for 

sample video frames shown in Fig. 3(a), where depth information in (b) normalizes the distance between 

the object and the camera.   

Midas Depth Map: It is a machine learning model that estimates depth from an arbitrary input image, 

where it proposes to perform prediction in disparity space (inverse depth up to scale and shift) together 

with a family of scale and shift-invariant dense losses to handle the ambiguities. Let M denote the 

number of pixels in an image with valid ground truth and let be the parameters of the prediction model. 

Let be a disparity prediction and let be the corresponding ground truth disparity. Individual pixels are 

indexed by subscripts, which define the scale and shift invariant loss for a single sample as defined in 

Equation (1).  

ℒ𝑠 𝑠𝑖(�̂�, �̂�∗) =
1

2𝑀
∑ 𝑝(�̂�𝑖 − �̂�𝑖

∗)

𝑀

𝑖=1

,                                                                       (1) 

Where �̂� and �̂�∗ are scaled and shifted versions of the predictions and ground truth, and 𝑝 defines the 

specific type of loss function. 

 

To show the strength of depth information, the proposed method calculates the mean of pixel magnitude, 

orientation, and speed for the objects in the respective video frames shown in Fig. 3(a). The 

(a) Objects are detected and labeled for illustrating feature extraction 

(b) Depth is estimated for sample frames of different videos.   

Fig. 3. Feature extraction for classification of static, uniform  and arbitrary moving video.  

     Static objects video                               Uniform  moving object video                  Arbitrary moving object video          



effectiveness of pixel magnitude, direction, and speed can be seen in Fig. 4(a)-(c) for static, uniform, 

and arbitrary moving video, respectively. It is observed from Fig. 4(a)-(c) that as time changes (frames), 

there is no change in pixel magnitude, orientation, and speed for static video, as shown in Fig. 4(a), 

gradual changes for uniform moving video as shown in Fig. 4(b) and arbitrary changes in the case of 

arbitrary moving video as shown in Fig. 4(c). Overall, Fig. 4 shows that the pixel magnitude, orientation, 

and speed information are sufficient to differentiate static, uniform moving, and arbitrary moving video. 

With this illustration, one can argue that depth information is helpful for classifying moving objects in 

the video despite distance changes randomly between the camera and objects.  

 

3.2. Locally Weighted Linear Regression for Classification  

In the previous section, it is noted that the pixel magnitude, orientation, and speed are the critical 

observations for differentiating static, uniform, and arbitrary moving video. These observations are 

extracted through locally weighted linear regression for classification, which calculates a mean of local 

weights and a path of the closest point from the local mean. The notion of locally weighted linear 

regression is that it fits mostly all the points in the case of static and uniform movements, and for 

(b) Cues for the uniform moving objects in the video (object-0-Person) 

                Pixel magnitude                                        Movement direction                            Movement speed  

(a) Cues for the static objects in the video (object-3-Car) 

(c) Cues for the arbitrary moving objects in the video (object-0-Car) 

Fig. 4. Illustrating cues for discriminating static, uniform and arbitrary moving video.  



arbitrary movements, the locally weighted linear regression can fit only one of the higher weighted 

points. This shows that there exists at least one point which can never be fit on the regression line. This 

indicates arbitrary movements. Based on this notion, the proposed method extracts features based on 

confidence intervals, and it calculates slope, intercept, and mean error margin. 

The same is illustrated in Fig. 5(a)-(c), where it is noted that for the static video, most of the parameters 

received none, while for uniform and arbitrary moving video, the parameter received uniform and 

random values, respectively. In addition, for static video, there is no regression line; for uniform moving 

video, the regression line fits all the points; and for arbitrary moving, the regression line does not fit all 

the points. The features extracted using regression line behavior are fed to a random forest classifier for 

the classification of static, uniform, and arbitrary moving video. The reason for choosing the random 

classifier is that it is evident from the illustration shown in Fig. 5 that the extracted features are capable 

of distinguishing different videos accurately; a simple classifier is sufficient for successful classification 

rather than deep learning models. 

 

The formal steps to derive locally weighted linear regression are as follows.  

Locally weighted linear regression is a non-parametric algorithm; that is, the model does not learn a 

fixed set of parameters as is done in ordinary linear regression. Rather, parameters are computed 

individually for each query point 𝑥. Rather than parameters 𝜃, a higher “preference” is given to the 

points in the training set lying in the vicinity of 𝑥 than the points lying far away from 𝑥. The modified 

cost function is defined in Equation (2).  

𝑗(Ɵ) =  ∑ 𝑤(𝑖)(𝜃𝑇𝑥(𝑖) − 𝑦(𝑖))2

𝑚

𝑖=1

                                                                   (2) 

where, 𝑤(𝑖) is a non-negative. “weight” is associated with training point 𝑥(𝑖). For 𝑥(𝑖)𝑠 lying far away 

from 𝑥, the value of 𝑤(𝑖) is small. A typical choice of 𝑤(𝑖) is defined as Equation (2).  

𝑤(𝑖) = exp (
−(𝑥(𝑖) − 𝑥)

2

2𝑇2
)                                                                         (3) 

                   (a)                                                                 (b)                                                               (c) 

For (a), Slope: None, Intercept: None, R-Squared: None, Mean Error margin: ±2.27e-13, For (b), Slope: -1.25, 

Intercept: 530.7, R-Squared: 0.97, Mean Error Margin: ±6.29 and for (c), Slope: 0.52, Intercept: 226.94, R-

Squared: 0.10, Mean Error margin:  ±0.52.  

Fig. 5. Feature extraction for classification of static, uniform and arbitrary moving video.  

     Static objects video                               Linear moving object video                  Arbitrary moving object video          



where 𝑇 is called the bandwidth parameter and  it controls the rate at which 𝑤(𝑖) falls with distance 

from 𝑥 clearly, if |𝑥(𝑖) − 𝑥| is small 𝑤(𝑖) is close to 1, and if |𝑥(𝑖) − 𝑥| is large 𝑤(𝑖) is close to 0. Thus, 

the training set points lying closer to the query point 𝑥 contribute more to the cost 𝑗(𝜃) than the points 

lying far away from 𝑥. 

Confidence Interval: A Confidence Interval is the 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ±  𝑡ℎ𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 in that 

estimate. Confidence level = 1−∝ 

Confidence Interval: 𝐶𝐼 = �̅� ± 𝑧 ∗
𝜎

√𝑛
                                                                                    (4)              

Where, �̅� = 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑚𝑒𝑎𝑛, 𝑧 = 𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛, 𝜎 =

𝑆𝑡𝑑. 𝐷𝑒𝑣. 𝑜𝑓 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛, √𝑛 = 𝑇ℎ𝑒 𝑠𝑞𝑢𝑎𝑟𝑒 𝑟𝑜𝑜𝑡 𝑜𝑓 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 

The speed of the objects can be calculated as follows, 

𝑠 = √𝑝2
2 + 𝑝1

2 ∗ 𝑑𝑝𝑡                                                                               (5) 

Where s denotes speed of an object, 𝑝2 is the position of object at time 𝑡2 as well 𝑝1 is the position of 

object at time 𝑡1 , and the 𝑑𝑝𝑡 is the following numerical depth information. 

The angle of the object movement from time stamp 𝑡1 to 𝑡2 we can measure by using Farneback 

Optical Flow, 

Consider an object with intensity 𝐼(𝑥, 𝑦, 𝑡), 𝑎𝑓𝑡𝑒𝑟 𝑡𝑖𝑚𝑒 𝑑𝑡, it moves to 𝑑𝑥 𝑎𝑛𝑑 𝑑𝑦, now, the new 

intensity would be, 𝐼(𝑥 + 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡). We assume the pixel intensities are constant between 

two frames, i.e.,  

𝐼(𝑥, 𝑦, 𝑡) =  𝐼(𝑥 + 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡)                                                               (6) 

Where Taylor approximation comes to take place on the RHS side, resulting in, 

𝑑𝐼

𝑑𝑥
𝛿𝑥 +

𝑑𝐼

𝑑𝑦
𝛿𝑦 +

𝑑𝐼

𝑑𝑡
𝛿𝑡 = 0                                                                          (7) 

On dividing by 𝛿𝑡, we obtain the Optical Flow, where we can easily specify the magnitude and the 

angle of the movement as follows: 

𝑑𝐼

𝑑𝑥
𝑢 +

𝑑𝐼

𝑑𝑦
𝑣 +

𝑑𝐼

𝑑𝑡
= 0                                                                              (8) 

Where, 𝑢 =
𝑑𝑥

𝑑𝑡
 𝑎𝑛𝑑 𝑣 =

𝑑𝑦

𝑑𝑡
, 

Also, 
𝑑𝑙

𝑑𝑥
 is the image gradient along the horizontal axis, 

𝑑𝑙

𝑑𝑦
 is the image gradient along the vertical axis 

and 
𝑑𝑙

𝑑𝑡
 is along the time. 



So, the computed 
𝑑𝑥

𝑑𝑡
 𝑎𝑛𝑑 

𝑑𝑦

𝑑𝑡
 are the arrays of respective magnitude and the direction of optical flow 

from the flow vectors. 

4. Experimental Results  

Since there is no standard dataset for experimentation, we construct our dataset for evaluating the 

proposed method. Our dataset consists of a total of 2959 videos, of which 817 Shaky Camera samples 

and 2142 Non-shaky Camera samples. The non-shaky camera samples provide arbitrarily moving 

videos and hence 817 are considered arbitrary video class. Out of 2142 Non-shaky Camera samples, 

1268 are static videos, and the rest, 874 videos, are uniform moving videos. 

 Furthermore, the dataset includes the video captured day and night of protected and sensitive areas, 

which includes indoor and outdoor scenes. In addition, the video captured by a shaky camera generates 

the video of arbitrary moving objects. It also includes the video, which contains leaf and tree movements 

along with the objects. Therefore, the dataset is complex and challenging for the classification of 

arbitrary moving video and static video. 

For evaluating the performance of the proposed and existing methods, we consider the following 

standard measures. Precision, Recall, F1-Score, and Accuracy.  

Accuracy: In a given dataset consisting of (TP+TN) data points, the accuracy is equal to the ratio of 

total correct predictions (TP + TN + FP + FN) by the classifier to the total data points. The model’s 

accuracy can be calculated as defined in Equation (10).  

Accuracy = 
TP + TN 

TP + TN + FP + FN
   0.0 < Accuracy < 1.0        (10) 

TP-True Positive; TN- True Negative; FP-False Positive; and FN-False Negative. 

Precision: This is equal to the ratio of the True Positive (TP) samples to the sum of True Positive (TP) 

and False Positive (FP) samples, which is defined as in Equation (11).  

Precision = 
𝑇𝑃

TP + FP 
              (11) 

Recall: Recall is the evaluation metrics equal to the ratio of the True Positive (TP) data samples to the 

sum of True Positive (TP) and False Negative (FN) data samples, which is defined as in Equation (12).  

Recall =   
𝑇𝑃

TP + FN 
                         (12) 

F1 Score: F1 Score is equal to the harmonic mean of Recall value and Precision value. The F1 Score 

gives the perfect balance between Precision and Recall thereby providing a correct evaluation of the 

model’s performance. F1 Score can be calculated as defined in Equation (13).  

F1 Score = 2 ×
Precision × Recall

Precision + Recall 
                    (13) 



For a comparative study, we implement two state-of-the-art methods, namely, Boufares et al. [3] and 

Wang et al. [4]. The reason for choosing these two methods is that the objective of both methods is the 

same as the proposed method. In addition, the methods [1, 2] consider temporal information for moving 

object detection, which is similar to the proposed method.   

Implementation:  The following Hyperparameter values are used for successful classification.  

n_estimators = 800, *, criterion = 'gini', max_depth=None,  min_samples_split=2,  

min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features='sqrt',  max_leaf_nodes=None, 

min_impurity_decrease=0.0,  bootstrap=True, oob_score=False,  n_jobs=-1,random_state=7, 

verbose=0, warm_start=False,  class_weight=None,  ccp_alpha=0.0,  max_samples=None. 

4.1. Ablation Study  

In this work, we used the random forest classifier for the classification of arbitrary moving video and 

static video. To test the contribution of the random forest classifier, we compare the performance of the 

proposed method-random classifier with other well-known classifiers. For this experiment, the 

proposed work calculates accuracy for replacing the random forest classifier with the following 

classifiers on our dataset, and the results are reported in Table 1.    

Decision Tree Classifier: A tree-structured classifier where internal nodes represent the features of a 

dataset, branches represent the decision rules, and each leaf node represents the outcome. There are two 

nodes in decision trees, which are the Decision Node and Leaf Node; Decision nodes are used to make 

any decision and can have multiple branches, whereas Leaf nodes are the output of those decisions and 

do not contain any further branches. The decisions or the test are performed based on features of the 

given dataset and is a graphical representation to get all the possible solutions to a problem based on 

given conditions. 

Gradient Boosting Classifier: It is one of the boosting algorithms used to minimize the bias error of 

the model. Gradient boosting algorithms can be used for predicting not only continuous target variables 

(as a Regressor) but also categorical target variables (as a Classifier). When it is used as a regressor, the 

cost function is Mean Square Error (MSE), and when it is used as a classifier, then the cost function is 

Log loss.  

Support Vector Classifier: Support vector classifier (SVC) is usually preferred for data analysis 

because of its computational capability within a very short time frame. This classifier works on the 

decision boundary concept Recognized as a hyperplane. The hyperplane is used to classify the input 

data into the required target group. The support vector classifier is not affected by overfitting problems, 

which makes it more reliable. 

 

 



Table 1. Accuracy for the proposed method with different classifiers 

Classifiers Random Forest Decision Tree SVC Gradient Boosting 

Accuracy 87.14 78.57 82.85 81.19 

It is noted from Table 1 that the proposed method with a random forest classifier reports the best 

accuracy compared to all other classifiers. The reason for the best performance of RF is as follows. The 

RF is an ensemble learning technique that builds many decision trees during training and outputs the 

mean prediction for regression or the majority vote of the classes for classification. As a result, there is 

less overfitting, which often impairs the effectiveness of a single decision tree (DT). Secondly, RF 

performs better in our study than SVC since it does not require the scaling of input features and can 

handle high-dimensional spaces and a large number of training samples. Finally, RF can operate more 

efficiently in parallel across several processors than GB, which might make it quicker, especially on 

more enormous datasets. This could lead to more effective model tweaking and, ultimately, higher 

performance. Nevertheless, it is essential to note that the effectiveness of these algorithms is highly 

dependent on the type of data, the particular problem being solved, and the tuning of hyperparameters. 

Therefore, one can infer that the proposed method with a random forest classifier is suitable for this 

work. When we compare the results of the proposed method with other classifiers, the Logical 

Regression approach is better than other classifiers. This is because the Logical Regression can cope 

with the imbalanced feature vectors, and it avoids the overfitting problem. However, other methods are 

good when the data is simple, but not for non-linear data.   

4.2. Experiments on Classification of Arbitrarily Moving Video 

Confusion matrix and Accuracy of the proposed and existing methods are reported in Table 2 and Table 

3 on our dataset. Table 2 shows that the proposed approach obtains the highest classification rate for 

uniform video while lowest for Arbitrary video. For static, our method obtains neither high nor low. 

This shows that when objects in the video move in uniform direction, the regression step works well. 

The reason is that separating object which moves in a particular direction with constant speed from the 

background is easier than the static and arbitrary objects. Therefore, the method achieves the best 

classification rate for uniform video compared to other two videos. For arbitrary video, since predicting 

movements is difficult, the method achieves the lowest classification rate and hence arbitrary videos 

are misclassified as uniform video. However, when we look at overall accuracy, one can conclude that 

the method is promising and impressive for the classification of static, uniform and arbitrary videos.  

Table 3 provides the precision, recall, F-measure and accuracy of the proposed and existing methods, 

where it is noted that the proposed method is the best in terms of accuracy compared to the two existing 

methods. This indicates that the proposed method is capable of classifying static, uniform, and arbitrary 

moving video irrespective of day, night, shaky, non-shaky camera, and distance variation between the 

object and camera. This makes sense because the key steps of depth estimation and feature extraction 

based on locally weighted linear regression are invariant to the challenges posed by the input video. On 



the other hand, since the primary goal of the existing method is to detect moving objects, the methods 

are limited to particular objects and tracing. As a result, the methods are not effective for videos 

containing multiple objects with different speeds and directions. Therefore, the methods do not classify 

the video successfully as static, uniform, or arbitrary moving video. When we compare the results of 

the existing methods, the approach [6] is better than the other two existing approaches. This is because 

the approach [6] uses an adaptive mechanism which is robust to moving object separation from the 

background compared to the steps used in [3, 4]. However, when we compare the results of [6] with the 

results of the proposed approach, the performance is worse.   

Table 2. Confusion matrix of the proposed method for classification of static, uniform and arbitrary video 

(Average classification rate is mean of diagonal elements of confusion matrix) 

Classes Static Uniform Arbitrary 

Static 75.0 7.49 17.5 

Uniform 12.01 87.98 0.0 

Arbitrary 0.0 50.0 50.0 

Average Classification Rate 70.99 

Table 3. Performance of the proposed and existing methods for classification of arbitrary moving video 

Classes 
Proposed Boufares et al. [3] Wang et al. [4] Rahiminezhad et al. [6] 

Static Uniform  Arbitrary Static Uniform Arbitrary Static Uniform Arbitrary Static Uniform Arbitrary 

Measures P R F P R F P R F P R F P R F P R F P R F P R F P R F P R F P R F P R F 

Results 0.75 1.00 0.86 0.88 1.00 0.93 1.00 0.50 0.67 0.60 0.65 0.63 0.58 0.57 0.58 0.62 0.58 0.60 0.59 0.73 0.65 0.62 0.50 0.57 0.59 0.54 0.58 0.62 0.64 0.60 0.68 0.64 0.69 0.58 0.64 0.60 

Accuracy 0.87 0.60 0.60 0.62 

4.3. Limitation  

Although the proposed method is robust to the classification of video of different situations, sometimes, 

it fails to perform well for the video frames shown in Fig. 6. In the case of night video, the fog and 

weather conditions may make the objects invisible as shown in Fig. 6. When the objects are not visible 

in the video, the proposed method fails to find visual cues for feature extraction. In the same way, if the 

video contains more number objects with arbitrary movement, direction, speed and shapes, the 

performance of the method degrades. It is evident from the results on arbitrary video in Table 2 and 

Table 3. Therefore, one can conclude that the number of classes may not increase, but the complexity 

of classification increases when video contains large variations, which is beyond the scope of the 

proposed work. This can be solved by extracting dynamic adaptive features, which will be our target of 

future work through an end-to-end deep learning model.  



 

5. Conclusion and Future Work  

We have proposed a new method for the classification of static, uniform, and arbitrary moving video 

captured by shaky and non-shaky cameras day and night. The motivation for classification is to reduce 

the complexity of the problem such that the performance of classification and identification of objects 

in the video can be improved significantly. To neutralize the effect of variations in distance between 

objects and cameras located at different angles and directions, the proposed work introduced new steps 

for depth estimation. The features are extracted from the depth images based on locally weighted linear 

regression, and the features are fed to random forests for the classification of static, uniform, and 

arbitrary moving videos. The results on a large dataset, which includes video captured by shaky and 

non-shaky cameras day and night, show that the proposed method is superior to the existing methods 

in terms of accuracy. However, sometimes, when the video frames are affected by foggy, snow, and 

night effects, which may make objects invisible in the video, the proposed method does not perform 

well. Our future plan is to explore an end-to-end deep learning model which comprises a module for 

video enhancement and one more module for classification.  
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