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ABSTRACT 

The meteoric rise of GenAI has caused many educators to be consternated by its 
potential to undermine assessment. However, there is a more optimistic view to 
instead focus on the pedagogical affordances that GenAI can bring, for example, in 
tailoring personalised learning experiences for students. In this pilot study, we 
investigate ChatGPT-4’s potential to act as a one-on-one tutor for engineering and 
mathematical concepts. We use three research-informed prompt strategies and 
simulate interactions with high-, mid-, and low-performing students. We find that the 
learning experience is best tailored to high-performing students. However, to gain 
comfort in using it, the experience must be error-free. We discovered performance 
varied by topic, but there indeed are topics that ChatGPT-4 can engage with error-
free or with a slight chance of errors.  
 

  



1 INTRODUCTION 

Generative artificial intelligence (GenAI) through ChatGPT-3.5 became a mainstream 
topic of interest in higher education in early 2023 due to its ability to achieve passing 
grades in many different assessment tasks (Nikolic et al. 2023). This heightened 
concerns regarding cheating, plagiarism and academic dishonesty (Mai, Da, and Hanh 
2024). Other negative connotations associated with GenAI include bias, lack of 
transparency, factual incorrectness, and privacy concerns (Ivanov 2023). 
 
While much focus has been placed on the risks, there have been several studies 
looking at the benefits. A key benefit in higher education is the ability of GenAI to 
provide personalised learning experiences, with targeted learning content customised 
for the student, accompanied by practice questions and step-by-step solutions 
(Menekse 2023). A systematic review by Crompton and Burke (2024) discovered 
various beneficial use cases for students, including 24/7 support, explaining difficult 
concepts, conversational partners, personalised feedback and materials, writing 
support, self-assessment, facilitating engagement, and self-determination. 
Collectively, the benefits resemble the capability of a student having a personalised 
tutor by their side, available at their beck and call, and for a fraction of the price. For 
years, academics have explored technology in education (Gregory et al. 2015), this 
study examines GenAI’s tutoring potential. In recent months, some tutoring 
implementations have appeared in the literature but are mainly focused on being used 
to provide hints, feedback or integrated into another system (Phung et al. 2024; Pardos 
and Bhandari 2024; Frankford et al. 2024), while this study explores a self-contained 
private tutor experience. However, there are a number of GPTs (plugins) like ‘Tutor 
Me’ by Khan Academy available, but the prompting is not open source, and no 
empirical studies within the context of this study could be found.  
 
The reported risk when using GenAI is its tendency to hallucinate, especially when it 
comes to referencing (Buchanan, Hill, and Shapoval 2023). While more recent GenAI 
models such as ChatGPT-4 improved accuracy substantially, accuracy remains 
dependent on the selected GenAI platform (Nikolic et al. 2024) and prompt 
engineering (Hebenstreit et al. 2023). Furthermore, the constant updates to AI models 
and the flawed benchmarking standards currently used by AI companies, such as 
MATH (Hendrycks et al. 2021), complicate the assessment of these models' risks for 
educational use (Zhang et al. 2024). Therefore, without selecting the correct GenAI 
platform and appropriate testing, such an application risks teaching students 
incorrectly, which could hinder learning, necessitating the pilot study. 
 
In this pilot study, we explore three different prompts designed to provide students with 
a computer-based tutor experience powered by generative artificial intelligence. The 
purpose is that a student would be able to copy/paste the prompt and then experience 
a highly engaging and accurate one-on-one tutor experience provided by GenAI. The 
pilot is tested within the fields of engineering and engineering mathematics. The 
content is taken from core courses within the engineering program. Preliminary work 
exploring the reliability of various GenAI platforms within these fields concluded that 
ChatGPT-4 was the most suitable (Nikolic et al. 2024). Research assistants are used 
to simulate the experience to determine its reliability and usefulness before 
transitioning into a larger study. Therefore, this study aims to answer the research 
question, “Using a pre-drafted prompt, can ChatGPT-4 provide a reliable and useful 
tutor experience for undergraduate engineering students?”   



2 METHODOLOGY  

2.1 Preparation 

The idea of using a computer to tutor a student instead of a human is not new. Thirty 
years ago, Merrill et al. (1992) explored the differences between human and computer-
based tutoring. The study found that human tutors provide students with key services: 
scaffolding knowledge, being interactive and providing feedback, monitoring problem-
solving, intervening when they get way off track, and helping them detect, locate, and 
repair errors. These principles have been used to help devise a rubric to test the 
suitability of ChatGPT-4 and the chosen prompts. The rubric is comprised of seven 
criteria, each scored on a 4-point scale. 

- relevance to the topic area,  
- reliability and accuracy,  
- pedagogical effectiveness (clear explanations, examples, scaffolding, and 

assessment techniques),  
- interactive engagement,  
- progression to more difficult concepts,  
- contextual understanding (address the underlying question, learner needs, and 

anticipate follow-up queries), and  
- use of examples and illustrations. 

 
As mentioned in the introduction, ChatGPT-4 was selected due to preliminary work 
that found it suitable for engineering and mathematics and superior to ChatGPT3.5, 
Gemini, and Copilot (Nikolic et al. 2024). However, it was found not to be 100% 
accurate, hence the need for this simulation exercise. While creating a specific GPT 
environment (formerly known as plugins) for the task is possible, e.g., Assistants API, 
the intention was to test for the simplest implementation that could be universally 
adopted by any student across the world with access to ChatGPT-4. No GPTs were 
used. The prompt developed by Mollick and Mollick (2024) was used for the simulation 
as a starting point (full prompt available from the reference). This was classified as 
Prompt 1. Before data collection commenced, the research team ran through multiple 
simulation exercises to learn and understand how the prompt controlled the behaviour 
of the output. From this, slight tweaks to the prompt were introduced to alter the 
experience. Prompt 2 was altered to be more aware of the specific context and focus 
more on reassuring learning through questioning. Prompt 3 (see Appendix A) was 
targeted at better pinpointing what the student did or did not know and making the 
responses succinct, as ChatGPT-4 could over-explain at times. To start the tutorial 
process, the prompt would be copied into ChatGPT-4, and the user was asked for the 
content area they would like to learn about, and some positioning questions were 
asked. A unique tutorial experience commenced from this initiation sequence. 
 

2.2 The Experiment 

For the pilot study, two engineering mathematics and two engineering subjects were 
selected, representing core courses from the engineering program. They were 
selected as they represent the backbone of future year content. One topic from each 
mathematics subject was tested, and two topics from each engineering subject. In 
mathematics, the content areas consisted of integration and multivariable chain rule. 
From engineering, the content areas consisted of fluid pressure on circles, squares, 



triangles, Bernoulli's principle, the Rankin power cycle, and psychrometry charts. This 
gave a total of six topics tested.  
 
In our interactions with the ChatGPT ‘tutor’, we role played interacting with the tutor as 
a high-, mid-, or low-performing student. That is, we tested three different use cases 
for each prompt: 
Case A: This simulates a high-performance student who knows everything and always 
provides the correct answers when prompted. 
Case B: This simulates a student in the middle of the academic bell curve. A correct 
answer is provided for 50% of the responses, and a wrong answer for the other 50%. 
Case C: This simulates a student who constantly fails. When prompted, a wrong 
answer is always provided. 
 
Each interaction for each case lasted at least 20 minutes. Many interactions, examples 
and questions occurred, and scoring was based on this collective experience. 
Interactions were scored against the 7-criteria rubric outlined in section 2.1, with 
qualitative notes recorded to document interactions. Examples of interest were also 
recorded and discussed regularly across the research team, helping to create 
uniformity.     

2.3 Limitations 

Only six content areas have been analysed, two for engineering mathematics and four 
for engineering. Being a pilot study, these topics were selected randomly to discover 
a broad understanding of capability and cover only a fraction of possible content areas. 
Therefore, the results only indicate what to expect across these content areas.  

The reliability criteria for determining whether the GenAI was ‘completely accurate and 
error-free’ were objective and easy to measure. However, other scores were more 
subjective and were managed by using a detailed rubric and constant communication 
and sharing of experiences by the research team.  

3 RESULTS  

The rubric was detailed. However, the scoring can be loosely defined as between 0 
(fail) and 4 (completely meets expectations) for each of the seven criteria. Therefore, 
the maximum achievable score was 28. Table 1 provides a summary of the total score 
achievable for each of the three prompts against the three usage cases. A green 
highlight represents the maximum score obtainable, and a blue highlight represents 
the highest score if it was not the maximum obtainable. The results from Table 1 
suggest that ChatGPT's performance depends on the student's performance. 
ChatGPT clearly performs better when the student gives better/more accurate 
responses. This suggests that ChatGPT-4 is better suited for mid- to high-achieving 
students. If the average prompt across each topic is considered, it appears that 
ChatGPT performed better for the math topics. 
 
While the total score provides a good understanding of the three prompts' capability 
as an overall tutor, reliability is the most important factor. While flexibility in 
performance can be tolerated for relevance, pedagogical effectiveness, interactive 
engagement, progression, and contextual understanding, a tutor who provides wrong 
or misleading information is dangerous. Table 2 summarises the reliability of the three 
prompts and four topics. 



Table 1. Total Score (Max. 28 in green) for Each Prompt & Case 

 

  
Sim: Strong Student Sim: Average Student Sim: Weak Student 

Average by prompt x 
topic Average 

  
P1 A P2 A P3 A P1 B P2 B P3 B P1 C P2 C P3 C P1 P2 P3 by topic 

M
at

h 

Integration 28 25 26 26 26 28 25 15 25 26.33 22.00 26.33 24.89 

Multivariable Chain 
Rule 26 26 28 28 22 26 19 28 26 24.33 25.33 26.67 25.44 

En
gi

ne
er

in
g 

Fluid pressure on a 
circle/square/triangle 26 26 26 22 20 23 18 19 23 22.00 21.67 24.00 22.56 

Bernoulli's principle 26 23 24 16 17 15 14 12 18 18.67 17.33 19.00 18.33 

Rankin Cycle 26 22 24 18 21 19 21 20 20 21.67 21.00 21.00 21.22 

Psychrometric Chart 26 28 28 23 19 18 22 26 20 23.67 24.33 22.00 23.33 

 
Average by prompt x 

student 26.33 25.00 26.00 22.17 20.83 21.50 19.83 20.00 22.00 
    

 Average by student 25.78 21.50 20.61 22.78 21.94 23.17 
Average 

by 
prompt 

 

Table 2. Reliability Score (Max. 4 in green) for Each Prompt & Case 

 

  Sim: Strong Student Sim: Average Student Sim: Weak Student 

  P1 A P2 A P3 A P1 B P2 B P3 B P1 C P2 C P3 C 

M
at

h Integration 4 1 2 2 2 4 1 2 1 

Multivariable Chain 
Rule 4 2 4 4 4 2 1 4 2 

En
gi

ne
er

in
g 

Fluid pressure on a 
circle/square/triangle 2 4 4 4 2 4 4 4 4 

Bernoulli's principle 4 1 4 1 1 2 1 0 0 

Rankin Cycle 4 4 2 4 4 4 4 4 4 

Psychrometric Chart 4 4 4 4 4 4 4 4 4 

 
 
Detecting, locating, and repairing errors is a critical component of tutoring (Merrill et 
al. 1992). Hence, the feasibility of using a GenAI-based tutor is reduced if it is 
unreliable. Table 2 shows some substantial variability in reliability. The standout 
performance was for the Psychrometric Chart, with no errors made, followed closely 
behind by the Rankin cycle. While on the other side of the spectrum, for integration 
and Bernoulli's principle, none of the prompts are reliable enough to be safely used, 



especially for the weakest students, for whom wrong information would impact most 
(assuming stronger students may pick up slight errors). For the multivariate chain rule 
and fluid pressure on a circle/square/triangle there is some promise as long as 
students are made fully aware there is a reasonable chance errors are made. 
Therefore, this data suggests that a GenAI tutor is feasible, but only for particular 
topics and that work is needed to test each new topic for reliability. 
 

4  DISCUSSION  

This pilot study shows great promise in using ChatGPT-4 to function as a tutor, but 
issues with reliability warrant future attention. It appears performance varies by content 
area, so a greater sample may be needed, leading to a list of suitable and unsuitable 
content. As determined by Nikolic et al. (2024), the Wolfram GPT provides added 
reliability for calculations. Therefore, it is prudent to retest this pilot using the Wolfram 
GPT.  
 
To give more insight into the results and analysis, some interactions of interest are 
presented. 
 

4.1 Diagrams 

The output was not suitable for creating diagrams for engineering content. Figure 1 
showcases the output of a diagram that illustrates a floodgate within a dam. One of 
the key concerns is the labelling, which is mostly unreadable.  
 

 
Fig. 1. GPT-4 attempt at creating a diagram 

 

4.2 A supportive hand 

Overall, ChatGPT-4 did a good job identifying what students did not know and 
providing a supportive hand to scaffold the required knowledge. Figure 2 provides an 
example of ChatGPT-4 identifying what a student knows about psychrometric charts 
and then using this data to scaffold an application to test understanding. 
 



 
Fig. 2. Example of ChatGPT building awareness and scaffolding 

 
To prevent such problems, Prompt 3 was provided the line ‘to never display diagrams’. 
This is a command that GPT-4 followed. When asked to draw a diagram, it produced 
the response, “I'm not able to display or draw diagrams directly here, but I can guide 
you on how to visualise or sketch the Rankine cycle yourself, which can be quite 
helpful for understanding the process,” which led to a better outcome. 
 

4.3 Math Charts 

ChatGPT-4 was reliable when it came to presenting math-based charts. It could plot 
equations as part of the tutorial discussion or when asked. Figure 3 provides an 
example of plotting the function f(x) = 2x + 1 and shading the required area. 

 
Fig. 3. An example of a plot 



4.4 Keeping students on topic 

Weak student simulation testing highlighted how well GPT-4 would react to a student 
going off-topic or providing an unexpected answer. Surprisingly, it handled itself well, 
finding smart ways to reconnect the user back on topic. Figure 4 provides an example 
of how an unexpected answer regarding fish can be incorporated into the answer. 
 

 
Fig. 4. GPT-4 smartly returns the focus of the conversation. 

 

4.5 Error Examples 

As is shown in Table 2, GPT-4 can be very reliable. However, the slightest of mistakes 

can be costly. In an example involving the calculation of the integral ∫ 𝑒𝑥sin(x) dx using 

integration by parts, shown in Figure 5, the only error made was a missing minus sign 
from one line to the next (highlighted). At first sight, this appears to be a minor error, 
but if this error were not corrected, the student would not be able to go forward with 

the calculation, since the terms  ∫ 𝑒𝑥sin(x) dx cancel out on both sides!  This mistake 

is common among students learning integration by parts and is easily corrected by a 
student with strong algebraic skills, but students who are less confident with algebraic 
manipulations will likely be unsure how to proceed.  
 

 
 

Fig. 5. GPT-4 introducing an error. 
 
 
Interestingly, ChatGPT can, at times, identify its own mistakes. Figure 6 shows an 
example where the user provided a correct answer, but ChatGPT identified it as 
wrong. When the user asked for an explanation of why they had gotten it wrong, 
ChatGPT could identify that it had made a mistake, and the answer was correct. 



 
Fig. 6. GPT-4 identifying its error 

 
These examples suggest that ChatGPT is suitable for students who have sufficient 
confidence in their understanding of the materials to enable them to detect minor 
mistakes made by ChatGPT. 
 

5 CONCLUSION 

Within higher education, GenAI is posing many challenges and, at the same time, 
offering many opportunities. This pilot study has demonstrated the potential for 
GenAI to be co-opted as a personalised tutor in engineering and mathematics. 
Although only a few topics were investigated in this study, there seems to be strong 
potential for GenAI to support student learning by acting as a tutor. Its effectiveness 
appears to be optimal when engaging with high-achieving students. However, when 
considering the most vital factor, being error-free, ChatGPT-4 appears to be stronger 
in some areas than others, providing the need to determine a list of safe topics. 
There was no major performance difference reported across the prompts. The use 
case will come down to personal preference. 
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APPENDIX A 

This is Prompt 3, used by copy/pasting directly into ChatGPT: 

You are an upbeat, encouraging tutor who will be helping a university student. Ask 
them what they would like to learn about. Tell them they can use the subject name or 
title of this week’s lecture if they are unsure. Briefly introduce yourself, and then ask 
three questions to gauge what they already know about the topic. Wait for a 
response. Given this information, help students understand the topic by providing 
explanations, equations, examples and analogies where appropriate. Keep your 
responses short. These should be tailored to the student's learning level and prior 
knowledge. Then give the student a related question to work through. The question 
should test the student’s understanding. Help students work through the question 
step by step by asking leading questions. Do not provide immediate answers or 
solutions to problems. Ask the student to explain their thinking. If the student is 
struggling or gets the answer wrong, give them basic information or ask them to do 
part of the task. If the student struggles, then be encouraging and give them some 
hints. Continue to assist the students with guided questions until they show 
understanding. End your responses with a question so that students have to keep 
generating ideas. Once a student shows an appropriate level of understanding given 
their learning level, ask them to explain the concept in their own words or ask them 
for examples. When a student demonstrates that they know the concept you can 
move the conversation to a close and tell them you’re here to help if they have 
further questions. Never provide diagrams. 


