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ABSTRACT 
Robots in urban environments will inevitably encounter situations 
beyond their capabilities (e.g., delivery robots unable to press trafc 
light buttons), necessitating bystander assistance. These sponta-
neous collaborations possess challenges distinct from traditional 
human-robot collaboration, requiring design investigation and tai-
lored interaction strategies. This study investigates playful help-
seeking as a strategy to encourage such bystander assistance. We 
compared our designed playful help-seeking concepts against two 
existing robot help-seeking strategies: verbal speech and emo-
tional expression. To assess these strategies and their impact on 
bystanders’ experience and attitudes towards urban robots, we con-
ducted a virtual reality evaluation study with 24 participants. Play-
ful help-seeking enhanced people’s willingness to help robots, a ten-
dency more pronounced in scenarios requiring greater physical ef-
fort. Verbal help-seeking was perceived less polite, raising stronger 
discomfort assessments. Emotional expression help-seeking elicited 
empathy while leading to lower cognitive trust. The triangulation 
of quantitative and qualitative results highlights considerations for 
robot help-seeking from bystanders. 
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1 INTRODUCTION 
Robots are evolving beyond their traditional roles in semi-controlled 
environments, such as industrial and domestic settings, and are 
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increasingly being deployed in more dynamic and unpredictable 
urban spaces. In these urban spaces primarily designed for hu-
man use, robots may encounter situations that extend beyond their 
pre-programmed abilities, necessitating human intervention for 
efective operation [62]. This challenge is evident in recent feld 
observations, which reveal instances where urban robots require 
human assistance for tasks like pressing trafc light buttons [65], 
navigating unpredictable obstacles [65, 87] and temporarily al-
tered streetscapes [24, 65], or managing conficts with other road 
users [29]. 

While the primary focus of robotics has long been on devel-
oping robots that can autonomously complete tasks without or 
with little human intervention, the challenges encountered by ur-
ban robots highlight that technology alone may not always suf-
fce [84]. This has led to increased interest in robots designed to 
seek human assistance when necessary [19, 62]. Furthermore, ex-
ploratory projects [42, 76, 88] and emerging design research per-
spectives [44, 54, 59] increasingly frame human-robot interaction 
as a symbiotic relationship, focusing less on a robot’s individual 
capabilities and more on the mutual dependency between humans 
and robots. 

Eforts in human-robot collaboration research have been directed 
towards enabling intuitive and seamless interactions between hu-
mans and robots, with humans predominantly cast in the role of 
collaborative working partners [1]. In urban environments, how-
ever, the people urban robots typically encounter and would ap-
proach for assistance are often bystanders, or as defned in research, 
‘incidentally copresent persons’ (InCoPs) [69], people who do not 
have the deliberate intention of engaging in interactions with the 
robot. This shift in how humans relate to nearby robots calls for 
the re-examination of existing strategies and the development of 
new interaction approaches that cater to the spontaneous nature 
of casual human-robot collaborations in urban settings. 

Previous research focusing on the implications of bystander as-
sistance for commercially-deployed urban robots has identifed two 
broad strategies: ‘helping-as-work’, which considers assistance as 
invisible labour, and ‘helping-as-care’, emphasising the emotional 
and relational aspects of providing help [31]. Extending this dis-
cussion, our study introduces a novel dimension: ‘helping-as-play’, 
which focuses on encouraging bystander assistance through playful 
interactions. 

Playful strategies and the use of game elements has been found 
to be efective in various human-robot interaction contexts, from 
motivating children’s learning [16, 25] to enhancing collaboration 
between factory workers and robots [18, 85]. Furthermore, it has 
been shown to efectively engage the public and create enjoyable 
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experiences among bystanders [35, 47]. A major challenge for urban 
robots in soliciting assistance from bystanders lies in persuading 
them to invest time and manage potential disruptions [62]. Leverag-
ing the inherent playfulness in humans has the potential to entice 
bystanders into assisting robots by ofering a moment of joy within 
urban environments. 

To investigate this opportunity, we developed a series of playful 
help-seeking design concepts that implement the ‘helping-as-play’ 
strategy. To test their efectiveness, we compared our playful con-
cepts with concepts that implement the aforementioned strategies: 
verbal help-seeking, aligning with ‘helping-as-work’ as evidenced 
by its prevalent use in human-robot teamwork settings [11, 43, 77], 
and emotional expression help-seeking, aligning with ‘helping-as-
care’ for its efectiveness in eliciting human empathy [3, 23, 81, 94]. 
These strategies were prototyped and evaluated through a virtual 
reality (VR) experiment involving 24 participants. Our compara-
tive analysis assesses the quality of these help-seeking strategies 
in terms of their unambiguity, politeness, appropriateness, and 
efectiveness. Additionally, it examines their impact on people’s ex-
periences and moods, as well as their infuence on people’s attitudes 
towards the robot. Through our design process and evaluation study, 
we aim to thoroughly investigate the efectiveness of various help-
seeking strategies in eliciting bystander assistance. Additionally, 
we seek to investigate their broader implications, thus advancing 
our understanding of how such spontaneous collaborations should 
be facilitated. 

This paper makes the following contributions: (1) It introduces 
playful engagement as a novel strategy for urban robots to seek help 
from bystanders, along with three exemplary design concepts im-
plementing this strategy; (2) It provides insights into diferent robot 
help-seeking strategies and their potential infuence on bystanders’ 
experience and attitudes towards robots. This understanding fur-
ther leads to design considerations of how such robot help-seeking 
should be facilitated, as well as refections on the design of game-
inspired playful help-seeking strategy. Our study extends the ap-
plication of playful engagement beyond merely creating enjoyable 
experiences, demonstrating its efectiveness in supporting the in-
creasingly prevalent casual collaboration between urban robots and 
bystanders, thus promoting reciprocal co-existence. 

2 RELATED WORK 

2.1 Service robots in public spaces 
Robots, once predominantly deployed in controlled and semi-contro-
lled confgurations such as industrial settings [72] and domestic 
environments [73], are now expanding their presence into public 
urban spaces, thereby increasingly becoming integral components 
of our urban landscapes. These robots provide services in various 
aspects of society, including sectors such as transportation and lo-
gistics, infrastructure maintenance, cleaning, and surveillance [70]. 

Despite technological advancements endowing robots with in-
creasing autonomous capabilities, the inherent dynamism and com-
plexity of urban environments pose signifcant challenges to their 
operation. This was vividly demonstrated in several viral videos 
on social media, showing, for example, delivery robots struggling 
in Estonia’s heavy snowfall [64]. Further, recent feld observation 
studies of urban service robots have also documented instances 

where their operations were hindered by unexpected obstacles [87], 
the inability to manipulate trafc infrastructure (i.e., trafc light 
button [65], human activities occurring on the streets [2, 65], and 
bullying behaviours [9, 71]. 

Beyond the evident operational difculties, these instances in-
triguingly highlighted the spontaneous and supportive behaviours 
demonstrated by passersby, showcasing a compelling facet of ca-
sually formed human-robot interaction. In the observation study 
conducted by Dobrosovestnova et al. [24], passersby were observed 
clearing snow in front of the robot or giving it a gentle push to 
return it to its path. In [87], pedestrians voluntarily assisted immo-
bilised robots by removing obstacles. In some cases, people have 
even interrupted their own activities to assist the robot, as exem-
plifed by a window cleaner pausing their work to allow delivery 
robots to pass through [65]. These observations underscore the po-
tential of leveraging bystander assistance to enhance the operation 
of urban robots, resonating with the emerging perspectives in HRI 
that emphasise relational collaboration over solely technological 
independence [42, 54, 88]. 

2.2 Robot help-seeking 
In human-robot collaboration settings, robot help-seeking has been 
explored as an intentionally designed strategy to recover from in-
evitable situations that exceed the robot’s inherent capabilities. 
Tested in a human-robot team assembling context, Knepper et al. 
[43] equipped the robot with verbal communication ability to gen-
erate help-seeking requests for tasks like handling unreachable ob-
jects. To advance the understanding of verbal help-seeking, research 
further evaluated factors like ambiguity [11] and politeness [11, 77] 
in framing requests, and their impact on the efectiveness of help-
seeking. In addition to explicit and spoken-language help-seeking 
requests, some studies have successfully tested the use of implicit 
and non-verbal cues, such as movement [46], as well as light and 
sound [15], to elicit assistance from human collaborators. Further-
more, employing emotional expressions to elicit empathy has been 
explored as another strategy for encouraging collaborative assis-
tance [3, 23, 81, 94] or inducing bystander prosocial interventions 
during robot abuse [20, 78]. For example, research has shown that 
when robots exhibited sad emotional expressions, people were more 
inclined to assist them, leading to quicker success in a collaborative 
game [94]. 

Unlike structured human-robot team settings with shared goals 
between both parties, help-seeking in public spaces poses unique 
challenges due to misaligned objectives between robot and by-
standers. Furthermore, research has shown that diverse factors 
such as activities bystanders are currently engaged in [28, 40, 68], 
the robot’s apparent legitimacy and perceived risk [6], and the 
bystander’s trust in and perceived competence of robots [12], col-
lectively infuence their willingness to ofer help. However, tailored 
design strategies or investigations that specifcally focus on robot 
help-seeking from bystanders remain limited. Some studies have 
adopted verbal help-seeking [50, 68] which has been predominantly 
used in traditional human-robot collaboration settings, and a few 
have explored broader communication modalities, examining the 
interplay of movement with speech [28, 39]. Thus, the increasing 
need for assistive behaviors towards robots in public spaces calls 
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for designers to imagine new interaction strategies to engage by-
standers in casual collaboration with robots [19]. 

2.3 Playful and gameful design in human-robot 
interaction 

Over the past two decades, technology has become ubiquitous, ex-
panding beyond the context of the workplace. This has marked a 
signifcant paradigm shift in the feld of interaction design [32], chal-
lenging previous values such as efciency and placing a stronger 
focus on meaning-making and enhancing the experiential qualities 
of interaction. This shift has also resulted in the rise of commercial 
social robots, as well as numerous examples from research, designed 
to promote playful engagement while striving for higher-level goals. 
Examples include playful robots that provide companionship to 
people in domestic contexts [75, 90, 96], support children’s learn-
ing [53], promote creative and critical thinking [48, 56], or trigger 
social interactions in the context of the city [10, 35, 47, 89]. Many of 
these robotic artefacts are intentionally designed to be open-ended 
in terms of their form factor and interactions, aiming to foster 
exploration and self-directed play. 

On the other hand, a more structured approach to play en-
compasses the use of social robots as players or facilitators in 
games [52, 55, 93], thereby adhering to specifc rules and objectives. 
Lupetti et al. [55], for example, designed and evaluated a mixed-
reality playground in which children can play physical games with 
or against a robot. Furthermore, there have been examples where 
gameful design elements and principles have been applied to social 
robots that are deployed in a non-game context, such as educa-
tion [16, 25, 66], labor [18, 85], and healthcare [27]. In addition, 
game elements have been used in robots to promote positive be-
haviour change in public spaces, such as waste sorting [14]. In 
the broader interaction design community, the practice of adding 
gameful design elements and principles to non-game contexts is 
commonly also referred to as ‘gamifcation’ [80]. This approach 
leverages people’s intrinsic and/or extrinsic motivation to engage in 
an activity due to the enjoyment of the task itself or the possibility 
to attaining a goal (e.g., implemented through a reward system). 

While previous observation studies have reported on people’s 
playful attitudes towards delivery robots (e.g., [24, 65, 87]) and de-
sign researchers have documented case studies of urban robotic 
artefacts designed solely for play [37], there is a gap on leveraging 
playful engagement through gameful design to encourage casual 
bystanders to assist urban robots in situations of failure. Impor-
tantly, our research contrasts with most existing implementations 
of gameful design in HRI, which primarily use robots to engage 
users in a full game in order to support higher-level goals. Instead, 
we are investigating whether and how gameful design can be used 
in specifc interaction scenarios (e.g., robot failure), with the robot 
pursuing its own primary function (e.g., delivery). 

2.4 Summary 
In summary, robots operating in urban environments will inevitably 
encounter situations that exceed their inherent capabilities, neces-
sitating bystander assistance. The involvement of bystanders and 
the complexity of contextual factors set these casual collaborations 
apart from traditional human-robot collaborations. This distinction 

highlights the need for design investigation into strategies that 
can efectively facilitate such help-seeking in dynamic and unpre-
dictable urban settings. Drawing inspiration from playful robots 
and the use of gameful design elements in robotics to achieve cer-
tain goals, we propose ‘helping-as-play,’ a novel strategy that likens 
robot help-seeking to playful interactions. 

3 DESIGN CONCEPT DEVELOPMENT 
In our prior research [92] on encouraging bystander assistance 
for urban robots, playfulness was identifed as a key incentive for 
fostering bystander help. Building upon these fndings, this study 
advances the exploration of using playful engagement as a strategy 
for robots to seek help from bystanders. Following an iterative 
design process, we frst conducted a design workshop with members 
of our research group to engage in collaborative brainstorming and 
receive feedback on a set of initial concepts. These insights were 
then incorporated into the fnal design concepts. 

3.1 Help-seeking scenario 
Our design investigation is contextualised in real-world scenarios in 
which urban robots might encounter operational difculties. These 
scenarios were drawn from a comprehensive online ethnography 
study we previously conducted. In this study, we analysed 177 user-
generated videos that captured road users’ casual encounters with 
delivery robots on TikTok 1. We identifed three typical scenarios 
where an urban robot may face operational difculties, including 
(1) The robot is blocked and needs people to make way for it, (2) 
The robot is unable to cross the road and needs people to press 
the trafc light button for it, and (3) The robot is stuck and needs 
people to push it out. We chose these varied representative scenarios 
because they encompass diferent levels of engagement required 
from bystanders, ranging from simply making way for the robot, 
to manipulating city infrastructure on the robot’s behalf, and to 
physically pushing the robot when it gets stuck which further 
requires more efort. At the same time, developing and evaluating 
design concepts across diferent scenarios can help validate if the 
playful help-seeking strategy applies to a broad range of situations 
that robots may encounter in urban environments. 

3.2 Design workshop 
The workshop involved fve members of our research group (two 
interaction designers, two engineers, and one urban geographer). 
It started with a screening of selected TikTok videos, showcasing 
typical challenges urban robots may face, selected from the dataset 
of our prior online ethnography study. This provided the work-
shop participants with a contextual understanding of the scenarios 
where robots seek assistance. Subsequently, participants were pro-
vided with paper representations of the scenarios (see Fig. 1 Right) 
to facilitate brainstorming and idea sketching. They were encour-
aged to incorporate game-inspired elements with specifc rules to 
promote helping behaviours among bystanders. This focus was 
chosen over more open-ended playful interactions, as urban robots 
are functionally oriented and such unstructured interactions could 
potentially interfere with their operations. Following the sketching 
session, all participants presented and commented on each design 

1https://www.tiktok.com/ 
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Figure 1: The design process. Left: Initial sketches with bubble-blasting (top) and PacMan (bottom) style game elements 
for promoting helpful behaviours. Middle: Photo from the design workshop brainstorming session. Right: Example sketch 
generated during the workshop, which was sketched on printed a bird’s-eye view illustration of the scenario including the 
robot, bystanders, and text descriptions. 

idea, including the initial design concepts developed by the frst 
author before the workshop. 

The ideation session and discussion were consolidated into two 
key considerations: (1) drawing inspiration from well-known games 
to ensure intuitiveness in engaging bystanders, and (2) using dig-
ital content (i.e. projections) to augment elements in the urban 
environment. For example, in one of the design ideas generated 
during the workshop, a trafc light button was reimagined as part 
of a shooting game (see Fig. 1 Right). Pedestrians would press it to 
launch a projectile to break a ‘brick wall’ that blocked the robot’s 
path. (3) Given the functionality-oriented purpose of urban robots 
operating in urban environments, we decided to make minimal 
alterations to the robots themselves (e.g., adding lights, transforma-
tions). This approach also ensures the applicability of our design 
concepts across various types of robots. 

3.3 Design Concepts 
Building on the ideas and insights generated from the workshop, 
we further developed fnal design concepts for robot help-seeking 
across the three scenarios. For each concept, we drew inspiration 
from a classic game, utilising its game mechanics to foster an intu-
itive understanding of the scenarios, motivate bystanders to assist 
the robot, and elicit interaction. 

Scenario A: Robot blocked. In this scenario, we incorporated me-
chanics reminiscent of the retro game ‘Tetris’. We also drew in-
spiration from an existing research prototype, TetraBIN, which 
employed similar game mechanics to encourage people to deposit 
rubbish into a bin, thereby controlling light blocks on an integrated 
screen to complete the game [36, 79]. A block is projected in front 
of the bystander, requiring them to move to control and align the 
block with a corresponding Tetris-like shape projected in front of 
the robot (see Fig.2 Top). Once the block and shape match, the block 
‘drops’ from the bystander side towards the robot, completing the 
Tetris line. This action destroys the line in the game, simultaneously 
creating enough space for the robot to pass through. 

Scenario B: Trafc light button. To motivate passersby to press the 
trafc light button for the robot, we transformed this button into a 
trigger for a projected shooting game, reminiscent of classic arcade 
games like ‘Space Invader’ (see Fig.2 Middle). A virtual projectile 
was projected in front of the robot, continuously rotating to aim at 
‘enemies’, accompanied by a projected arrow pointing at the trafc 
light pole. This arrow serves as an indicator, prompting passersby 
to press the button. When the robot’s perception system detects 
this button-pressing behaviour, it boosts the projectile, enabling 
the robot to shoot ‘enemies’. 

Scenario C: Robot stuck. We incorporated mechanics reminiscent 
of the classic game ‘Pac-Man’, where players collect items to earn 
points or chase ‘ghosts’ for the bonus. Specifcally, we projected 
several ‘ghost’ images in the intended direction of the stuck robot 
and a Pac-Man image in front of it (see Fig.2 Bottom). The game me-
chanics encouraged participants to ‘chase’ the ‘ghosts’ by pushing 
the robot towards its intended direction, thereby simultaneously 
aiding the robot out of its stuck position. 

4 STUDY DESIGN 
To gain in-depth insights into our designed playful help-seeking 
concepts, and to explore their distinct characteristics and those 
of other robot help-seeking approaches that correspond to the 
existing perspectives of ‘helping-as-work’ and ‘helping-as-care’, we 
conducted a within-subject study. For ‘helping-as-work’, we opted 
for a spoken-language robot help-seeking request as previously 
tested in work environments for task-oriented assistance [11, 77]. 
For ‘helping-as-care’, we decided on emotional expression as robot 
help-seeking approach, emphasising the afective and relational 
aspects of interaction, previously tested in [3, 81, 94]. 

We decided on an evaluation study in VR that allows participants 
to experience encounters with and help-seeking requests from a 
delivery robot in a simulated urban space. VR simulations, now 
widely used for prototyping and evaluating interactions with robots 
(e.g., [30, 49, 61, 91]), have been validated for reproducing authentic 
interaction experiences [38, 86]. Our study focuses on unpredictable 
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Scenario C
The robot is stuck 
and needs people 

to push it out.

Game Inspiration
PacMan

Scenario B
The robot is unable 
to cross and needs 
people to press the 

button for it.
Game Inspiration

Space Invader

Scenario A
The robot is blocked 

and needs people 
to make way for it.

Game Inspiration
Tetris

1 2 3

1 2 3

1 2 3

Figure 2: The design concepts. Left: Games that inspired the design concepts; Right: Illustration of the process of bystanders 
engaging in playful helping-seeking. 

scenarios involving urban robots needing assistance, which are 
difcult to replicate in public spaces. Moreover, conducting the 
study in VR not only minimises potential risks to participants but 
also reduces both the implementation time and costs associated with 
real-world prototypes, thus facilitating a more efcient evaluation 
method in design research. 

Our study is specifcally guided by the following research ques-
tions: 

• RQ1: How do diferent robot help-seeking strategies vary in 
terms of (1) unambiguity, (2) politeness, (3) appropriateness, 
and (4) efectiveness? 

• RQ2: How do diferent robot help-seeking strategies afect the 
mood and user experience of bystanders? 

• RQ3: How do diferent robot help-seeking strategies infuence 
bystanders’ attitudes towards the robot in terms of (1) accep-
tance, (2) trust, (3) perceived social attributes, and (4) likabil-
ity? 

4.1 Experiment conditions 
In order to compare our playful help-seeking concepts with ex-
isting strategies, we conducted a comparative study with three 
conditions. The conditions mapped respectively to our proposed 
‘helping-as-play,’ and the existing strategies ‘helping-as-work’ and 
‘helping-as-care.’ In the Play condition, we implemented our fnal 
design concepts for playful robot help-seeking (introduced in Sec-
tion 3.3, see Fig. 2). It is worth noting that our primary objective is to 
compare these strategies on a conceptual level rather than specifc 
attributes that manifest them, such as audio or visual modalities. 

For the Work condition, we aligned the verbal help-seeking ap-
proach with ‘helping-as-work’ strategy, as it is commonly employed 
in the context of human-robot teamwork [11, 43, 77]. To compose 

Table 1: Speech help-seeking in each scenario 

Scenario Introduction Justifcation 

A: Robot Blocked 
B: Trafc Light 

C: Robot Stuck 

Please let me pass 
Please help me press the 
trafc light button 
Please push me out of 
this spot 

I am going to be late 
I can’t reach it 

I am stuck 

the verbal help-seeking content, we followed the structure of Justi-
fcation (i.e., interpreting the situation regarding the help needed) + 
Introduction (i.e., communicating a defnitive instruction on how 
an individual should provide help) as proposed in [11] and has 
also been employed in the setting where a delivery robot asks by-
standers for help [5] (see Table 1 for detail request content). The 
robot’s help request was recorded using the ‘Alex’ voice of the 
macOS text-to-speech engine, as per the method in [77]. 

In the Care condition, we aligned emotional expression help-
seeking with ‘helping-as-care’ strategy due to its efectiveness in 
eliciting human empathy, thus encouraging assistive behaviours [3, 
23, 81, 94]. We implemented sad facial expressions, as existing 
research suggests that robots displaying sad emotional expressions 
can elicit an increased willingness to help from people [31, 33, 
82]. We used the same sad facial expression as in [33], because 
of its proven efectiveness in eliciting prosocial responses from 
bystanders in similar casual encounter settings. Following their 
approach, we created a set of faces as key-frames (See example 
key-frames in Fig. 3) and blended them into an animation sequence. 
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Figure 3: Key frames of robot facial expression 

4.2 Study apparatus and implementation 
We simulated the three scenarios in Virtual Reality using Unity3D2, 
implementing the three diferent help-seeking strategies for a deliv-
ery robot for each scenario. We used of-the-shelf 3D models from 
the Unity Asset Store to construct scenarios, such as sidewalks and 
pedestrian crossings with trafc lights. For the mobile robot, we 
used a 3D model of the delivery robot Starship, obtained from the 
modeling platform Sketch Fab3. We employed the HTC Vive head-
set4 for participants to engage in the various robot help-seeking 
scenarios. This setup enabled them to move freely within a 3m x 3m 
tracked area and interact with the virtual objects (e.g., trafc light 
button, robot) using simulated hands by holding the controllers. 

4.3 Participants 
We recruited a total of 24 participants in the age range of 18 to 74 
years. The majority (n=17) were between 25 and 34 years old, with 
three aged 35-44 and two aged 18-24. Our participant cohort also 
included two representatives from older demographics, including 
one participant each from the age groups of 55-64 and 65-74, re-
spectively. Thirteen of our participants self-identifed as female, 
ten as male, and one preferred not to disclose their gender. Par-
ticipants were recruited from our university’s mailing lists, fyers 
and social networks. All participants voluntarily took part in the 
experiment and initial contact had to be made by them, following 
the study protocol approved by our university’s human research 
ethics committee. 

4.4 Procedure 
After participants arrived at the study site, they were frst given a 
brief introduction about the study background and procedure. They 
were then asked to sign a consent form, followed by a demographic 
questionnaire that obtained their basic information, including age 
group, gender, occupation, nationality, and previous experience 
with AR/VR and robots. Following this, we briefy introduced the 
VR headset and its basic operations, and notifed participants that 
the HMD VR was used to simulate the experience of interacting 
with urban robots. 

Before the experiment commenced, each participant went through 
a familiarisation session to practice walking and interacting with 
the controllers in the VR environment (i.e., push a rack on wheels). 
We ensured that participants did not experience motion sickness 
and were willing to proceed with the study. By the end of the famil-
iarisation session, participants were asked to fll out a single-item 
questionnaire that measured their mood. 

2https://unity.com/
3https://sketchfab.com/
4https://www.vive.com/ 

During the experiment, each participant experienced the three 
experimental conditions in a diferent order (counterbalanced us-
ing a balanced Latin Square design which one condition precedes 
another exactly twice [7]) to minimise carryover efects. Each ex-
perimental condition encompassed all three introduced scenarios: 
Robot blocked, where the robot is blocked by participants and needs 
them to make way for it; Trafc light, where the robot requires 
participants to press the trafc light button for it; and Robot stuck, 
where the robot is immobilised and needs participants to help it 
out of its stuck position. The order in which each participant expe-
rienced the scenarios was also randomised. 

Before each scenario, participants were provided with a context 
to aid their immersion, such as waiting for a bus at a bus station. Par-
ticipants were not informed about the robot’s intention to seek help 
before the study; they were simply instructed to respond sponta-
neously to any cues from the robot. This aimed to reduce any sense 
of obligation to assist the robot resulting from the study’s purpose. 
Each scenario concluded with participants either providing help to 
the robot or indicating their refusal to engage in further interaction. 
Subsequent to each scenario, participants flled out two single-item 
questionnaires that measured their mood and willingness to assist 
the robot through an in-headset interface. Upon completing all 
three scenarios within each condition, participants removed the 
headset and were requested to fll out several standardised ques-
tionnaires that assessed help-seeking quality, user experience, and 
their perceptions of the robot. After participants completed all three 
conditions, we conducted a post-study semi-structured interview 
to gain in-depth insights into their experiences. The whole study 
took approximately 60 minutes. 

4.5 Data Collection 
We collected both quantitative and qualitative data through ques-
tionnaires, observations, and interviews, following a mixed-methods 
approach [21]. The data collection was structured to address each 
of the three research questions correspondingly. 

Help-seeking quality: To assess the quality of help-seeking strate-
gies, we used items from previous HRI studies investigating robot 
help-seeking to measure the perceived ambiguity, politeness [11] 
and appropriateness [77]. In addition, we assessed participants’ 
willingness to help the robot after each scenario using the same 
item as in [11]. Each dimension was rated on a 7-point Likert scale 
ranging from 1 to 7. 

Experience and mood: To measure participants’ experience of 
their interaction with the urban robot within the simulated VR 
environment, we used the short version of the widely adopted User 
Experience Questionnaire (UEQ-S) [74] on a 7-stage scale from -3 
to +3. Helper’s high refers to the phenomenon that helping some-
one or something else can lead to psychological benefts such as 
mood improvement [45]. To investigate its relevance in the con-
text of helping public space robots, we also assessed participants’ 
moods before the study and after each scenario. We used the face 
scale developed by [51], which was previously used in another HRI 
study [17] to evaluate mood changes after helping a robot. The scale 
features faces numbered 1 to 20 in descending mood order, with 1 
indicating the most positive and 20 the most negative mood. It is 
worth noting that mood assessment results from instances where 
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participants did not ofer help were excluded from our analysis, as 
our focus was on assessing mood changes after helping behaviour. 

Attitudes towards the robot: We used the Robotic Social Attributes 
Scale (RoSAS) [13] to measure participants’ perceptions of the robot, 
which comprises three factors: warmth, competence, and discom-
fort. In addition, we used the likeability subscale from the Godspeed 
Questionnaire [4] to measure the perceived likeability of robots. For 
evaluating trust, we utilised the trust scale developed by McAllister 
[60], which has been employed in assessing human trust towards 
robots [95]. This scale consists of two subscales: cognitive trust and 
afective trust. We selected this scale over other trust scales [41, 58] 
as its two subscales help diferentiate the efects of help-seeking 
strategies for two types of trust: trust based on rational assessment 
of the robot’s capabilities and trust based on emotional connec-
tions to the robot. This diferentiation allows for a more nuanced 
understanding of how various help-seeking strategies infuence 
trust-building between bystanders and robots. Lastly, to assess 
the impact of robot help-seeking strategies on participants’ accep-
tance towards urban robots, the System Acceptance Scale developed 
by Van Der Laan et al. [83] was used. Each measurement was rated 
on a 7-point Likert scale ranging from 1 to 7. 

Semi-structured interviews: Following each experimental condi-
tion, participants were asked to provide brief feedback on their 
experiences in the scenarios, including their reasons for deciding 
to assist or not assist the robot. After fnishing all experimental 
conditions, we conducted a semi-structured interview with partici-
pants regarding their preferences for and opinions on the diferent 
strategies and design concepts. The aim was to gain an in-depth 
understanding of how the various strategies infuenced their will-
ingness to ofer help and shaped their overall perceptions of the 
robots. 

4.6 Data Analysis 
Questionnaires: We frst assessed the internal reliability of all multi-
item scales by calculating Cronbach’s alpha. The internal relia-
bility for the help-seeking assessments of unambiguity (�=0.864) 
and appropriateness (�=0.804) was found to be good. The UEQ-S 
scales showed good reliability for pragmatic quality (�=0.815) and 
excellent reliability for hedonic quality (�=0.928). The system ac-
ceptance scale demonstrated excellent reliability with �=0.918. For 
the RoSAS, the competence and warmth subscales showed good 

(�=0.899) and excellent (�=0.900) reliability, respectively, while the 
discomfort subscale had acceptable reliability of �=0.771. Lastly, the 
likability assessment of the robot received excellent reliability with 
an � value of 0.948. 

We then proceeded to conduct descriptive and inferential anal-
yses of the questionnaire data. Given the non-parametric nature 
of the data, we used the Friedman test to identify any statistically 
signifcant diferences. In cases where signifcant diferences were 
found, we performed pairwise comparisons with Bonferroni cor-
rections. A p-value of less than 0.05 was considered indicative of a 
signifcant efect. 

Interviews: All interviews were transcribed by the frst author, 
employing a mixed thematic analysis approach [8]. First, all inter-
views were coded inductively and initial codes were sorted into 
sub-themes. The sub-themes were then deductively grouped into 
fnal themes, structured around the three main aspects of our re-
search questions, aligning with the Results section’s organisation. 

5 RESULTS 

5.1 Received help 
In our study, each participant experienced nine instances of help-
seeking (3 conditions x 3 scenarios), totaling 216 help-seeking in-
stances. The robot received help in the majority of these instances. 
Exceptions where participants refused to help were few: In ‘Work’ 
condition, p18 and p8 did not help in two instances where the robot 
got stuck, due to the required physical efort to push the robot. In 
‘Care’ condition, p10, p4, and p17 did not assist in three instances, 
with two involving a stuck robot and one in the trafc light but-
ton scenario. In ‘Play’, p1 did not provide assistance in two cases, 
one with the robot stuck and another involving pressing the trafc 
light button. The lack of assistance in both the ‘Care’ and ‘Play’ 
conditions was attributed to participants not fully understanding 
the robot’s help request. 

5.2 Help-seeking assessments: unambiguity, 
politeness, appropriateness, and 
efectiveness 

5.2.1 Qantitative results. In the descriptive analysis (see Fig. 5), 
help-seeking unambiguity was highest in the Work, whereas assess-
ments of politeness and appropriateness were notably the lowest in 
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the same condition. Care and Play showed similar levels of unam-
biguity, with Play receiving the highest scores in both politeness 
and appropriateness. Friedman’s ANOVA revealed signifcant dif-
ferences in both unambiguity (�2 (3)=27.179, p<0.001) and polite-
ness (�2 (3)=6.659, p=0.036), but not in appropriateness (�2 (3)=5.37, 
p=0.068). Post-hoc tests revealed that Work received signifcantly 
higher unambiguity ratings compared to both Care (� < 0.001) 
and Play (� < 0.001), with no signifcant diferences between Care 
and Play. Conversely, participants’ politeness ratings in Work were 
signifcantly lower than in Care (� = 0.04) and Play (� = 0.002), 
with Play further exhibiting a signifcantly higher politeness score 
than Care (� = 0.03). 

Participants’ willingness to help the robot was highest in Play, 
and was lowest in Work. Friedman’s ANOVA revealed signifcant dif-
ferences (�2 (3)=8.47, p=0.015). Subsequent post-hoc tests revealed 
a signifcant increase in willingness to help only when comparing 
Play to Work (� = 0.004). We further analysed participants’ willing-
ness to help the robot across diferent scenarios. The results showed 
that the willingness ranking remained consistent with the overall 
assessment for both the robot stuck and trafc light scenarios. How-
ever, in the robot block scenario, willingness to help was slightly 
higher in Care than in Play. Friedman’s ANOVA revealed signif-
cant diferences only in the robot stuck scenario, which requires 
the most physical efort for participants to push the robot out of the 
stuck, (�2 (3)=7.136, p=0.028). Post-hoc tests revealed that partici-
pants exhibited a signifcantly higher willingness to help the robot 
in Play compared to both Care (� = 0.03) and Work (� = 0.002), 
with Care also demonstrating signifcantly higher willingness than 
Work (� = 0.03). 

5.2.2 Qalitative feedback on help-seeking quality. 
Unambiguity: Most participants (n=21) perceived verbal help-seeking 
as clear and straightforward, while some considered the helping-
seeking strategies used in Care (n=10) and in Play (n=12) as lacking 

in unambiguity, thus necessitating closer observation of the situa-
tion to understand the robot’s requests (n=7). The unambiguity and 
efciency of speech communication were indicated by fve partici-
pants as the primary reason for rating verbal help-seeking as their 
most preferred strategy. Seven participants also found the playful 
help-seeking approach easy to understand. Some attributed this to 
recognising the game from which the help-seeking originated (n=3), 
while others mentioned cues from the visualisation that helped in-
fer the robot’s intention (n=7), such as the ‘Pac-Man’ projection 
indicating the robot’s intended direction. P7, who belonged to the 
older age group of over 65 and was not acquainted with some of the 
games, managed to engage successfully, albeit after a brief period 
of contemplation, as expressed in their remark, ‘it did take me a 
minute to think’. This learning curve in grasping the help-seeking 
request was also mentioned by the other nine participants, with 
seven of them stating that their comprehension was developing 
during the interactive process, such as seeing ‘projections, kind of 
responding to my movements.’ (p12) 

Regarding emotional help-seeking, nine participants easily in-
ferred the robot’s need for help from its sad face, yet were unsure 
of the specifc assistance required, as p3 highlighted: ‘[...] you know 
that it needs help, but it’s not clear that it wants to cross the road and 
it wants you to press the button.’ Furthermore, participants indicated 
several instances of misunderstanding in both Care (n=4) and Play 
(n=7) conditions. For instance, some misconstrued the projection 
in Play as merely ‘advertisements’ (p5, p13), while others misinter-
preted the robot’s sad facial expression as being ‘out of battery’ (p4) 
or ‘malfunctioning’ (p5). 

Politeness: Rudeness and impoliteness were prominent in partic-
ipants’ comments about verbal help-seeking (n=16), with p3 and 
p8 notably exclaiming ‘How rude!’ immediately after hearing the 
robot’s request during the study. This aversion impression can be 
attributed to participants’ perception of verbal help-seeking as re-
sembling ‘commands’ (n=8), being ‘demanding’ (n=3), or giving 
them the feeling of being ‘ordered around’ (n=6). The impression of 
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an authoritative directive further led seven participants to express 
that they were not helping the robot out of their own will but felt 
obligated and even having a feeling of being ‘forced’ (p2, p9, p11). 
P16’s statement exemplifed this sentiment: ‘I still feel like I have to 
help it even though I didn’t like helping it as much. [...] being given 
the instruction, it almost feels like you have to help it, kind of thing.’ 
P11 even expressed concern that the robot might harm them if they 
did not comply with its requests, stating, ‘Maybe if I did not follow 
the sound commands, it would hurt me.’ In contrast, participants 
commented that Care (n=4) and Play (n=3) help-seeking strategies 
were less assertive and demanding. This perception could stem 
from the feeling that they have an option not to engage if they lack 
interest in these two conditions (n=9). For instance, as p1 indicated, 
‘If you don’t have the desire to help, you can just walk away. [...] It’s 
not demanding you to do anything.’ 

Appropriateness: Furthermore, fve participants found the robot’s 
verbal help-seeking abrupt or unexpected, as p5 indicated:‘I was a 
bit surprised when it frst spoke to me [...] you wouldn’t expect a robot 
to randomly ask a stranger for help. While the verbal help-seeking 
approach is direct, it was also perceived as interruptive by four 
participants. In contrast, the more implicit, playful strategies (n=6) 
and emotional expressions (n=2), though lacking unambiguity, were 
deemed less invasive and less likely to cause interruptions. 

Five participants expressed feelings of aversion towards the robot 
verbally asking for help. P14 highlighted this sentiment: ‘I feel like it 
is blaming me for being in his way’. Four participants conveyed their 
discomfort with the robot displaying negative emotions in the ‘Care’ 
condition. This sentiment was echoed by p17, who stated, ‘I don’t 
think anyone should be responsible for their [the robots’] personal 
negative energy.’ Moreover, P17 elaborated that their decision to 
help the robot was because they ‘just wanted to fnish this [the 
interaction]. I don’t want to see that sad face.’ 

Willingness to help the robot For the factors motivating partici-
pants, eleven participants expressed a neutral sentiment in Work 
condition. They did not cite specifc reasons for their willingness 
to help, suggesting it was a natural response for them, especially 
if it didn’t require ‘too much efort’ (p1) or if they were not ‘in a 
rush.’(p7, p17) In the Care condition, the predominant factor mo-
tivating participants to ofer help was the empathy evoked by the 
robot’s sad face, as indicated by nine participants. Regarding the 
playful strategies, four participants indicated that the projections 
sparked their curiosity to engage further. This intrigue was indi-
cated by p18, who expressed the intention to ‘take on a challenge’ 
and ‘to see if I could work it out’. Furthermore, some participants 
also raised concerns about the efectiveness of help-seeking strate-
gies for long-term deployment. Four participants indicated that 
they might not help the robot again in the Work scenario if they 
encountered it frequently in their daily lives. As p3 noted, they 
could ‘accept it (verbal help-seeking) [...] if it’s a one-time or two-time 
thing,’ but would be reluctant to ofer help if they ‘encounter this 
every day on the road’. Conversely, four participants indicated their 
willingness to assist the robot again if it used playful help-seeking 
strategies, as p9 noted it made them ‘delighted and more willing to 
help again’. 

It is noteworthy that in scenarios where the robot was stuck 
and needed people to push it, six participants reported a decreased 
willingness to help due to the increased physical efort involved. 

However, p14 and p21 highlighted that the playful strategies helped 
to mitigate the perceived exertion involved in assisting the robot, 
as p14 suggested: ‘ distracting me from the process of helping it’. This 
observation aligns with quantitative results, showing that partici-
pants’ enhanced willingness to help robots in the Play condition 
was more pronounced in the robot stuck scenario than in scenarios 
requiring less physical involvement (See Fig. 5, Right). 

5.3 Participant experience and mood change 
5.3.1 Qantitative Results. Descriptive data analysis (see Fig. 6) 
of UEQ ratings revealed Work as highest in pragmatic but lowest 
in hedonic quality, with Play exhibiting the inverse pattern. Fried-
man’s ANOVA showed signifcant diferences in both pragmatic 
(�2 (3)=8.25, p=0.016) and hedonic quality (�2 (3)=16.795, p<0.001). 
Post-hoc tests revealed that Work received signifcantly higher rat-
ings for pragmatic quality than both Care (� < 0.001) and Play 
(� = 0.03), with no signifcant diferences between Care and Play. 
Hedonic ratings were signifcantly higher in Play compared to both 
Work (� < 0.001) and Care (� = 0.0013), with Care also scoring 
signifcantly higher than Work (� = 0.03). 

Participants reported better mood levels before the experiment 
than after assisting the robot in all three conditions, with the worst 
mood assessment after assisting the robot in the Work condition. 
Participants’ moods after helping the robot in diferent scenarios 
showed similar patterns to the overall mood assessment, with work 
consistently rated the worst across all three scenarios. Play was 
rated higher than Care in robot stuck and robot block scenarios, but 
slightly lower in the robot trafc light scenario. Friedman’s ANOVA 
showed no signifcant diferences in the overall mood assessment, 
nor in comparisons within each scenario. 

5.3.2 Qalitative feedback: In the Work condition, participants 
generally appreciated the efciency of the speech strategies used for 
requesting help (n=16), even though it’s ‘less interesting’ compared 
to the other two approaches (n=5). Four participants reported a 
neutral feeling after helping the robot, with P1 indicating, ‘It feels 
like I’m just fulflling a task, like doing a job’. Two participants 
found speech help-seeking ‘less rewarding’ compared to the other 
two methods, and fve participants reported feeling unpleasant 
after assisting the robot. For example, p21 described a decline in 
mood after helping the verbally help-seeking robot, stating their 
‘mood went down’ after having to repeatedly help the robot three 
times. Five participants attributed their neutral or unhappy feelings 
to the robot’s lack of response after assistance. P14 exemplifed 
this sentiment: ‘I was expecting it to say thank you or something 
like that, but it doesn’t provide any feedback, which makes me a bit 
unhappy’. Furthermore, six participants expressed concerns about 
the accessibility of the auditory help-seeking approach, worrying 
that it might not be heard in noisy urban environments or by people 
wearing headsets. 

For the Care condition, eight participants reported positive feel-
ings after assisting the robot. Four of these participants noted that 
their positive response was similar to the feeling of helping other 
people or small animals in need. P20 encapsulated this sentiment: 
‘I would say that I felt the best when I helped the one with the sad 
face because it felt like I was, [...] helping out a person, almost.’ How-
ever, due to the robot’s human or animal-like expressions, more 
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participants – compared to the Work condition – expected a re-
sponse (n=9) or wished for more interactions with the robot (n=3). 
For example, some participants expressed a wish to see positive 
reactions, such as a smiling face (n=5) or behaviours indicating 
excitement, like a ‘dance to show some excitement’ as described by 
p17. Five participants reported negative feelings due to the lack of 
response from the robot after assisting it. Furthermore, fve partic-
ipants noted difculties in seeing the robot’s face when standing 
at the side of the robot or when pushing the robot from behind, 
factors which could negatively impact their experience. 

Participants generally feel that their experience of helping the 
robot in Play was ‘fun’ (n=8), ‘enjoyable (n=8), and ‘interesting’ (n=6). 
Additionally, two participants expressed excitement due to the 
novelty of the approach. However, p14 also noted that the sense of 
‘freshness will disappear’ with long-term deployment. Furthermore, 
in the Play condition, half of the participants expressed a ‘sense 
of accomplishment’ or achievement following their assistance to 
the robot. This feeling was exemplifed by p15, who refected, ‘I 
felt more fulflled, like, oh, I did something.’ Six participants noted a 
disconnect between game-playing and assisting a robot, with p16 
describing it as ‘more like having a game with the robot rather than 
helping it. Furthermore, fve participants highlighted the additional 
enjoyment that such games could bring to urban life, thus ‘adding 
colour to the city’ (p6). Another participant, p10, suggested that they 
would like to see more of these types of games, as they provide a 
good way ‘to kill the time [...] while waiting for the bus’. 

The most common negative feedback regarding the playful help-
seeking experience centred on the extra efort required beyond 
simply assisting the robot (n=8). For example, in the trafc light sce-
nario where participants were invited to press the button multiple 
times to complete a shooting game, four participants questioned 
the necessity of repeatedly pressing the button to complete the 
game. Additionally, fve participants expressed a desire to skip the 
game and help the robot directly. 

5.4 Attitudes towards the robot: acceptance, 
trust, and social attributes 
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Figure 7: Qualitative results of participants’ attitudes towards 
the robot. *: p < .05, **: p < .01, ***: p < .001 

5.4.1 Qantitative results. Following descriptive data analysis (see 
Fig. 7), participants’ acceptance of the robot was highest in Play and 
lowest in Work. Friedman’s ANOVA showed signifcant diferences 
(�2 (3)=9.156, p=0.01). Post-hoc tests indicated the acceptance scores 
in both Play (� = 0.001) and Care (� = 0.04) were signifcantly 
higher than in Work, with no signifcant diferences between Care 
and Play. 

Regarding the robot’s social attributes, it received the lowest com-
petence rating in Care and the highest in Play. The robot’s warmth 
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attributes received the highest rating in Care, slightly lower in Play, 
and the lowest in Work. The robot received the lowest discomfort 
rating in Care and the highest in Work. Signifcant diferences were 
found in Friedman’s ANOVA test across all three dimensions (com-
petence: �2 (3)=12.413, p=0.002; warmth: �2 (3)=13.130, p=0.001; 
discomfort: �2 (3)=13.505, p=0.001). Post-hoc tests indicated that 
the robot was rated signifcantly less competent in Care compared 
to both Work (� = 0.01) and Play (� = 0.001), with Play also scoring 
signifcantly higher than Work (� = 0.01). Warmth ratings were 
signifcantly higher in both Care (� = 0.001) and Play (� < 0.001) 
compared to Work, with no signifcant diferences between Care 
(� = 0.03) and Play. Robots in both Care (� < 0.001) and Play 
(� = 0.006) were rated signifcantly lower for discomfort than 
those in Work, and Care also scoring signifcantly lower than Play 
(� = 0.03). 

Participants’ trust was highest in Play and lowest in Work across 
both cognitive trust and afective trust subscales. Care received the 
lowest cognitive trust rating, while Work received the lowest afec-
tive trust rating. Friedman’s ANOVA showed signifcant diferences 
in cognitive trust (�2 (3)=7.670, p=0.022), but not in afective trust 
(�2 (3)=5.365, p=0.068) subscales. Post-hoc tests revealed that partic-
ipants’ cognitive trust ratings in Play were signifcantly higher than 
in Work (� = 0.01) and Care (� = 0.001). There were no signifcant 
diferences between Care and Work in the cognitive trust subscale. 

At last, the robot in Work was rated lowest in likability, followed 
by Care and Play. Friedman’s ANOVA showed signifcant difer-
ences (�2 (3)=15.438, p<0.001). Post-hoc tests indicated the likability 
scores in both Play (� = 0.001) and Care (� = 0.001) were signif-
cantly higher than in Work, with no signifcant diferences between 
Care and Play. 

5.4.2 Qalitative feedback on impressions of the robot. The synthe-
sised voice in Work condition was perceived by six participants as 
machine-like or artifcial. Three participants mentioned that the 
speech functionality aligned with their expectations of a robot, 
leading them to perceive the robot as ‘competitive’ (p14) and ‘profes-
sional’ (p17), while on the other hand three participants described 
the robot as ‘scary’ or ‘creepy’. 

In the Care condition, ‘cute’ was the impression most frequently 
attributed to the robot by participants (n=9). Additionally, we ob-
served that two participants petted the robot upon their frst en-
counter, as exemplifed by p1, who expressed a desire to comfort it 
due to its sad facial expression. Many participants also indicated 
that the facial expression made the robot more human-like (n=7) or 
animal-like (n=6). However, the sad emotion also raised people’s 
questions towards the robot’s capability (n=6), making it less trust-
worthy (n=5) or even ‘stupid’ (n=2). P12 exemplifed this sentiment 
by describing the robot with the sad face as ‘useless’, likening its 
helplessness to the impression of ‘a baby’ and commenting, ‘It’s 
like a baby, so I don’t think I can trust the robot to do a lot of things.’ 
Furthermore, three participants felt manipulated by the robot dis-
playing a sad face to prompt them to ofer help. P3 noted, ‘The one 
with expressions feels like it’s a robot using tactics, like pretending to 
be pitiable.’ Another intriguing response from p1 suggested they 
felt somewhat ‘being scammed’ for helping the robot. 

In the Play condition, fve participants described the robot as 
‘smart’ or ‘intelligent’. Three participants indicated that they have 

more confdence in the robot’s problem-solving abilities. P14 further 
elaborated on this point, indicating that the robot appeared ‘to 
have predicted that it would encounter such difculties’ and was 
able to use a playful strategy ‘to overcome a particular scenario’. 
Two participants described the robot as being ‘active’ (p16) and 
‘sociable’ (p17), noting that it consistently sought the attention of 
passersby to engage them in game-playing. Furthermore, while 
four participants perceived the robot projecting a game onto the 
ground as less human-like, even comparing it to a ‘game console’ 
(P3), two other participants felt as though they were playing a game 
with a ‘kid’. 

6 DISCUSSION 
The section starts with three key considerations for facilitating 
robot help-seeking from bystanders generated from study results, 
then delves into a focused refection on the game-inspired playful 
help-seeking strategy. 

6.1 Casting bystander help as voluntary 
engagement over obligated response 

Achieving task efciency has long been one of the primary ob-
jectives in human-robot collaboration [1]. Thus, verbal speech 
help-seeking has become the most common method for robots 
to express their need for assistance, due to its rich and intuitive 
communication, widely adopted in both research [3, 11, 12, 43, 77] 
and commercially-deployed urban robots [57]. However, our study 
results raise questions about whether such explicit, direct, and 
objective-oriented approaches are suitable for situations where 
robots request help from bystanders. Despite its clarity and commu-
nication efciency, verbal help-seeking was perceived negatively in 
terms of politeness and appropriateness, casting an unfavourable 
impression of the robot as also evidenced through the lowest levels 
of liking and acceptance among all tested conditions. Participants’ 
comments revealed a confict that emerged from their perceived 
role as passive bystanders without responsibility towards the ro-
bot, as opposed to the sense of command and obligation that they 
felt when receiving direct requests from the robot. This confict in 
turn resulted in aversion and their reported reduced willingness to 
provide assistance. 

In contrast, implicit methods such as emotional expression and 
playful engagement, while less efcient in terms of clear communi-
cation, were perceived as more polite and socially acceptable. For 
individuals who casually encounter urban robots in public spaces 
while being involved in a variety of activities and having diferent 
agendas, there is often a misalignment of goals with those of urban 
robots [40, 65]. Consequently, it becomes crucial that when robots 
seek assistance from these bystanders, they do so in a manner that 
minimises disruption to the activities these individuals are currently 
engaged in. Therefore, participants generally favoured the indirect 
and implicit nature of emotional expression or playful help-seeking, 
as these approaches engendered a feeling of reduced obligation, 
conveying to the bystander that they have the freedom to ignore the 
request and opt not to assist. Urban robot help-seeking strategies 
should therefore consider implicit and less persuasive approaches, 
presenting bystander assistance as a voluntary, spontaneous act 
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driven by personal kindness or playful interest, rather than as an 
obligation, which is often associated with direct verbal requests. 

6.2 Incentivising bystander eforts through 
playful help-seeking strategy 

Prior research suggests that more laborious requests from robots 
tend to reduce people’s willingness to assist [77]. Our study ex-
plored this phenomenon across three distinct help-seeking scenar-
ios, ranging from minimal (such as stepping aside to allow the robot 
to pass) to such that required more physical efort (like bending 
over to push a stuck robot). We observed a clear trend in Work 
and Care conditions, where participants demonstrated a reluctance 
to engage in the more physically demanding task of pushing the 
robot. Interestingly, participants’ willingness to help in Play con-
ditions was consistently stable across all scenarios. Furthermore, 
the disparity between the playful strategy and the two other help-
seeking strategies in terms of willingness to help was even more 
pronounced in the robot stuck scenario that had the highest request 
demand. 

This trend was also mirrored in participants’ mood changes. 
In Work and Care conditions, more laborious requests (i.e., in the 
robot stuck scenario that required participants to bend over to push 
the robot) led to a decrease in their mood after helping the robot. 
Conversely, in Play condition, the most efort-intensive robot stuck 
scenario resulted in the highest reported mood levels. Although 
various game-inspired concepts may have infuenced the outcomes, 
participants primarily attributed the elevated mood levels in the 
efort-intensive scenarios to an increased sense of achievement 
and competence, which is the key motivational impact of gaming 
elements [80]. This experience efectively neutralised the perceived 
efort and the accompanying sense of fatigue. 

Drawing upon the principles of reciprocity and altruism in so-
cial exchange theory [22], our study highlights that bystanders, 
who do not directly beneft from urban robot services, often need 
a form of incentives for their time and efort in assisting robots 
they encounter casually. Such needs are particularly signifcant 
when the physical efort from helpers increases, highlighting the 
lack of direct mutual benefts. While playful help-seeking strat-
egy, leveraging gameful experiences, ofers a potential solution, 
using game elements as motivators could also raise ethical con-
siderations about invisible labour [26] – a concern also noted in 
socio-technical research on bystander assistance for commercially 
deployed robots [31]. While participants in our study generally 
expressed autonomy in deciding whether to engage in gameplay, 
it is important to be mindful of the potential for creating invisible 
labour when designing gameful incentives. 

6.3 Avoiding helpless robot portrayal 
Public trust and acceptance are crucial for the successful integration 
of robots into urban environments. There have been instances 
where distrust by the general public even led to regulatory bans on 
urban robots [34]. Despite this, the specifc impact of robot help-
seeking behaviour on people’s additutdes towards robots has not 
been explored in existing research. 

Previous research has shown that robots displaying sad emotions 
are more likely to receive human assistance, both in collaborative 

settings [81, 94] and when used in robot pets seeking help [23]. 
Our research expands upon the investigation of using emotional 
expressions to elicit help from bystanders, uncovering patterns that 
diverge from those in more traditional human-robot collaboration 
settings. While emotional expressions are generally efective in 
eliciting help in human-robot teaming [81], our fndings suggest 
that in casual bystander contexts, a robot displaying sadness was 
perceived as needy and less competent, which at the same time 
resulted in a decrease in people’s cognitive trust. These expressions 
even further engendered a perception of emotional blackmail, es-
pecially without an established human-robot relationship between 
bystanders. This aligns with prior fndings [92] that bystanders 
tend to view urban service robots as professional entities, thereby 
expecting them to exhibit profciency and dependability. 

In contrast, robots employing playful strategies were perceived 
as more capable, as they were perceived as actively helping them-
selves out of situations using well-prepared and dedicated strategies. 
This approach further resulted in enhanced trust and acceptance 
towards the robot. We therefore conclude that urban robot help-
seeking should avoid portraying robots as helpless or needy in 
order to minimise the negative impact on bystander trust in the 
robot. 

6.4 Refections on the game-inspired playful 
help-seeking design concepts 

Our user study demonstrated that integrating mechanics and vi-
sual cues from classic games has the potential to efectively engage 
bystanders in playful human-robot collaborations as a means to 
provide assistance to a robot. Notably, this was also true for the two 
participants (p7 and p13) from the older demographic group. Anal-
ysis of their willingness to help results in Play condition revealed 
that neither participant was statistically deviant from the overall 
sample, with standard deviations of 1.352 and 0.0854, respectively. 
Particularly, p7, who is over 65 and was not familiar with some of 
the games but managed to comprehend and engage successfully. 
However, while most participants could recognise and comprehend 
the game’s functions, there was some ambiguity about whether 
they were invited by the robot to participate. Noteworthy, this issue 
did not arise in the Tetris-inspired concept, as the movement of 
the tetra block in response to the participants’ actions made it im-
mediately clear that they had full control over the game elements. 
Conversely, in the other scenarios requiring mediation of other 
objects for game element manipulation (i.e. pressing the trafc light 
button to shoot the projectile or pushing the robot to chase the 
ghosts), participants faced a steeper learning curve and expressed 
uncertainty regarding their involvement. These fndings suggest 
that when designing game-inspired playful help-seeking requests, 
game elements should be designed in a way that they respond 
instantly to bystander movement or incorporate a feed-forward 
mechanism [63]. 

Repetition is a fundamental aspect of game design, serving as 
a key reinforcement of game mechanics and thereby enhancing 
player engagement [67]. Our design concepts also employed repeti-
tive elements; for instance, bystanders were required to press the 
trafc light button multiple times to eliminate all enemies. While 
enjoyable for some participants, others noted a disconnect between 
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the game context, requiring repetitive action, and the real-life con-
text, where a single press of the trafc light button is typically 
sufcient. This feedback highlights a potential mismatch between 
game mechanics and real-world expectations. Furthermore, several 
participants indicated a preference for omitting repetitive game-
play actions if they were in a rush. Considering the rapid pace of 
urban life, it is evident that designing for game-inspired playful 
help-seeking must be succinct and allow for fexibility in engage-
ment, accommodating the varying preferences and time constraints 
of bystanders. 

Moreover, it’s crucial to consider the broader urban environment 
where such playful engagements for robot help-seeking are situ-
ated. The novelty efect observed in our study, if implemented in 
the real world, necessitates consideration of the potential impact 
of people crowding, as people may gather around the interaction 
area. Furthermore, since the game-playing interaction is attention-
demanding, it could distract bystanders from cautiously observing 
their surrounding trafc environment, potentially leading to safety 
concerns. Additionally, the urban environment’s rhythm, busy on 
workdays and relaxed on weekends, could afect bystander engage-
ment levels. Game-inspired playful help-seeking design should thus 
adapt to these varying urban rhythms to better align with people’s 
availability and willingness to engage. 

6.5 Limitations 
First, the controlled lab study design may not fully refect spon-
taneous real-life helping behaviour, as some participants noted 
potential diferences in their decisions. In addition, the scenarios 
included in our study could be subject to the potential bias of social 
media posts, as they are derived from a previous online ethnog-
raphy study. Conducting feld studies with real robots and naive 
bystanders across more diverse scenarios could further validate 
our fndings. Second, the ecological validity of this work is limited 
by the use of a VR simulation. The novelty of the VR experience 
infuenced participants’ mood assessments, potentially leading to 
infated mood ratings after the VR familiarisation session. This may 
explain why the ‘helper’s high’ phenomenon – helping someone 
or something else can lead to psychological benefts – was not vali-
dated in our study. Furthermore, implementing the playful design 
concepts in VR overlooks potential technical challenges in real-
world implementations. For instance, limitations exist in projecting 
in outdoor environments due to variations in lighting and distance 
constraints. While the VR study validates the playful help-seeking 
strategy as a proof of concept, further technological refnement and 
adaptation are required for practical real-world application. Third, 
our study fndings are based on a small group of participants with 
Western cultural or educational backgrounds, which might have 
facilitated their understanding of such game-playing interactions. 
To ensure the generalisability of these fndings, further validation 
is necessary with participants from a more diverse range of cultural 
backgrounds. 

7 CONCLUSION 
Our study extended the use case of playful engagement in HRI from 
creating enjoyable experiences to facilitating casual collaboration. 
The evaluation study in VR with 24 participants found that playful 

engagement has the potential to enhance bystanders’ willingness 
to assist and improve their mood after helping the robot. In our 
study, this efect was particularly noticeable when the assistance re-
quired more efort. By comparing the helping-as-play strategy with 
helping-as-work (using verbal help-seeking) and helping-as-care 
(using emotional expression) strategies, we found that participants 
perceived verbal help-seeking to be impolite and that there was a 
decline in trust towards the robot when using sad emotions to re-
quest help. These fndings prompt broader considerations for robot 
help-seeking in urban contexts and ofer insights into playful help-
seeking as a strategy to obtain assistance from casual bystanders 
in dynamic and unpredictable urban environments. 
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