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Abstract

Stock market movements are influenced by public and private information that includes his-

torical market data, news articles, company reports, and social media discussions. Analyzing

these vast sources of data can give market participants an edge to make profits. However, the

majority of the studies in the literature are based on traditional approaches that come short

in analyzing unstructured, vast multimodal data. Also, most existing works focus on singular

data sources, which end up missing huge amounts of information from other data sources.

Recently, while multimodal forecast models have been proposed, they mostly focus on either

modality-specific or joint information in the modalities. Although there is a great opportu-

nity for the use of multiple data sources for market analysis, challenges exist in efficiently

modelling these modalities together. Another challenge lies in the multi-modal representa-

tion of these multiple modalities and capturing cross-modal information from the input data.

To address the challenges of multi-modal learning in stock market prediction, we propose

several innovative deep learning based learning models that can utilize both modality-specific

and joint information across modalities. The main contributions of these models lie in their

effective utilization of various data sources for price movement prediction, with advanced

multi-modal representations and data feature fusion techniques. We propose novel models

to predict both closing prices (regression models) and directional movements (classification

models). We evaluate the performances using various metrics (accuracy, MCC for classifi-

cation; MAE, MAPE, MDAPE, RMSE for regression) to evaluate the performances of our

models and compare them against the state of the art analysis models. In the experiments,

our proposed novel multimodal models outperform the baseline models and improve the pre-

diction performances. Our experiments with real-world datasets show the effectiveness of

the proposed multi-modal deep learning designs in stock market analysis and forecasting.
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Chapter 1

Introduction

Stock markets are considered one of the pillars of the modern economic and financial system.

Stock market is a financial market where the new issues of stocks, i.e., initial public offerings,

are created and sold at the primary market, whereas the succeeding buying and selling are

carried out at the secondary market [216]. Stock markets involve various market players

where they invest to gain potential benefits. But these huge gains are also associated with

high risks that can lead to losses. This makes stock market prediction an appealing area but

also a challenging task as it is very difficult to predict stock markets with high accuracy due

to high volatility, irregularity, and noise.

There are two main theories that assume the movements in the financial markets are

random and thus unpredictable - Efficient Market Hypothesis (EMH) and Random Walk

Theory(RWH). EMH [49] states that the price in the markets reflects the stock value ac-

curately and responds only to new information, which consists of historical prices, public

information and private information. Fama categorized markets as weak, semi-strong and

strong based on the plausibility of prediction [49]:

• Weak form: states that stock market prediction based on historical prices won’t lead

to huge returns as the historical prices are already reflected in the current price. On

the other hand, using private and public information can give excess returns.

• Semi-strong form: states that all of the past information - historical prices and public

information - is already reflected in the current price and cannot be used for analysis.

Private information can be used to predict markets.

1
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• Strong form: states that all types of past information are reflected in the price; hence,

using these for prediction won’t yield good results.

RWH aligns with EMH and states that financial markets are stochastic, and prices follow

random walk patterns, hence making it impossible to predict and outperform the market. In

this way, it is consistent with EMH, especially with its semi-strong form.

In contrast to these theories, behavioural economists claim that investors can be emo-

tional and thus, their behaviour can be explained using psychology-based theories. LeBaron

[106] show that there is a delay between the time new information is being introduced and

the market correcting itself by reflecting the new information, and Gidófalvi [63] report that

this lag is approximately 20 minutes. These results support the idea that new information

can be used in stock price prediction for a short duration.

Recently, a relatively new theory - the Adaptive Market Hypothesis - has been proposed

to bridge EMH and behavioural finance - efficiency and inefficiency of the markets - in order

to understand investor behaviour better. This theory assumes that markets can be predicted

by analyzing investor behaviour. Behavioural finance mainly focuses on understanding the

effect of investors’ psychology on their trading strategy and on the market [268].

Various approaches have been developed to analyze and beat the market. Fundamental

and technical analytical techniques and statistical and machine learning methods have been

widely explored. The first two are mostly based on human knowledge and reasoning in

areas such as locations of reversal patterns, market patterns, and trend forecasting [153].

Although these techniques take historical stock data into consideration, most of the existing

research takes stock prices as stationary data. Moving averages, exponential smoothing

linear regression, and other statistical methods have been widely implemented. However,

they haven’t been really effective as these models mostly assume linear relationships in the

data.

The success of machine learning methods in other time series applications made them a

good prospect for stock market analysis. Support vector machines and neural networks have

been vastly applied to predict price movements in the financial markets. The performance

of a prediction model mostly depends on the learned features. Early prediction models in

the field focus on the features from historical stock data. To analyze the influence of public

and private information, textual data from social media, news articles and official company

2



CHAPTER 1. INTRODUCTION 3

announcements have been utilized. While the use of deep learning techniques in stock market

prediction applications looks promising and brings a great opportunity, there are some existing

limitations in incorporating multiple data sources to forecast the market movement.

1.1 Challenges in Modelling Stock Markets

Multimodal learning involves processing inputs from multiple data modalities (e.g. financial

market data, social media and news data, corporate announcements). Although utilizing rich

and multiple data sources can improve the performance of a learning model, it also brings more

challenges, such as data alignment, representation and multimodal fusion. One of the main

research areas in this domain includes designing an effective multimodal fusion technique,

which is crucial in capturing the underlying information from the input modalities. Multimodal

fusion is the process of gathering these multiple data modalities together for a learning task,

and doing so effectively requires careful exploration of the data and learning algorithms.

Two of the main fusion techniques are early and late fusion. In the early fusion, the input

modalities are amalgamated as raw features at the first step, and then a representation and

learning model is constructed to analyze these combined features. Although this approach

can help to capture the inter-modal information, it mostly disregards the modality-specific

features of each input data source.

On the other hand, in the late fusion approach, the input modalities are first processed

separately, and the latent features are then brought together to create fusion features. This

approach first focuses on the individual inputs and extracting modality-specific information,

and then combining them to model their joint influence.

Another main challenge is the adoption of an effective methodology for multimodal rep-

resentation. In the literature, this is usually done by combining multiple features into a

compound vector, which is then further processed for the learning task. This process can

help to optimize the learning process by forming a single feature vector. However, repre-

senting multi-characteristic features with a compound vector at an early stage may fail to

encapsulate the deep hidden correlation of the various data modalities. Recently, tensors

and encoders/decoders have also been utilized for representation, which overcomes some

of the issues presented with the vector approach [120]. With the success of deep learning

3



4 1.2. AIMS AND OBJECTIVES

techniques, they are also being explored for multimodal representation.

With three or more modalities, bi-modal and cross-modal information among input pairs

can also carry useful information and can improve the model’s performance. On the other

hand, trying to model every bit of information can over-complicate the learning process and

may lead to over-fitting in the end. So, when designing multimodal learning architectures, it

is important to find the right balance between keeping the model as simple as possible and

not losing the important latent features in the input modalities.

It is also important to form correspondence among the input modalities, which involves

the alignment of the data features at an early stage. This process often involves aligning the

multiple data modalities based on an event or time (e.g. daily/weekly for stock markets),

and it is usually done before multimodal fusion.

In this research we explore the existing works and propose multimodal deep learning

models to address these issues for stock market prediction. The experiments with real-world

datasets show the effectiveness of our proposed models in improving the efficiency of the

market prediction models.

1.2 Aims and Objectives

Given the limitations above, this research focuses on multimodal deep learning and its imple-

mentation in utilizing various data sources for market prediction. We conduct research on

multimodal representation and fusion techniques and experiment with various deep-learning

algorithms for the effective utilization of various data sources. We explore the field and

propose methodologies to answer the following research questions:

1. How to design a deep learning architecture to effectively implement multimodal fusion

to utilize financial news and historical market data together for daily price prediction?

2. How to build a state of the art deep learning based multimodal representation model to

effectively utilize multiple data sources together while not losing the modality-specific

information from the input modalities?

3. How to analyze the cross-modal interactions of local representations in multiple modal-

ities for stock market analysis while not disregarding the relationships among the input

4



CHAPTER 1. INTRODUCTION 5

data? How to utilize the dependencies between the data modalities and long sequences

for an effective market prediction model?

In order to answer these questions, we focus on exploring some of the main challenges

of multimodal learning in the stock market analysis domain. We experiment with multimodal

fusion and propose deep learning based multimodal representation techniques. This research

further utilizes deep learning algorithms to effectively build multimodal learning stock market

prediction applications using various data sources.

We put three main points as the main objectives of this research in order to explore these

questions and propose answers. These three objectives are:

1. To construct a deep learning architecture that effectively implements multimodal fusion

to utilize financial news alongside historical market data to forecast the next day’s

closing price in stock markets.

2. To build deep learning (e.g. ResNet, Attention mechanism) based multimodal repre-

sentation in order to learn joint and bi-modal relationships from multimodal web data

in a classification task for stock market prediction.

3. To develop a multimodal learning application using Transformers and Attention mech-

anism in order to exploit the heterogeneity and interconnectedness of multiple data

modalities for financial market analysis.

1.3 Research Contributions

This research develops several deep learning methods to answer the above questions and

achieve the given objects. We present multimodal deep learning architectures to learn joint

and unique information from multiple modalities for stock market analysis. We propose

effective deep learning based architectures for multimodal fusion and representation. Our

experiments show the effectiveness of the proposed techniques for both regression and clas-

sification tasks in stock market analysis.

The main contributions of this research are:

1. A novel multimodal deep learning model to capture the data-specific and joint influence

5



6 1.4. THESIS STRUCTURE

of financial news and stock market data for the prediction of the next day’s closing

price in stock markets.

2. Three novel multimodal learning models that utilize ResNets, Attention mechanism

and Large Language Models for effective multimodal representations of multi-model

web data for price movement forecast.

3. A novel Transformer-based multimodal cross-attention network to extract both modality-

specific features and the cross-modal information from the data modalities in a unified

framework for the prediction of the price movement direction.

1.4 Thesis Structure

We first review the existing works in the domain and provide a literature review in Chapter 2.

Then we focus on adrresisng the gaps in the literature and providing answers for the given

research questions. In chapter 3, we present our published work in multimodal deep learning,

which is the first component of this research. The second component of our research is

presented in Chapter 4 and then we present the third contribution in Chapter 5. We then

conclude our research and provide our suggestions for future works in the area.

6



Chapter 2

Literature Review

In this chapter, we provide a review of the immense amount of existing literature on multi-

modal stock market analysis models. We present input data types and cover the main textual

data sources and variations, and provide discussions on feature representation techniques.

Then, we cover both statistical analysis and machine learning based techniques and create a

taxonomy of the major stock market forecast models. Importantly, we discuss representative

work in each category of the taxonomy, analyzing their respective contributions. Finally,

we show our findings on unaddressed open problems and give suggestions for future work.

The aim of this study is to survey the main stock market analysis models, representation

techniques for financial market prediction, shortcomings of existing techniques, and propose

promising directions for future research.

2.1 Input Data

It’s been shown that using multiple data sources together can improve the performance of a

forecast model [5]. Li et al. [131] show that using both technical indicators and news data

yields better results than only using either technical indicators or news sentiments, in both

individual stock level and sector level. In this section, we present the existing works in stock

market prediction domain based on the input data types, their sources and characteristics.

Quantitative stock data is a time series that can consist of daily closing price, opening

price, price change, closing bid price, volume, and closing offer price. The existing research

mostly focuses on stock market indexes such as DIJA, NASDAQ Index, NYSE Index, S&P

7



8 2.1. INPUT DATA

500, Hong Kong Index and others. These data can be extracted from various providers includ-

ing Retuers, Bloomberg, Yahoo Finance, Google Finance and others in various frequencies

such as daily, hourly, minute data etc..

Open, close, high and low prices are the opening, closing, highest and lowest prices in a

given frequency, respectively, and volume shows the total number of traded shares in that

duration. Another price component that is widely used is adjusted closing price which factors

the stock’s dividends, stock splits, and the new stock offerings. Thakkar and Chaudhari [218]

take open, high, low, close and trading volume for S&P 500 and DIJA indices. Wang and

Gao [231] focus on high and low prices and propose an LSTM model to predict high and low

prices of soybean xfutures.

Historical data have been used in variuos frequencies in the literature. Zhong and Enke

[267], Oztekin et al. [169] use daily stock data, and Ratto et al. [185] extract historical

prices from Google Finance API with a frequency of a quarter of hour. Matsubara et al.

[147] use daily data for Nikkei 225 and S&P 500 indices as input for a deep learning based

system. Li et al. [129] use financial news articles to run experiments on the tick-by-tick price

data in Hong Kong Stock Exchange. Xu and Cohen [249] categorize the stocks under nine

industries: Basic Materials, Consumer Goods, Healthcare, Services, Utilities, Conglomerates,

Financial, Industrial Goods and Technology. They extract the historical data for the period

of two years for 88 stocks: all the 8 stocks in Conglomerates and the top 10 stocks in capital

size in each of the other 8 industries. This data is used alongside twitter data for market

prediction. Xu et al. [246] also use the same dataset for their research. They propose a

novel stock movement predictive network via incorporative attention mechanisms that uses

tweets and historical price data for stock movement prediction.

Textual data can come from various sources - social media, financial and general news,

corporate announcements, blogging and micro-blogging websites. Textual content from news

[194], financial blogs [33], [166] and social media and discussion boards [16], [151], [184],

[209] have been used for stock market prediction. Dong et al. [48] compare the effect of

mass media and social media on the stock market in various frequencies. They show that

using mass media data can help with one-day horizon forecasting and social media can lead

to better performance in two-to-five day horizon.

One of the main sources of the textual data is news data from websites, journals and

8
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newspapers. Shi et al. [204] and Peng and Jiang [175] use financial news data from Reuters

and Bloomberg to predict stock price movements. Schumaker et al. [197] develop a sentiment

analysis tool and use it with a financial news article prediction system called Arizona Financial

Text (AZFinText). Wu et al. [240] use both news data and technical features for a regression

model. Nam and Seong [155] propose a novel model for price movement prediction based on

the financial news considering casual relationships between firms. They implement context-

aware text mining based on the company-specific financial news rather than general news.

Although financial news is widely used as it is assumed to be less noisy, researchers have

used filters in their data extraction such as all financial news, just company or product related

news, stock related news and others. Tetlock et al. [215] and Tetlock [214] claim that

general financial news has limited and short-lived predictive power on future stock prices.

Li et al. [124] find that fundamental information of firm-specific news articles can enrich

the knowledge of investors and affect their trading activities. Li et al. [128] work on both

company-specific and market related news data and use the summary of the news content

rather than the whole article in the analysis. Shynkevich et al. [207] use stock related news

and allocate them to five categories for their sentiment analysis model. Vargas et al. [227]

extract titles from financial news for their S&P 500 prediction model. Ding et al. [47]

employed features from news headlines for market volatility prediction. Li et al. [124] show

that stock prices are sensitive to restructuring and earning issues news.

The existing literature also varies based on the source of the news data. Most of the works

take the financial news from Reuters and Bloomberg [227; 147; 47] and Yahoo! Finance [194;

197]. de Fortuny et al. [37] use data from the online versions of all major Flemish newspapers

to predict commodity stock prices. Hong Kong Stock Exchange focused works mostly extract

financial news from a financial information platform called FINET (www.finet.hk). Tokyo

Stock Exchange related studies use Nikkei as their news source [5; 147], while some Chinese

works extract data from a platform called Wind, which is a widely used financial information

service provider [266].

The rise of the social media and micro-blogging websites created a huge source of data.

It is not uncommon for influential people to share their opinions about political or financial

situations on Twitter or other platforms and influence other market players’ decisions. Some

of the sources include Facebook, Twitter, Yahoo! Finance, Sina Weibo, Google Blog, Guba

9
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and Xueqiu.

Since social media data mostly reflect personal opinions, they have widely been used for

sentiment analysis applications. The research by Bollen et al. [16] is one of the pioneers that

uses Twitter data to evaluate the effect of public mood on stock markets. Smailovic et al.

[211] and Li et al. [111] also import tweets to analyze the relationship between textual data

and stock price movements. Wang et al. [237] use data from stock review blogs and employ

SVM to classify the emotions using bootstrapping classifier.

Like news, the nature of social media data in the literature varies as well. Although

most of the works extract Twitter data, some of the research focus on financial social media

platforms like StockTwits or discussion boards like Yahoo! Finance boards. Mahmoudi

et al. [145] use StockTwits data in their domain-specific sentiment analysis model with

deep learning architecture. Nguyen and Shirai [159] extract stock related data from Yahoo!

Finance message board and show that using sentiment information from social media can

help to improve the stock prediction. Zhang et al. [266] use a discussion board named Guba

(http://www.guba.com.cn) and Xueqiu, a Twitter-like investor social network in China to

extract user sentiments.

Corporate disclosures are considered more trustworthy and less noisy as they usually

include the latest official firm related information. These include quarterly earnings, legal

and management information, past and current performance and challenges of the business

[114; 178]. These documents, if decoded correctly, can give a major insight into a company’s

status, which can help to understand the future trend of the stock. Their influence on the

stock returns have been analyzed in the short and long-term [56; 99; 230; 210].

Feuerriegel and Gordon [56] analyze company ad hoc announcements to understand their

effect on short-term and long-term stock index predictions. Pröllochs et al. [179] use ad

hoc announcements from Thomson and Reuters to build a decision support model. They

build a sentiment analysis model with focus on negation scope detection. Hagenau et al.

[71] use disclosures to get more expressive features for stock market prediction. Groth and

Muntermann [65] also use ad hoc announcements to build and compare multiple classifiers

for stock price forecasting.

Balakrishnan et al. [9] build a text classification model using data for narrative disclo-

sures. Document-level information is processed for value-relevant information with features

10
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for risk sentiment and price momentum. Correlations are found between financial disclosure

in text and financial characteristics and market performance of a firm. In terms of economic

forecasts, the quality of disclosure documents and features is associated with future returns

and confidence estimates of a firm. Thus, predictive analytics on financial disclosure can be

used to condition the modelling parameters and product life cycles of a firm to particular

industry segments and entrepreneurship ecosystems.

There are also studies that analyze reports and documents by regulatory organisations.

Basu et al. [12] predict future investments by deriving industry-specific factors from SEC

reports about financial performance of firms. They use Lasso and factor analysis as part of

a supervised machine learning technique for driving corporate investments. Table 2.1 shows

some of the research done in the textual analysis for finance area.

While working with social media data or official company disclosures, researchers usually

take the whole content of the textual data. But there are various approaches to working with

news articles such as taking just the news title, the whole article content, or the summary

of the article. Shi et al. [204] compare using news title and content as input and conclude

that their proposed deep learning model does not benefit from using additional content; so

they focus on working with news titles. Li et al. [128] focus on the summaries of the articles

and compare the techniques using news article summarization and full-length articles. They

use both company-specific and market-related news articles and run experiments on five year

data from Hong Kong Stock Exchange at at the individual stock, sector index, and market

index levels. Their results show that using news article summarization for the prediction

improves the performance and is better than using full-length articles.

In the literature, studies have extracted different kind of textual data for market analysis

[128]: company related, both company and market related, product specific, sector related

and data about related companies have been analyzed for prediction tasks. Li et al. [126]

extract both company-specific and market related financial news written in English from

a major financial news vendor called Finet. Seong and Nam [199] extract financial and

economic news articles from Naver. Nuij et al. [165] use financial company-specific news

articles alongside with technical indicators to build trading strategies. Their results indicate

that combining news articles with technical indicators can lead to higher returns. Li et al.

[124] use firm-specific financial news articles alongside with data from discussion boards to

11
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Table 2.1: Stock market analysis using various types of textual content

Cat. Ref Type Source Market

News

Content

[197] News Yahoo Finance S&P 500

[37] News Online Flemish news-

papers

Brussels Stock Ex-

change

[207] News LexisNexis database S&P 500 Healthcare

sector

[87] News Reuters and

Bloomberg

S&P 500

[5] News Nikkei newspaper Tokyo Stock Exchange

Social

Media

[124] Forum data

(news and dis-

cussions)

Sina and EastMoney CSI 100 Index

[254] Daily blog, fo-

rum, newspaper,

social media data

Google blog, Google

news, BoardReader,

Twitter, newspapers

and business maga-

zines

824 public traded com-

panies across 6 indus-

tries from COMPUS-

TAT and CRSP

[160] Message boards Yahoo Finance 18 stocks from Yahoo

Finance

[266] News and social

media

Wind, Guba and Xue-

qiu

CSI 100 Index and

Hong Kong Stock Ex-

change

[30] Social media

based news

Sina Weibo CSI 300 Index

[16] Social media Twitter DIJA

[111] Social media Twitter 30 companies from

NYSE and NASDAQ

[145] Social media StockTwits

Official

docs

[113] Corporate filings SEC Edgar website Corresponding stocks

[56] Ad hoc an-

nouncements

DGAP(Deutsche

Gesellshaft fur Adhoc-

Publizitat)

DAX index, CDAX in-

dex and STOXX 600

index

[179] Ad hoc an-

nouncements

Thomson Reuters Corresponding stocks

analyze their effects on investors’ trading activities. Li et al. [111] extract social media data

from Twitter mentioning pre-selected 30 companies directly or indirectly (i.e. their products

or services.). For example, for the company Apple, their lookup keywords include ‘AAPL’

(market code of the company), ‘iPad’, ‘iPhone’ (company products), etc.. Yu et al. [254]

analyze data for a specific firm on a daily basis for a large range of firms rather than focusing

on one company or sector. The research includes data from overall media instead of a specific

12



CHAPTER 2. LITERATURE REVIEW 13

business domain which can lead to high misclassification rate and spurious correlations.

Some applications in the existing literature analyze the data based on the categories

within Global Industry Classification Standard (GICS). Nam and Seong [155] focus on asym-

metric relationship of firms within GICS sector and analyze company-specific financial news

considering casual relationships between firms (i.e target firm and casual firms). The pro-

posed method is tested on Korean market dataset and outperforms traditional algorithms

that assumes there is bidirectional influence between all firms. The research shows that,

even if there is no firm related news, the model can use news related to the causal com-

panies to predict the target firm’s price directional movement. Shynkevich et al. [207] take

news articles from LexisNexis database and allocate them to different categories according

to their relevance to the target stock, its sub-industry, industry, group industry and sector

(according to GICS as in Schumaker and Chen [193]). The results show that using multiple

news categories with the Multiple Kernel Learning outperforms SVM and kNN models using

single news category. Another finding is that using lower numbers of news categories reduces

the model performance.

On the other hand, Seong and Nam [199] claim that GICS is limited in finding relevance

regarding stock prediction and propose a model that incorporates heterogeneity and searches

for homogeneous groups of companies which have high relevance. The research combines

data from the target company and its homogeneous cluster (developed using k-means clus-

tering) and the tests show that the proposed model outperforms the GICS system based and

individual company level forecast systems.

The applications in the literature vary on the sources of the textual data as well. Shi

et al. [204] use financial news data from Reuters and Bloomberg and stock-related social

media data from Twitter for their deep learning based end-to-end model. Yu et al. [254]

analyze the influence of social and conventional media on short-term stock market returns

and risks. They show that when used separately data from social media gives better perfor-

mance, but sentiment analysis based on both social and conventional data may increase the

accuracy. Mahmoudi et al. [145] focus on social media data from finance-specific platform

called StockTwits. The authors also include emojis in their data to explore their effect on

investor sentiment analysis and show that it significantly improves sentiment classification

in traditional algorithms. Chai et al. [24] build a multi-source heterogeneous data analysis

13
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(MHDA) model by combining stock data, news event data and investor comments from fi-

nancial discussion boards. The model is tested on the data of palm oil features and a future

specific news events analysis module is developed to analyze palm oil related news articles.

2.2 Feature Representation

The representation of the given data - the features have a great effect on the performance

of a prediction model. It is important to extract meaningful representations from the input

data – let it be historical stock data or textual data. Hence, employing a good representation

technique is a crucial task that affects the outcome of the whole model. Here, we cover the

main representation techniques used in the literature for stock market analysis.

In the literature, fundamental and technical analysis are widely used to derive input fea-

tures for an analysis model. The major difference between these two strategies is related

to the nature of market features considered by each approach [153]. Fundamental analysis

focuses on the fundamental values of a stock and analyzes the market based on these values,

which covers financial statements, balance sheets, government policies, company market

data, and political and geographical circumstances. This kind of systematic approach allows

the investors to see the changes before they are reflected in the price and thus outperform

the market. Researchers have used data from market trends, financial and political news,

social media platforms to understand the fundamental value of a stock in order to improve

prediction accuracy. On the other hand, technical analysts focus on historical stock data for

their analysis as they believe that all available internal and external information is already

reflected in the price, and any patterns in the market data would include the fundamental

values as well. Technical analysis assumes that future price is tied to some patterns in the

historical data and defines technical indicators to describe these behaviours in the data. It

uses historical stock data such as stock prices, trading volume and breadth as their reference

point to derive mathematical indicators [213]. Widely employed tools in the are include chart-

ing, relative strength index, moving average, exponential moving average, moving average

convergence/divergence rules, relative-strength index, on balance volumes, momentum and

rate of change, directional movement indicators [104; 222]. Guo et al. [69] and Gunasekaran

and Ramaswami [67] use historical stock data to derive a set of technical indicators to get

14
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better results in the prediction process. Haq et al. [72] apply technical analysis for their

deep learning based analysis model. They calculate forty-four technical indicators and use

multiple feature selection approaches to find the best features for forecast. Shynkevich et al.

[208] study the relationship between forecast horizon and the time frame used to calculate

technical indicators. Using ten years daily price data for fifty stocks, they show that the best

performance is achieved when the input window length is approximately equal to the forecast

horizon. Patel et al. [172] test four prediction models for two different input approaches:

using technical indicators as input and representing technical parameters as trend determin-

istic data. Using ten technical parameters from ten years of stock data, they show that their

models perform better when they represent the technical indicators as trend deterministic

data. Kara et al. [93] derive multiple technical indicators (simple moving average, weighted

moving average, relative strength index and others) from ten years daily price data of ISE

National 100 Index for machine learning based forecast models. Ratto et al. [185] employ

technical indicators alongside dictionary based sentiment embeddings for market analysis.

The statistical approach is another widely used feature engineering technique for financial

time series data. Statistical methods are more about dimensionality reduction and information

compression. Principal component analysis, independent component analysis, singular value

decomposition are among widely used techniques. In Guo et al. [69], independent component

analysis is used for dimensionality reduction and canonical correlation analysis is used to

extract feature set for the forecast of next day close price. Zhong and Enke [267] employ

principal component analysis for ANN based market prediction model.

With the success of deep learning in various areas, researchers have also started exploring

deep learning techniques for financial time series data. Studies either extract features before-

hand and feed them into the network as input, or build an end-to-end model that can learn

feature representations by itself. Long et al. [142] propose a novel end-to-end model named

multi-filters neural network (MFNN) for feature extraction and price prediction on financial

time series data. Using both convolutional and recurrent methods to capture different feature

spaces, the model gives better performance than traditional machine learning techniques and

single-structure deep learning techniques (CNN, LSTM, RNN). Gunduz et al. [68] build an

end-to-end CNN-based model that combines feature selection and classification steps and it

outperforms classifiers that rely on manually selected feature sets for market forecast.
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In the literature, 2-g [71], noun phrases [193], sentiment words [124], topic modeling

[160] and bag-of-words [207], [65] are widely used textual representation techniques. Bag-

of-words approach is one of the most popular and basic approaches [156] that has been

employed in analyzing financial texts [63], [105]. Unlike general tokenization, this method

removes stop-words from the representations. Some implementations of BOW approach use

stemming technique for better representation. But this approach sometimes lacks the ability

to capture the semantics between words.

N-grams with various configurations have been studied for representation. Hagenau et al.

[71] compare 3-gram and 2-gram for analysis of ad hoc announcements and find that 2-gram

gives better results. The research also tests 2-word combinations with feedback-based feature

selection method and finds that its accuracy is better than noun phrases and 2-gram. On

the other hand, Pröllochs et al. [179] employ n-gram and test unigrams, bigrams, trigrams

and 4-grams for negation scope detection in their reinforcement learning model. They show

that reinforcement learning with 3-grams give better predictive performance.

Another technique is called noun phrases which extracts nouns and noun phrases from

a given text [220]. An extension of this method that is called named entities that focuses

on proper nouns from pre-defined categories. Semantic lexical hierarchy [198] and semantic

tagging [148] are employed for categorization. Named entities allows for better generalization

of previously unseen terms and does not possess the scalability problems associated with a

semantics-only approach [197]. Proper nouns technique extracts specific nouns and named

entities without a given category set. Schumaker and Chen [194] compare these techniques

for news articles and show that using proper noun method yields better results.

In the last decade, deep learning methods have been successfully used for feature extrac-

tion from textual data to predict stock markets. Word embeddings is one of the techniques

used to extract meaningful features from textual data. Researchers have used both domain-

general and domain-specific embeddings to analyze the features. Without correct domain

knowledge, it is a clear challenge to find effective matrices/measures to characterize the

market movement, and such knowledge is often beyond the mind of the data miners [242].

Li and Shah [117] implement a model with CNN to train domain-specific word embeddings

using StockTwits data. Shi et al. [204] employ a different technique that visually interprets

text-based deep learning models. Peng and Jiang [175] use word embeddings to represent

16



CHAPTER 2. LITERATURE REVIEW 17

textual data. Lee and Soo [108] use Word2vec technique to get valuable features from text

data. Mahmoudi et al. [145] employ deep learning with domain-specific word embeddings

to explore investor sentiment classification in financial markets. They show that including

emojis lead to a better sentiment classification. The proposed model was able to detect

abstract-level feature types such as sarcasm and irony. In [147], a deep neural generative

model (DGM) with news articles using paragraph vector algorithm is used for creation of the

input vector to predict the stock prices.

Sentiment analysis has been a big part of textual data usage for financial market analysis.

Researchers have developed various sentiment analysis methods using text-mining and natural

language processing techniques to determine the sentiment of data with respect to a specific

topic. Zhang et al. [262] employ Naive Bayes method to classify public sentiment as positive

or negative. Li et al. [111] employ TF-IDF to build a sentiment word list and a novel

technique named ‘concept map’ is built to capture the relationship between sentiment words

from tweets about a company and its products. de Fortuny et al. [37] use TF-IDF to analyze

news data for sentiment analysis and use sentiment polarity to assert the prediction of stock

price movement. Li et al. [124] extract proper nouns to represent the event information in

the news article and implement finance specific sentiment analysis (e.g. ‘bearish’ might mean

something different in finance world). Kelly and Ahmad [94] show that a trading system can

benefit from incorporating the sentiments from relevant news into next day trading decisions.

One of the techniques for sentiment extraction is lexicon-based unsupervised learning

approach. It is based on word or phrase count in a given text. Deng et al. [40] use a sentiment

lexicon - SentiWordNet 3.0 [6] - to analyze the sentiments of news, and predict stock prices

by training a multiple kernel learning regression model with the fusion of sentiments and

prices. Another widely used version is called SenticNet 5 [22].

Another technique is linguistics based which involves using manually marked dictionaries.

Li et al. [126] employ the Harvard IV-4 Dictionary and the Loughran–McDonald Financial

Dictionary in their news based sentiment analysis model. The research shows that sentiment

analysis with the given dictionaries yield better results than bag-of-words model. Table 2.2

presents some applications from the literature with their representation techniques.

Market prediction applications have widely utilized bag-of-words, n-grams, named entities

for textual representation. Shynkevich et al. [207] use simple bag-of-words, and Wang et al.
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Table 2.2: Stock market analysis with textual representation techniques

Category Ref Content Type Nature Representation

Traditional

techniques

[194] News Financial news Bag of Words, Noun

Phrases, and Named

Entities

[128] News Company-specific and

market related news

Bag-of-words

[197] News Financial news Proper Nouns

[155] News Company related news Bag-of-words

[179] Ad-hoc an-

nouncements

Official filings N-gram

[124] Forum Firm-specific news Proper Nouns

[56] Ad-hoc an-

nouncements

Official filings Bag-of-words

[71] Ad-hoc an-

nouncements

Official filings 2-gram

Deep

Learning

[47] News Financial news Event embeddings

[227] News Financial news Word2Vec

[5] News Financial news Paragraph vector

[266] News and social

media

Financial news Domain-specific

Word2Vec

[30] News Financial news Latent Dirichlet Allo-

cation (LDA)

[204] News and social

media

Financial news and

stock related twits

Word embeddings

[145] Social media Finance related tweets Word embeddings

Sentiment

Analysis

[160] Message board Stock related messages Bag-of-words; Aspect-

based sentiment

[16] Social media General tweets Sentiments using

OpinionFinder and

Google Profile of

Mood States

[126] News Company and market

related news

Bag-of-words

[230] employ bag-of-words with TF-IDF and represent corporate disclosures as feature vec-

tors. They show that utilizing textual data can improve prediction performance. In Li et al.

[120], bag-of-words method is used to build a term vector from proper nouns and sentiment

words. The authors propose a tensor-based stock information analyzer named TeSIA for

market forecast.

Deep learning algorithms have also been explored for feature representation and engi-
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neering. Li et al. [123] build a tensor-based event-driven LSTM model for market movement

forecasting. The authors use tensors to preserve the interconnections between different kind

of features – technical indicators and media sentiment. The proposed model shows supe-

riority when compared with state-of-the-art algorithms, including AZFinText, eMAQT, and

TeSIA. Li et al. [129] propose a model using deep learning representation architecture for

feature representations and extreme learning machine as the prediction model. The authors

show that using deep learned feature representation together with extreme learning machines

can improve the accuracy.

In Hogenboom et al. [80], events from news messages are weighted for their impact

on the price movements. The model includes an extra step that allows for word sense

disambiguation (WSD) to be incorporated in the event detection. The results show that

including WSD reduces noise reduction that is introduced by high-impact ambiguous events.

Word2vec and Glove are two widely used word embedding algorithms [145] that have

gained fame due to their success in textual representation. Vargas et al. [227] employ

Word2Vec to represent financial news titles from Reuters. Zhang et al. [266] use Word2Vec

to extract domain-specific word embeddings from Chinese financial news. The news corpus

data is used to extract stock-related events. In Xu et al. [246], textual data are represented

with word embeddings, which are fed into a bidirectional gated recurrent unit (Bi-GRU)

network and obtain the tweet-level contextual embeddings. The authors propose a novel stock

movement predictive network (SMPN) via incorporative attention mechanisms using Twitter

data and historical stock data. The incorporative attention combines local and contextual

attention mechanisms to clean the contextual embeddings by using local semantics which

reduces the noise in the features and improves the model performance.

FastText and Bert are two other important embedding techniques. de Oliveira Carosia

et al. [39] employ FastText to create word embeddings for Portuguese news data from

Brazilian online news sources. In Cheng et al. [32], a pretrained BERT is employed for news

embeddings which are later used for a novel multimodal prediction model. Colasanto et al.

[34] employ BERT to determine the polarity score of the events that influence the market.

The efficiency of domain-specific and domain-general word embeddings have also been

explored in the literature. Mahmoudi et al. [145] use GloVe and Word2Vec to extract

domain-specific word similarities from StockTwits social media data. The research shows
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that domain-specific word embeddings capture the investor sentiment better than domain-

general embeddings. Li and Shah [117] use CNN to build a large scale sentiment lexicon for

stock market. The authors train domain-specific word embeddings using StockTwits data

and show that domain-specific sentiment-oriented embeddings outperform domain-general

word embeddings such as Word2Vec model. Kraus and Feuerriegel [99] employ represen-

tation learning approach (i. e. pre-training word embeddings) by using a different, but

related, corpus with financial language and then transfer the resulting word embeddings to

their dataset from German ad-hoc announcements in English from DGAP. The authors build

a deep learning model with LSTM and compare it with traditional machine learning algo-

rithms using bag-of-words approach. The results show that the LSTM model are superior,

especially when the authors further pre-train word embeddings with transfer learning. Akita

et al. [5] employ paragraph vectors to capture the distributed representations of news articles

from the morning edition of the Nikkei newspaper. The authors show that using distributed

representations outperforms bag-of-words based methods.

Some of the works focus on the event representation and employ various techniques to

extract event information from textual data. Nuij et al. [165] extract events from Reuters

news articles for the companies in the FTSE350 stock index. The research employs the

ViewerPro tool for event extraction which relies on domain-specific knowledge. Ding et al.

[47] develop a neural tensor network to learn event embeddings from financial news titles.

The research represents events using dense vectors and analyze the combined influence of

long-term events and short-term events on stock price movements.

Sentiment analysis has been widely studied for market analysis. Li et al. [126] incorporate

Harvard IV-4 Dictionary and Loughran–McDonald Financial Dictionary sentiment dictionaries

to create a sentiment space for their news-based model. They show that using sentiment

dictionaries outperforms bag-of-words model at the individual stock, sector and index lev-

els, but models using just the sentiment polarity don’t perform well. Ratto et al. [185] use

McDonald dictionary and AffectiveSpace 2 [21] to extract sentiment emebeddings from sum-

maries of financial news articles for twenty most capitalized companies listed in the NASDAQ

100 index.

de Oliveira Carosia et al. [39] employ CNN for investor sentiment classification from

Brazilian news. The proposed model outperforms MLP and LSTM based models models for
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sentiment analysis of Portuguese textual data. Jing et al. [91] also compare CNN against

SVM, RNN, and LSTM and show that CNN outperforms others for investor sentiment clas-

sification.

Li et al. [130] propose a sentimental transfer learning approach that uses sentiments

extracted from news-rich stocks (source stocks) to improve the prediction performance of

the news-poor stocks (target stocks). The authors extract the financial news data from

from Finet that includes both company-specific and market related news. The sentiment

information is extracted using three dictionaries: Loughran-McDonald, Harvard IV-4, and

SenticNet 3.0. The authors test the proposed technique on the data of Hong Kong Stock

Exchange stocks from 2003 to 2008 and the results show that sentiment transfer learning

can improve the prediction performance of the target stocks. Qian et al. [180] use Word2Vec

to represent user comments and then employ CNN classifier to extract users’ bullish-bearish

tendencies. The experiments using data from Shanghai and Shenzhen 300 constituent stocks

show that users’ bearish tendencies are reflected in stronger market volatility and higher

market returns, and the consistency of online users’ tendencies has a positive impact on

market volatility. Bollen et al. [16] employ two sentiment analysis tools to evaluate the daily

Twitter feeds for sentiment extraction: OpinionFinder to get positive vs. negative sentiment

values, and Google-Profile of Mood States (GPOMS) for more detailed analysis that classified

the mood into 6 dimensions of sentiment (calm, alert, sure, viral, kind, and happy).

Studies also vary based on the level they focus for sentiment extraction. Yu et al. [254]

extract sentence-level and document-level sentiment polarity from social media – blogs, fo-

rums and Twitter, and conventional media – newspapers, television and business magazines

using Naive Bayes. Nguyen et al. [160] propose a new feature called ‘topic sentiment’ for

market forecast. They extract topic sentiment which represents the sentiments of the specific

topics of the company (product, service, dividend and so on), from Yahoo Finance Message

Board using Latent Dirichlet Allocation (LDA).

2.3 Learning Models

In the literature, there are diverse sets of methodologies and techniques applied to stock

market analysis. Statistical techniques, machine learning and deep learning algorithms have
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been implemented successfully. Figure 2.1 shows the categorization of the main techniques

used in the area. Although deep learning is a subsection of machine learning, we cover

it separately as these techniques have been growing in the recent years. Table 2.3 shows

some of the studies using various statistical methods, machine learning and deep learning

algorithms.

Figure 2.1: A taxonomy of stock market analysis models.

2.3.1 Statistical Techniques

Statistical methods including linear regression, auto-regressive moving average (ARMA),

auto-regression integrated moving average (ARIMA), generalized autoregressive conditional

heteroskedasticity (GARCH) and the smooth transition autoregressive (STAR) have been

widely used in stock market forecasting. ARMA employs auto-regressive models to under-

stand the momentum and mean aversion effects, while ARIMA was implemented to analyze

and reduce the non-stationarity in the time series data to stationary series. GARCH [59] and

STAR [190] have been employed as more advanced forms of statistical techniques. Franses

and Ghijsels [59] use GARCH to focus on additive outliers (AO) – corrected returns. The

research shows that the one-step ahead forecasts of volatility based on AO-corrected re-

turns outperform the forecasts from GARCH and GARCH-t models for unadjusted returns.

In Rounaghi and Zadeh [188], an ARMA based application is proposed for S&P 500 and

London Stock Exchange stocks forecasting.

Hybrid models have also been proposed by implementing various techniques together. Pai

and Lin [170] combine ARIMA with support vector machines for multiple stock forecasting

and Zhang [261] use artificial neural networks with ARIMA for British pound/US dollar
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Table 2.3: Stock market analysis using various analysis techniques

Category Ref Market Input Type Model

Statistical

Techniques

[76] S&P 500 Stock market data

and technical indica-

tors

GARCH

[188] S&P 500 Stock market data ARMA

Machine

Learning

[197] S&P 500 News and stock mar-

ket data

SVR

[155] Korean Stock Ex-

change

News and stock mar-

ket data

Multiple kernel learning

[65] Corresponding stocks

from announcements

Corporate filings and

stock market data

Naive Bayes

[185] 20 companies from

NASDAQ 100

News, technical in-

dicators and stock

market data

RF, SVM, ANN

[179] Corresponding stocks

from announcements

Ad hoc announce-

ments and stock

market data

Reinforcement learning

[159] Exxon Mobil, Dell,

eBay, IBM, Coca-Cola

Company stocks

Message board con-

tent and stock mar-

ket data

SVM with a linear ker-

nel

[37] Brussels Stock Ex-

change

Technical indicators,

news and stock mar-

ket data

SVM

Deep

Learning

[30] Shanghai-Shenzhen

300 Stock Index

(HS300)

News and stock mar-

ket data

RNN-Boost: RNN

with GRU

[99] CDAX Ad hoc announce-

ments and stock

market data

LSTM

[47] S&P 500 News, social media

and stock market

data

CNN

[227] S&P 500 News and stock mar-

ket data

RNN + CNN

[82] Chinese Stock Market News and stock mar-

ket data

Hybrid Attention Net-

work with self-paced

learning mechanism

[108] Taiwan Stock Ex-

change

News, stock market

data and technical in-

dicators

CNN + LSTM

[150] Stock price of Tsug-

ami Corporation

Event information,

backlog and stock

market data

LSTM-RNN
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exchange rate prediction. Wang et al. [230] create a hybrid model by combining ARIMA

with SVR. After getting feature vectors from textual data, ARIMA is used to analyze the

linear part. Finally, an SVR model based on textual feature vector is developed for the

nonlinear part. The authors compare the proposed model with a pure ARIMA model and a

hybrid ARIMA and SVM model that uses stock data only. The results show that the proposed

model outperforms the baseline techniques for the prediction of six pre-selected stocks.

Although there have been some success in applying statistical techniques, they can fall

short in analyzing complex time series data. The main shortcoming of these methods is

assuming linearity in the stock data and ignoring the stochasticity of stock markets.

2.3.2 Machine Learning

Financial markets have a non-stationary and non-linear nature and are considered dynamic,

chaotic and noisy [1]. Machine learning algorithms are able to approximate non-linear func-

tions and find underlying patterns which makes them useful in forecasting stock movements.

On the other hand, these algorithms are prone to over-fitting. They often have difficulty

finding the global optimum and can easily fall into local minima [102].

Various machine learning models have been tried for stock market analysis: support

vector machines(SVM) [95], support vector regression (SVR) [69; 70], k-nearest neighbors

(KNN) [264], decision tree classifiers [25], random forest (RF) [238], fuzzy system [201]

and hybrid methods [232; 173]. Pröllochs et al. [179] employ reinforcement learning to

build a tailored trading decision support model with a focus on negation scope detection.

The results also show that negations affect investor’s perception of the stock market and

reinforcement learning can make the negation scope detection more accurate. Smailovic et al.

[211] compare SVM with kNN and Naive Bayes based sentiment analysis models. They

use company-specific social media data and develop a novel sentiment analysis model for

stream-based active learning. They implement an active learning model using SVM classifier

to analyze the relationship between company related twit data and their stock price. The

results show that Naive Bayes under-performed compared to SVM and using kNN was not

computationally efficient – the model was too slow.

Below, we cover some of these techniques used for financial market analysis. Although

Deep Learning is a sub-field of Machine Learning, we put Deep Learning in Section 2.3.3 as
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an independent subsection due to its significant research advancements in the past decade.

Support Vector Machines

SVM is a supervised model that tries to minimize the upper threshold of the error of its classi-

fications [86] by transforming the training samples into a greater space. The transformation

is done with the help of kernel functions. It is a classification technique that maps training

samples into points in a space and tries to create a gap between them, so new examples can

be classified accordingly.

With ANN, SVMs are the most used machine learning techniques in stock market pre-

diction [75]. Schumaker and Chen [194] employ an SVM-based model for market prediction

using financial news and stock prices. Oztekin et al. [169] build three models – ANN, AN-

FIS and SVM - to predict daily stock price movements of Borsa Istanbul BIST 100 Index.

In the experiments, SVM outperforms the other two models. Ni et al. [161] employ SVM

with feature selection techniques for price index forecast. Li et al. [126] implement SVM

based prediction model that incorporates financial news. Cao and Tay [23] experiment with

adaptive parameters by incorporating the nonstationarity of financial time series into SVM.

The results show that the SVM with adaptive parameters outperforms the standard SVM

in financial forecasting. Yu et al. [253] propose an evolving least squares support vector

machine (LSSVM) learning paradigm with a mixed kernel to predict the movement direction

in financial markets. The model integrates a genetic algorithm (GA) for feature selection,

and another GA for parameter optimization of the model.

Support Vector Regression

SVR operates similar to SVM, with the main difference being a regression technique rather

than a classification one [224]. It attempts to transform training samples into multi-dimensional

hyperplane in order to minimize the fitting error and maximize the goal function. Like SVM,

SVR is also widely used for financial applications. Guo et al. [69] employ an SVR-based

model for one-day-ahead prediction of closing prices.

An SVR model with Self-Organizing Feature Map (SOFM) is used by Huang and Tsai

[85] for the analysis of Taiwan Stock Market Index (FITX). Patel et al. [173] propose to

integrate SVR in the first stage and fused SVR, ANN, and random forest (RF) in the second
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stage that combined SVR-ANN, SVR-RF, and SVR-SVR models for prediction.

Random Forest

Random forest (RF) [18] is an ensemble learning algorithm that uses decision trees as the

base learner. It integrates tree bagging [17] with random subspace technique. As the as-

sumption of prior distribution is not necessary in RF, the technique has been well implemented

in financial applications [100]. Patel et al. [172] build multiple prediction models using ANN,

SVM, RF and NB. Experiments on the data of CNX Nifty and S&P Bombay Stock Ex-

change (BSE) Sensex price indices show that RF algorithm outperforms SVM in the market

prediction.

Ballings et al. [10] compare three ensemble models – RF, AdaBoost, kernel factory –

against single classifier models such as NN, SVM, kNN, and logistic regression. They test

the models on the data from 5767 publicly listed European companies for one year ahead

prediction. The results show that RF outperforms all the other algorithms. Weng et al. [238]

employ RF regression for short-term price prediction using online data sources. Besides RF,

they also test NN, SVR and boosted regression tree. Their results indicate the boosted

regression tree (BRT) and the Random Forest Ensemble (RFR) as the best models for

predicting the 1-day ahead stock price. Ji et al. [90] employ RF for forecasting of multiple

stock indices using improved technical indicators based on wavelet denoising and a novel

two-stage adaptive feature selection method.

2.3.3 Deep Learning

Deep learning is a particular kind of machine learning that achieves great power and flexibility

by learning to represent the world as a nested hierarchy of concepts, with each concept defined

in relation to simpler concepts, and more abstract representations computed in terms of less

abstract ones [64]. The key advantage of deep learning is the capability of representation

learning and the semantic composition empowered by both the vector representation and

neural processing [115]. Deep nonlinear topology in neural networks can successfully model

complex real-world data by extracting robust features that capture the relevant information

[77] and achieve even better performance than traditional machine learning methods [15].
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The rising success of these techniques in pattern recognition, image and speech pro-

cessing and other fields, have made them a good choice for financial time series analysis.

Artificial neural networks(ANN) [267], convolutional neural networks (CNN) [101], deep be-

lief networks (DBN) [78], recurrent neural networks (RNN) [42], stacked autoencoders [14],

a new model of RNN – Long short-term memory (LSTM) [79] have successfully been applied

to different real-world applications. Deng et al. [42] use RNNs for feature learning and then

apply reinforcement learning with deep representations to trading decision making. Xu et al.

[248] propose a model with reinforcement learning based bidirectional gated recurrent unit

that includes attention mechanism. They introduce two novel attention mechanisms based

on global contextual and local semantic embeddings to deal with noise in textual data and

learn news-level representation with more abundant semantics. Lee and Yoo [110] compare

three RNN models for market analysis - SRNN, LSTM, GRU. The networks take open, ad-

justed close, high, low prices and volume as input and learn the features within the network.

Akita et al. [5] build a news-based analysis model using LSTM to predict next day’s prices

and compare their model with SVM, MLP and RNN. In their trading simulations, LSTM out-

performs the other models. Wang et al. [235] propose a novel model called Deep Random

Subspace Ensembles (DRSE) that uses public sentiment and technical indicators for market

forecasting. The proposed DRSE model combines deep learning algorithms and ensemble

learning. They take Tsinghua Sentiment Dictionary 1.0 for sentiment analysis but extend it

to enable more finance based word analysis. Shi et al. [204] build a deep learning based sys-

tem called DeepClue for end-users - stock traders from public/private funds. The proposed

deep regression model consists of four layers: a word representation layer, a bigram repre-

sentation layer, a title representation layer, and a feed-forward regression layer. DeepClue

bridges the analysis model and end-users by visually interpreting the main points of the pre-

diction model. Matsubara et al. [147] develop a novel Deep Neural Generative model for the

forecast of daily stock price movements using financial news. They employ paragraph vector

technique to represent textual data, and the comparison against support vector machines

and multi-layer perceptrons and show that the deep learning based model outperform the

traditional techniques in the forecast of both mentioned markets. Li et al. [131] use LSTM

network for analysis model and compare it with SVM and MKL based models. The authors

use sentiment analysis to represent textual data to use for market prediction alongside with
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technical indicators from stock data. The proposed model outperforms the baseline models

in terms of prediction accuracy when using both information sources. Cheng et al. [32] pro-

pose a novel multimodality graph neural network (MAGNN) to learn the lead-lag effects for

financial time series forecasting, which preserves informative market information as inputs,

including historical prices, raw news text and relations in knowledge graphs (KG). The model

includes a two-phase attention mechanism (inner-modality and inter-modality attention) to

infer the internal sequential patterns and inter-source lead-lag relations. Inner-modality atten-

tion mechanism is designed to automatically learn different contributions of graph-structured

sources to the target node within each modality inputs. While inter-modality attention is

proposed to learn weights among different modalities dynamically for a decent price move-

ment prediction of target nodes, as different modality contributes differently in different time

period. Yin et al. [251] propose a novel model called Graph Attention LSTM (GALSTM) to

learn the correlations between stocks from Chinese A-share market and perform the prediction

of these stocks’ prices automatically.

Hybrid deep learning techniques have been proposed to improve the model performances.

Park et al. [171] propose a prediction model called LSTM-Forest to overcome over-fitting by

combining LSTM with RF. Vargas et al. [227] show that combining RNN and CNN (RCNN)

is better than a CNN model and using textual data and technical indicators together has

positive influence on the model performance. Another hybrid model called RNN-boost is used

to predict the stock volatility [30]. LDA features and sentiment features are extracted from

social media data to be used with technical indicators. The proposed model incorporates

RNN and Adaboost and achieves an average accuracy of 66.54% and a best accuracy of

70.17%. The RNN model uses Gated Recurrent Units (GRU) to predict the stock price. Jing

et al. [91] employ CNN for sentiment classification and then build an LSTM based model

for one-day-ahead closing price prediction using technical indicators and investor sentiment

as its input. They show that investor sentiment with technical indicators outperforms using

technical indicators alone for price prediction. Ronaghi et al. [187] build a hybrid deep fusion

framework for stock price prediction using a new dataset called COVID-19 related Price

Movement prediction (COVID19 PRIMO). The model employs two parallel paths (hence

hybrid), one based on CNN with Local/Global Attention modules, and one integrated CNN

and Bi-directional LSTM path. Then, a multilayer fusion layer acting as a fusion centre is
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implemented to combine the localized features.

The main deep learning architectures used in stock market prediction literature are sum-

marized below.

Artificial Neural Networks (ANNs)

ANNs try to imitate the learning process of humans and work on identifying patterns in the

data. The basic unit is called a neuron which receives input and generates an output based on

the given function. Interconnected units are attributed with weights and the model attempts

to minimize the error by optimizing parameters.

The study by White [239] was the first to apply ANN models in the financial domain. Li

and Ma [132] review the neural network applications in financial markets. Laboissiere et al.

[103] implement a neural network model that takes stock prices and market index as input for

Sao Paulo stock exchange (BOVESPA). An automatic trading system was proposed using

ANNs by Vanstone and Finnie [223]. Gunasekaran and Ramaswami [67] use adaptive neuro-

fuzzy inference systems (ANFIS) model for prediction of stock close prices. Ticknor [219]

implement a Bayesian-regularized feed-forward ANN model for the one-day-ahead market

trend forecasting. Zhong and Enke [267] use ANN with principal component analysis (PCA)

for the prediction of S&P 500 ETF (SPY) returns.

Convolutional Neural Networks (CNNs)

CNN is a feed-forward neural network that contains more hidden layers than a standard neural

network model. A typical CNN architecture includes convolutional layer, pooling layer and

fully connected layers. The convolution, pooling and dropout operations makes it possible to

have much deeper architectures without over-fitting the data. Compared to some of other

deep learning models, CNN based models require more data as input.

After their success in areas such as image processing, Sezer and Ozbayoglu [200] build a

2-D deep CNN for stock market trend forecasting. They use 15 different technical indicators

each with different parameter selections with stock price data, and transforms them into 2-D

image. Then each indicator creates data for 15-day period and 15x15 sized 2-D images are

created. Their algorithmic trading model is used for Dow 30 stocks and daily prices of nine

Exchange-Traded Fund (ETFs). Gudelek et al. [66] also apply CNN to stock price movement
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forecast using ETFs. Wang [234] build a deep convolutional fuzzy systems (DCFS) and fast

training algorithms for the DCFS for the forecast of Hang Seng Index (HSI).

Long Short-term Memory (LSTM) Models

RNNs can process raw text in sequential order to learn context specific features. But van-

ishing gradient problem and short context dependencies affect their real-world performance

[13]. A new model of RNN – LSTM [79] has been proposed to overcome that issue. LSTM

employs memory cells to process inputs with long dependencies [79]. It uses hierarchical

structures and a large number of hidden layers for feature engineering.

LSTM has widely been used in financial and other time series models. Minami [150]

implement an LSTM based model that takes event information, backlog and stock prices

single stock price prediction. Liu et al. [137] combine CNN and LSTM for market prediction

by using CNN for stock selection and LSTM for the prediction. Fischer and Krauß [57]

show that LSTM outperform memory-free classification techniques such as random forest

and logistic regression classifier for the prediction of a single stock market index. Akita

et al. [5] represent textual data with paragraph vectors in their LSTM prediction model and

test the model on the data from fifty companies listed in Tokyo Stock Exchange. Nelson

et al. [157] also build and LSTM based model for IBovespa index prediction where they

use technical indicators and stock data as input. They show that LSTM is able to learn

even with input with very large dimension. Rezaei et al. [186] explore LSTM and CNNS with

empirical mode decomposition (EMD) and complete ensemble empirical mode decomposition

(CEEMD) algorithms for one-step ahead stock market prediction. They build three novel

hybrid algorithms, i.e., CEEMD-CNN-LSTM and EMD-CNN-LSTM, to extract deep features

and time sequences from stock price data. Liu et al. [138] use LSTM for market trend

prediction using patent data and fundamental stock data where they transform the input

data into wavelet transforms using discrete wavelet and feed into LSTM network.

Restricted Boltzmann Machines (RBM)

RBM is a different type of ANN model that can learn the probability distribution of the

input set [181]. RBM consists of visible and hidden layers and the units in the layers are not

connected. The learning process is performed multiple times on the network [181].
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RBM has been successfully applied to financial market forecasting. Furao et al. [61]

develop an improved deep belief network with continuous RBMs to exchange rate predic-

tion. The model is tested with British pound/US dollar (GBP/USD), Indian rupee/US dollar

(INR/USD), and Brazilian real/US dollar (BRL/USD) weekly exchange rates data sets. Their

results show that the improved model works better than conventional neural networks such

as feed forward nets.

Kuremoto et al. [102] propose a 3-layer deep belief networks for stock market prediction.

Their DBN involves two restricted RBMs to capture the feature of input space of time series

data. They employ particle swarm optimization algorithm to optimize the RBMs structure.

Liang et al. [134] build an RBM based model for short-term stock market trend prediction.

2.4 Summary and Research Gaps

It has been shown that public mood and emotions have influence on trading strategies,

which affects the prices [8]. Research in behavioral finance also shows that the stock market

movements are affected by emotion [38] , financial news and social media content [197; 124].

Yu et al. [254] experiment with multiple textual data sources and show that the impact of

different types of social media varies significantly.

In this section, we summarize the works from the previous sections and present the

research gaps in the literature. We present some existing works in terms of the textual data

they use, the representation types for the data and analysis models. We review some of the

experiments and represent their results and comparison. Table 2.4 summarizes some of the

representative works in the area.

With the success of machine learning and deep learning algorithms in other domains,

researchers have also started to explore their applications for stock market analysis and

forecasting. But most of the existing works in the area focus on single-mode applications

with historical market data being the main source for a lot of applications, where deep learning

techniques are applied to make predictions based on stock market data. Recently, with the

increasing amount of web data, the incorporation of various data sources into forecast models

has been explored [191; 28; 54]. It can be seen from Table 2.4 that various types of data

modalities have been utilized for stock market analysis.
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As mentioned in previous sections, modelling multiple modalities together is a challenging

task, and in the literature, most of the works either focus on the input-specific features or

joint features to make market predictions. However, it is important to capture both modality-

specific and joint information. Also, multimodal representation and aligning data with varying

characteristics for market analysis pose another challenge. Another focal point with time

series analysis is modeling the dependency between long sequences and among the input

modalities when using multiple data sources.

To address these challenges, we first propose a multimodal deep learning model where we

effectively implement a multimodal fusion architecture to predict the next day’s stock price.

Then we build a novel multimodal representation network that utilizes ResNets, Attention

networks and LLMs to effectively extract joint and modality-specific information from the

input modalities. In our last contribution, a novel attention based design is proposed to

model the interconnectedness of the web and market data for market analysis.
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Table 2.4: Representative works in stock market analysis with text data

Cat. Ref Text type Feature Model Notes

Data

[126] News Bag-of-

Words

SVM This research uses both

company-specific and market-

related news. It also builds a

sentiment space using 2 well

known dictionaries.

[128] News Bag of

Words

SVM This research takes both

company-specific and market

related news. It extracts the

summary of the text rather than

using the whole article

[207] News Bag-of-

words

Multiple ker-

nel learning

It shows that using multiple

news categories helps with the

forecast performance

Feature

[5] News Paragraph

vector

LSTM It shows that distributed

representations of text are

better than bag-of-words and

numerical-data-only methods

[124] Forum Proper

nouns

SVR This research uses domain spe-

cific sentiment analysis with

firm-specific news data

[197] News Proper

nouns

SVR It builds a sentiment analysis sys-

tem and shows traders’ contrar-

ian character – buy after bad

news and sell after good news.

[179] Official

an-

nounce-

ments

n-gram Reinforcement

Learning

This research shows that nega-

tions affect investor’s perception

of the stock market and rein-

forcement learning can make the

negation scope detection more

accurate.

Model

[227] News Word2Vec RCNN This research proposes a novel

RCNN model by combining RNN

and CNN for different tasks

[266] News and

Social

Media

Word2Vec A novel

tensor-based

model

This research develops a novel

tensor-based prediction model.

It uses domain specific word em-

beddings.

[204] News

aresnet

filter and

kernel

sizend

Social

Media

Word Em-

beddings

Deep NN It builds a visually interpreted

end-to-end framework for end

users
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Chapter 3

MMDL: A Novel multimodal Deep

Learning Model for Stock Market

Prediction

In this chapter, we explore the multimodal applications in the stock market analysis space and

explore the utilization of various data sources for a regression problem. We propose a novel

deep-learning model for the effective fusion of various data modalities. Initial work in the

area shows that textual data and historical market data can be analyzed, and both modality-

specific and joint information can be effectively captured by multimodal deep learning models.

3.1 Introduction

It has been shown that the stock markets are influenced by various information sources,

including transaction data, news [194] and social media [16], and official announcements

[178]. Although early models in the literature focus on single-input models, researchers have

also started to analyse multiple data sources for market prediction [5; 227]. Using news

articles with fundamental data can lead to better results [37] and social media and market

data can be analysed together to predict the stock volatility [30].

One of the main challenges encountered in the literature is modelling these various infor-

mation sources. One approach that has widely been applied in the literature is early fusion,

where multiple input types are directly merged together to create a common input. The
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common way of doing this is to concatenate these inputs to form a compound vector and

feed this newly formed vector into a model to make predictions. Paragraph vectors from

textual data and market data [5] and news sentiments and market data [131] have been

concatenated together to be used in LSTM based prediction networks. Recently, researchers

have started implementing tensors to capture the joint effect of multiple data sources to-

gether [120]. They have been employed to capture the interconnectedness between technical

indicators and news sentiment data for market analysis [123].

Another technique for utilizing various data types is the late fusion approach, where each

input is first analysed separately to capture the unique features. These features are then

combined together for prediction. Two separate networks are used in [227] to analyse the

input data – financial news and market data, and then are combined together for binary

classification.

Although early fusion techniques are good in capturing the joint effect of multiple data

sources, they tend to miss unique features that come with each input. On the other hand, late

fusion models are able to extract modal-specific features by analysing each input separately.

But their main disadvantage is that the joint effect of multiple data sources are mostly lost

here. The architecture of a prediction model plays an important role in the end performance

and a model with a good architecture can outperform other models even with a less powerful

textual representation technique [227].

In this research, we propose a multimodal deep-learning model, which we call MMDL,

that targets to capture data-specific information from stock market data and news data and

the joint effect of both data sources. We aim to achieve this target by employing two unique

sub-networks and one common network for feature extraction. We use an LSTM network for

stock market unique network, and use a hybrid CONV-LSTM model [245] for the common

network and the news text unique network. The main contributions of this chapter are the

following:

• We construct a deep learning-based prediction model with a multimodal architecture

consisting of multiple sub-networks to capture both input-specific and common infor-

mation from financial news and fundamental data. The common network employs a

hybrid deep network to analyze the inputs together.
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• Glove embeddings are employed to represent the financial news titles. Since there

are varying numbers of articles per day, we first create a single vector per article by

summing all embeddings together and then take the average of a given day [47].

• We implement deep networks in our subnetworks and a fully connected layer in the

output layer to predict the next day’s closing price. The fundamental data network

utilizes LSTM as they are able to learn from time series data. We use a hybrid CONV-

LSTM model for the common and text unique networks, where the input goes through

the convolution operation before being analysed by the recurrent layer.

• We evaluate the performance of MMDL against baseline models with price-only and

multimodal architectures where the networks use the same input as the proposed model.

• We run tests on a new dataset that includes financial news from Reuters and S&P500

index fundamental data from 2013 to 2019. In our experiments on real-world data,

MMDL outperforms current existing models in all popular evaluation metrics. The

results show that utilizing financial news, with the architecture of the proposed MMDL

network can significantly improve the stock market prediction performance.

The results show that capturing both unique and common information can improve

the prediction performance. We also show that although utilizing financial news can

help the model, the architecture of the network also plays an important role in the

performance.

The rest of the chapter is organized as follows. In Section 3.2, we show the related

work in the multimodal market prediction research, and then introduce the architecture of

the proposed model in Section 3.3. Section 3.4 covers the dataset, baseline models, experi-

mentation details and results. In Section 3.5, we give conclusions and our recommendations

for future work.

3.2 Related Work

In this section, we review the multimodal financial market prediction literature with a focus

on utilizing financial news. Financial news data have been used with technical indicators for
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market prediction [227; 5]. It has also been shown firm specific news can improve trading

strategies [37; 124] and lead to higher returns [165]. In a study by Shynkevich et al. [207], a

Multiple Kernel Learning (MKL) based model is employed to analyse stock related news and

market data for S&P500.

Various textual representation techniques have been employed to understand the rela-

tionship between the markets and breaking news [193]. In the novel news-based prediction

system called Arizona Financial Text (AZFinText) [197], proper nouns are used to extract

article sentiments. The experiments with S&P500 index prices show that investors can be

contrarian: they tend to buy after bad news and sell after good news. It has been shown that

using noun phrases for text representation can lead to better prediction results than named

entities and bag-of-words in news-based market prediction models [194]. Various word em-

bedding vectors have been employed to represent the textual news data for market prediction

[227; 87].

Event representations and embeddings have been utilized to capture more complex fea-

tures in news-based forecast models [47]. The authors employ a CNN based deep network

to create event embeddings from news titles. They take financial news articles from Reuters

and Bloomberg and use Word2Vec word embeddings to represent the text data. The authors

first build a neural tensor network to learn event embeddings from the news data and then

feed these to a CNN based prediction model for S&P500 movement prediction.

Paragraph vectors have also been implemented to encode the textual news data for

market prediction [5]. The authors work with both financial news articles and market data to

predict 10 company’s closing stock price. They use paragraph vectors and build a regression

model using LSTM. If a company does not have any article at a given time step, a zero

vector is used. On the other hand, if there are multiple articles, an average of these vectors

is taken. The authors use early fusion approach and concatenate the textual information

and market data into a single compound vector to form the input for the prediction network.

The textual data include the news articles from 2001 to 2008 from Nikkei newspaper and the

market data is extracted for the 10 most frequently mentioned companies in these articles.

The results show that LSTM outperforms the traditional machine learning techniques (MLP,

SVR, simple RNN), while paragraph vectors seem to be a better representation technique

than bag-of-words. They also show that using financial news and market data together
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improves the prediction performance.

Sentiment analysis models for stock market prediction have been widely explored. A

research by Li et al. [126] builds an SVM based prediction model with dictionary based sen-

timent analysis model using Harvard IV-4 Dictionary and the Loughran–McDonald Financial

Dictionary. Their data consists of company-specific and market related news from FINET

(www.finet.hk) and five years daily stock prices from Hong Kong Stock Exchange. The

results show that the proposed approach outperforms bag-of-words only representation. In

another research, they show that using article summarization rather than the full article can

improve the prediction model performance [128]. Another study by Li et al. [131] use market

data and financial news data for sentiment analysis based prediction model. They generate

news sentiments time series and technical indicators time series and concatenate them by

date to create input for an LSTM network. In the experiments on HKSE data multimodal

model outperforms both price-only and news-only models in stock level and sector level. They

also show that LSTM network outperforms SVM and MKL based baseline models.

Researchers have utilized CNN for textual analysis and feature representation. CNNs

employ convolving filters to capture local features in the data [107] and they have been

shown to perform well with textual data [92; 98]. CNNs and LSTMs have been implemented

together to utilize both networks advantages in hybrid market analysis models [227]. A

research by Vargas et al. [227] uses financial news titles with market data and technical

indicators for prediction of intraday directional movements of S&P 500 index. The research

analyses the input information separately and later merge the extracted features for binary

classification. The textual data is represented using Word2Vec word embeddings and fed

into a CNN and later to an LSTM network, and the market data and technical indicators

are fed directly into an LSTM network. The outputs of these two separate networks are fed

into the output layer of the proposed hybrid model which generates a binary class for the

movement direction. They conclude that textual data and technical indicators improve the

performance and the proposed CONV-LSTM model is a better structure than CNN for the

index prediction task. In their experiments, they show that although event embeddings (EB)

are better representations than word embeddings, their model outperforms EBNN because

of the network architecture.

In the study by Lee and Soo [108], a Recurrent Convolutional Neural Network (RCN) is
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built for market prediction using financial news and market data. The authors take a different

approach and analyse the textual data separately before combining the features with price

vector. The news titles are vectorized using Word2Vec word embeddings and fed into a CNN

to capture local features of the input. The output of CNN is a single scalar and combined

with market data to form the input for LSTM network. The experiments using the data of

TWSE index and four stocks in TWSE show that the proposed RCN model is better than

LSTM with lower RMSE.

A novel tensor-based model was proposed by Zhang et al. [266] to predict multiple corre-

lated stocks at the same time by incorporating the joint effect of multiple data sources. They

build a tensor to capture the relations between the events from news articles and investors

sentiments from social media data. Two separate matrices – a stock quantitative feature

matrix (market data) and a stock correlation matrix – are constructed to help with the tensor

deconstruction. The experiments on the China A-share stock data and the HK stock data

show the effectiveness of the proposed model.

3.3 Model Design

Stock market prices are affected by various data types such as historical stock data, financial

news data, and sentiment on the social media. These data sources have been incorporated

into deep learning models in different ways. One of the strategies is to merge data vectors

from multiple data sources and then apply a deep prediction network. Another methodology

is to implement separate networks to capture data-specific features and later concatenate

these at the output layer for prediction.

These strategies either capture common features from multimodal networks or input-

specific information from each data source. However, it is important to employ both of

these information for the analysis model. To this end, we propose to utilize both inter-

modality and intra-modality information in the analysis by creating two unique networks and

a common network in the feature layer.

In this section, we introduce the design of the proposed multimodal architecture - MMDL

for stock market prediction. We propose to utilize both inter-modality and intra-modality

information by analysing the inputs both jointly and separately. The model, shown in Figure
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3.1, consists of an input layer, a feature layer that includes three sub-networks to capture

the unique and common information, and an output layer.

Figure 3.1: Demonstration of the MMDL architecture design.

3.3.1 Input Layer

The Input layer takes stock market data and textual news data for processing. We describe

these below.

Text Data Layer

We use Glove embedding to represent the news. To manage the irregularity in the data, we

first create a single vector per article by summing all embeddings together and then averaging

the resulting sum across all embeddings in a day [47].

It has been shown that prediction models benefit from incorporating financial news data

[5] and using news titles can lead to better results than the whole article body [204]. We

take all financial news titles per trading day and clean the text for processing. To manage the

irregularity in the number of articles per trading day, we average the titles’ embedding vectors

per day. First, we create encoded vectors of each title using pre-trained Glove embeddings

[176] with the embedding dimension of 300. Then following [47], for each day in our sample,

we sum up the vectors converted from each word in the word embedding and averaged the
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Table 3.1: Description of market data attributes

Attribute Description

Open/Close Price The first and last price at which a stock is traded on a given trading

day

High/Low Price The highest and lowest price at which a stock is traded on a given

trading day

Volume The total number of shares traded for a stock on a given trading day

resulting sum across all embeddings associated with that day. Same as fundamental data,

we take 10 days of financial news to predict the next day’s closing price.

Stock Data Layer

In the stock market analysis literature Open, Close, High, Low prices and Volume are widely

used for prediction as they show the price movements of a stock on a given day and carry some

predictive value for understanding market patterns [149; 50]. We take these five attributes

to capture the fundamental information of the market on a given day. We take 10 days of

fundamental data and normalize them to be within the range of [0, 1] to predict the next

day’s closing price. These five attributes are explained in Table 3.1.

3.3.2 Feature Layer

The input data is processed through the Feature Layer which consists of three sub-networks:

text news unique network, stock market unique network and common network. We describe

these networks below.

Text News Unique Network

The aim of this sub-network is to extract modality-specific features from the textual news

data. The daily average embedding vectors of news titles are taken to be analyzed to capture

the influence of the financial news. These embedding vectors are fed into a hybrid CONV-

LSTM deep network for processing. Here the inputs are first processed with CNN and then

the outputs of CNN go through an LSTM network for further analysis. This technique

aims to utilize both model’s advantages. CNNs perform well in capturing local features

[107] and LSTM networks are able to extract the context information and capture temporal
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dependencies [79].

The input of this sub-network is the averaged word embedding vectors of 10 days’ news

titles and each day’s input is represented with 300 dimensional vector.

We first implement a one-dimensional convolutional layer, which is a temporal convolu-

tion. A temporal max-pooling layer is added which forces the network to retain only the most

useful local features produced by the convolutional layer [47]. In order to add non-linearity

to the model we implement an activation with a rectified linear unit (ReLU) function. Lastly,

a dropout operation [212] is applied for regularization before the recurrent network.

After the dropout layer, we implement a recurrent network with LSTM layers to capture

the temporal characteristics of the textual data.

Stock Market Unique Network

The second unique sub-network is for market data only and it takes inputs from the stock

data layer and uses a recurrent network (RNN) with LSTM layers for feature extraction.

LSTM networks are widely used in time series analysis as they are able to model long-term

dependencies in sequence data and overcome the vanishing gradient problem of standard

recurrent neural networks [227].

We use 10 days of fundamental data as the network input where each day is represented

with the selected 5 attributes.

Common Network

It has been shown that analysing the joint effect of multiple data sources can improve the

model performance [5]. After analysing the market data and financial news separately, we

build a separate sub-network to capture their influence together. Similar to text unique layer,

here we also employ CNN and LSTM together as they can help to capture the local features

and temporal dependencies in the data. For the representation of two input sources, we

experiment with two techniques which are explained below:

• Concatenation: We first concatenate the textual input and fundamental data input

by date to form a compound vector. As shown in previous sections, the dimension

of textual input is (10, 300) and the dimension of fundamental data input is (10, 5).
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After concatenation, the compound matrix’s dimension is (10, 305). This input is then

fed to a CONV-LSTM deep network to obtain the common information. This network

has the same structure as the text unique network.

• Tensor: Here the input of the common network is a 4d tensor formed by combining

news embedding vectors and fundamental data. We first employ a two-dimensional

convolution operation and then a two dimensional max-pooling layer is implemented to

capture the most important features. We try ELU and ReLU as activation functions,

and then apply a dropout operation for regularization before the LSTM based recurrent

network.

3.3.3 Output Layer

The last layer in our architecture is a traditional fully connected layer. The input of this

layer is the concatenation of the outputs of the three sub-networks: text unique network,

fundamental unique network and common network. The objective of our work is to predict

the next day’s closing price and we employ a regular deeply connected dense layer for the

forecast.

3.4 Experiments

To evaluate the effectiveness of our proposed architecture for stock market prediction, we

conduct a series of experiments using actual S&P500 transaction data. In this section, we

describe these experiments and their results.

3.4.1 Dataset

In our experiments, we create a new dataset that includes historical stock data for the

S&P500 index from Yahoo! Finance and financial news headlines from Reuters between

January 1, 2013, and December 31, 2019.

• Stock Market Data: The quantitative data includes fundamental information of

S&P500 index that are extracted from Yahoo! Finance. We take daily Open, Close,

High, Low prices as well as the daily Volume for the index. An excerpt of the market
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Table 3.2: Sample extracted from the S&P index historical data. All prices are in US Dollars.

Open High Low Close Volume

1426.19 1462.43 1426.19 1462.42 4202600000

1462.42 1465.47 1455.53 1459.37 3829730000

3227.20 3240.08 3227.20 3239.91 2160680000

3247.23 3247.93 3234.37 3240.02 2428670000

3240.09 3240.92 3216.57 3221.29 3013290000

Table 3.3: Descriptive statistics of fundamental data. All prices are in US Dollars.

Variables Min Mean Max Std

Open 1426.19 2261.40 3247.23 435.47

Close 1457.15 2261.86 3240.02 435.18

High 1461.89 2271.11 3247.93 436.64

Low 1426.19 2250.89 3234.37 433.88

Volume 1296540000 3549008796 7609010000 661449626.47

data is given in Table 3.2. The descriptive statistics of the market data, given in Table

3.3, shows that there is huge variation in volume, whereas the price data doesn’t seem

to be too volatile as they tend to be around a company’s fundamental value.

• Text News Data: The dataset includes financial news articles from Reuters for the

same period and we only employ news titles in our experiments. Each row includes the

title and publishing date of a news article. The date is used to align the articles with the

daily market data. After pre-processing and removing duplicates and unrelated articles,

the data includes 527047 news headlines. The minimum number of articles per day is

38 and the maximum number of articles per day is 998. News headlines from previous

trading day are vectorized through pre-trained Glove word embeddings and used for

analysis. We use Glove with dimension of 300. Table 3.4 shows an example from the

textual data.

Before any pre-processing, we eliminate the non-trading days from the set which leaves

us with 1761 trading days. The first 80% of the total data is used for training and validation,

and the remaining part used for testing. We employ the same division for our proposed model

and the baseline models.
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Table 3.4: Sample extracted from the finanacial news data

Headline Date

China Dec official factory PMI flat at 50.6-NBS 2013-01-01

Best Buy loses two board directors 2013-01-01

Repo rates lowest since March 2018 on collater... 2019-12-31

U.S. crude stocks fell in latest week -API 2019-12-31

Wall Street edges higher; S&P closes decade wi... 2019-12-31

Table 3.5: Network parameters for the experiments

Layer Parameter Values

Convolution Layers filter size = {32, 64. 128} and kernel size = {2, 3}
Maxpooling Layers pool size = {2, 3}
Dropout Layers rate = {0.2, 0.5}
Activation Layers functions = {None, ReLU, ELU}
LSTM layers neurons = {50, 64, 128}

3.4.2 Experimentation Settings

We implement MMDL and the baseline models using Keras and TensorFlow. The structure

of MMDL’s Tensorflow model is given in Figure 3.2. The goal of this network is to predict

the next day’s closing price using historical market data and financial news. As shown in

the figure, MMDL employs multiple sub-networks for the analysis of inputs separately and

together. As a result, it increases the number of parameters needed for the whole network.

But this factor also enables the model to learn both intra-model and inter-model features

which leads to better forecast results.

We adopt mean squared error (MSE) as our loss function to calculate the prediction errors

and optimize the parameters of our network. MSE is the mean of the squared differences

between the predicted and true values.

We employ a stochastic gradient descent (SGD) algorithm as our optimizer function with

an initial learning rate of 0.1 and set the momentum to 0.9 to train the network. We try

two different epoch sizes and batch sizes when we train the models, where we use 100 and

200 for the epoch size and 64 and 128 for the batch size.

The proposed network is constructed based on CNN and LSTM deep networks and

use pooling and dropout operations. The network parameters used in the experiments are

presented in Table 3.5.
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Figure 3.2: MMDL Keras model structure

3.4.3 Baseline Models

In our experiments, we build our baseline models based on three widely used architectures

to compare our model against: a market data only model, a late-fusion multimodal network

that uses market data and financial news, and an early-fusion multimodal prediction model

that also uses market data and financial news. We give the details of these implementations

below:

• LSTM model using only the market data [157]: Fundamental data has always been

a crucial part of market analysis, and market data-only deep learning models have

been widely implemented and tested for price prediction [69]. This baseline model

employs LSTM network to predict the next day’s price based on the fundamental data

as LSTMs work better with time-series data. The architecture of the model is given

in Figure 3.3A.
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• RCN model using market data and financial news [108]: The word embeddings from

the financial news titles are analyzed through CNN and RNN and then combined with

the stock market data for the price prediction. The architecture of this model is

presented in Figure 3.3B.

• CONV-LSTM model with late fusion using market data and financial news [227]:

Hybrid models using CNN and LSTM have been employed to utilize the advantages

of both networks: CNNs to capture the local features and LSTM to capture the

temporal characteristics of the data. The CONV-LSTM model analyzes the textual

and fundamental data separately, where the text news data is analyzed using CNN and

LSTM, and the stock market data is analysed with LSTM. A fully connected output

layer is employed to make a prediction based on the concatenated feature vector. Figure

3.3C shows the architecture of this model.

Figure 3.3: Three baseline models. A: The LSTM model using only market data [157]; B:

The RCN model with both news and market data [108]; C: The CONV-LSTM model with

both news and market data [227].

3.4.4 Evaluation Metrics

The aim of this research is to predict the next day’s closing price, and we evaluate the

performance of the baseline models and our proposed deep network for regression problems.

We employ three error metrics that are used to evaluate the difference between the actual

and predicted prices root mean squared error (RMSE), mean absolute error (MAE), mean
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Table 3.6: Description of the selected evaluation metrics

Attribute Description

MAE The average of the absolute values of the differences between the predicted

and true prices.

MAPE It is similar to MAE, but unlike MAE, MAPE measures the prediction

accuracy in percentages.

MDAPE An error metric that is mostly used to measure the regression model perfor-

mances where it calculates the median value of the errors (i.e. differences

between the predicted and true prices).

RMSE The square root of mean squared error (MSE). It is used to show the

predictive power the model, where a low number means that the prediction

is close to the actual price.

absolute percentage error (MAPE) and median absolute percentage error (MDAPE). For all

these metrics, a lower value is better. We describe these metrics in Table 3.6.

3.4.5 Results and Discussion

The focal point of our experiments is to test the performance of MMDL in stock market

prediction. Table 3.7 presents the details of our experimental results based on root mean

squared error (RMSE) and mean absolute error (MAE). The results of the LSTM baseline

model highlight the informative characteristics of the market data for price forecasts. Both

the RCN model and CONV-LSTM model employ financial news alongside the market data

for market analysis. The comparison with the LSTM model, which only uses market data,

indicates that using financial news improves the prediction performance.

It can be observed from Figure 3.4 that MMDL outperforms the baselines in all metrics

- RMSE, MAE, mean absolute percentage error (MAPE) and median absolute percentage

error (MDAPE) significantly. The comparison with CONV-LSTM model, which gives the

best results among the baselines, shows that a thorough multimodal network architecture

can improve the model performance. The CONV-LSTM model only captures the data-

specific features and combines them at a later stage for prediction, whereas, we propose to

utilize both modal-specific features separately and the joint effect of the textual and market

data together. The prediction plot for MMDL predicted prices vs. true prices is given in

Figure 3.5. The results show that utilizing both unique and common networks improves the

prediction performance and MMDL improves the state-of-the-art performance significantly.
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Table 3.7: Results from our experiments

Model LSTM RCN CONV-

LSTM

MMDL-V MMDL-T

MAE 27.74 20.22 18.23 15.48 14.54

RMSE 36.89 36.8 35.39 31.07 27.69

Figure 3.4: Comparisons of models based on different metrics.

We also experiment with options of using tensors or vectors to represent the common

network input.

We aslo experiment with two main structures to form the common network input from

two data sources: direct concatenation and tensor formation. Our inputs are given as:

Nt: [i, j]

Pt: [i, k]

where i is the number of days (10) we take to predict the next day’s closing price, j is

the dimension of Glove embeddings (300) and k is the number of attributes (5) we employ

from the market data. We ran tests with the following models:

• MMDL-V.: here we directly concatenate the market data and title embeddings by date

and feed the compound vector into the network. The network structure is explained in

Section 3.3.

• MMDL-T.-matmul: We employ TensorFlow’s matmul operation to form an input
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Figure 3.5: Plot of real stock prices vs MMDL-Tensor predicted prices.

tensor from reshaped fundamental and textual inputs. The formed tensor is analyzed

through the same CONV-LSTM network structure as above.

• MMDL-T.-einsum-3d: Here we use einsum operation from TensorFlow to form a

tensor with the rank 3 which also includes the batch size, and employ the same common

network structure.

• MMDL-T.-einsum-4d: We again employ einsum operation to form a tensor but with

the rank 4 which also includes the batch size. Unlike the previous ones, here we

use 2 dimensional convolution and pooling operations., and employ the same common

network structure.

Table 3.8 shows the comparison of prediction results with various input structures for the

common network. Among these models, MMDL-T.-einsum-4d give the best results and the

improves the results of model MMDL-V. where we concatenate the inputs directly to create

a compound vector for the common network. The comparison of MMDL-T.-einsum-4d with

other tensor based models shows that a tensor with a higher rank is more likely to preserve

the input data during conversion. Overall, MMDL improves the prediction performance

significantly both with tensor and direct concatenation structures.

We also experiment with varying network parameters for our proposed model. Table 3.9

shows the evaluation results of these tests. As can be seen from the table, the model gave

the best performance with 128 LSTM layers and convolutional layers with 128 filters and

kernel size of 3. Including an Activation layer with Relu function also improves the model

and a dropout rate of 0.5 outperforms the models with a droupot rate of 0.2.
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Table 3.8: Experiments with common network input. C - concatenate; T1 - matmul; T2 -

einsum with rank 3; T3 - einsum with rank 4

Model MAE MAPE MDAPE RMSE

MMDL-V. 15.48 0.79% 0.53% 31.07

MMDL-T.-

matmul

22.14 0.98% 0.76% 36.48

MMDL-T.-

einsum-3d

17.69 0.78% 0.61% 29.26

MMDL-T.-

einsum-4d

15.05 0.73% 0.51% 28.41

Table 3.9: Comparison of MMDL performances with different network parameters

LSTM Conv. Pool. Actv. Dropout MAE MAPE MDAPE RMSE

64 128/3 3 N/A 0.2 17.16 0.91 0.59 35.74

50 64/3 2 N/A 0.2 20.12 0.90 0.70 33.73

64 64/3 3 Relu 0.5 20.53 0.91 0.69 34.58

128 128/3 3 Relu 0.5 15.48 0.79 0.53 31.07

The results also show that even with the varying parameters, MMDL outperforms the

baseline models in stock market prediction. This again confirms that employing financial

news and market data together improves the performance and it is crucial to capture the

modality-specific features alongside the interconnectedness of multiple data sources.

3.5 Conclusion

In this chapter, we proposed MMDL - a novel multimodal deep learning model for stock

market prediction using financial news and stock market data. MMDL utilizes the unique

information from both input types, and their joint effect on the market prices. We ran

experiments on S&P 500 index data from 1 January 2013 to 31 December 2019 and financial

news titles for the same period. We extracted the news articles from Reuters and employed

Glove word embeddings to represent the titles. MMDL consists of three sub-networks: a

unique network for each data source and a common network to analyse these inputs together.

In our networks, we apply deep learning models to learn the information from the data. An

LSTM network is used for market data, and a hybrid CONV-LSTM network is constructed

for textual data and common network. We use CONV-LSTM network to take advantage of

both models’ capabilities – capturing local features with CNN and modelling time series data
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with LSTM.

The experiments on S&P500 index data showed that financial news plays an impor-

tant role in making market decisions, and incorporating them influences the forecast model

positively. The baseline models showed that the overall architecture of the model and the

representation techniques of input sources play a crucial role. The experiments confirm that

it is important to capture the unique information from data sources and their interconnected

relationship. We evaluate the results using MAE, MAPE, MDAPE and RMSE and show that

MMDL outperforms the baseline models in all of the metrics. These results show that our

proposed architecture is effective in modeling the price movements in stock markets and can

help to improve the financial returns.

We also ran tests using two different representation techniques for the common net-

work input: vector and tensor. The tests show that tensors are better at representing the

joint effect of the various data sources than a compound vector. Experiments with varying

parameters show that the network structure affects the prediction performance.

For future work, we would like to incorporate more data sources, such as related social

media data and technical indicators, to analyse their effect on the prediction performance. We

showed that analysing multiple data sources separately and together can improve prediction,

and with more data sources the model can become cumbersome. So the representation of

these data will play an important role in the model performance. To test this, we would like

to employ more complex textual representation techniques such as event embeddings and

sentence embeddings.
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Chapter 4

MStoCast: Multimodal Deep

Network for Stock Market Forecast

Stock market analysis is a complex task that involves various types of data, such as web

news, historical prices, and technical market indicators. Recent research in this area focuses

on analyzing these modalities either separately or all together, but the underlying correlation

patterns in the multimodal data were not captured. To address this issue, in this chapter,

we propose three multimodal learning models: MStoCast (Multi-modal Stock Forecast),

MStoCast-Attention and MStoCast-Sentiment. First, we propose MStoCast, which consists

of a common network to capture joint information and a unique network that discovers bi-

modal information from the inputs. In the second model, MStoCast-Attention, we utilize

Attention mechanism to build a cross-modality module to capture intra-modal and inter-

modal information from the modalities using cross-modal attention module and sentiment

module. While cross-attention module focuses on market data and technical indicators, in the

third model, MStoCast-Sentiment, we employ an LLM in the sentiment module to extract

and utilize sentiments from financial news headlines. In all three models, the features are

amalgamated together in the fusion layer and then processed through a fully connected layer

to predict the direction of the closing price movement. Experiments using real-world datasets

show that MStoCast, MStoCast-Attention and MStoCast-Sentiment models significantly

outperform other state-of-the-art models.
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4.1 Introduction

The price movements in stock markets are influenced by various data sources, including

historical price data and technical indicators [226], financial news [192], social media [29],

and official announcements [55]. It has been demonstrated that analyzing these multiple data

modalities collectively can aid in capturing the underlying patterns of stock movements [122;

203], thereby making stock market prediction a multimodal learning task [217]. Employing

effective multimodal representation and learning techniques to capture the influence of these

diverse data modalities is crucial for model performance. Therefore, it has become essential

to appropriately integrate these various types of data (e.g., financial news, stock market

data, and technical indicators) to predict price movements [118; 122].

While the common approach involves concatenating raw features from input modalities

[4], this vector-based method might struggle to extract the interconnectedness of the data

sources [265]. Although matrices have been utilized to handle two modalities, they pose

challenges when dealing with three or more input modalities, and they may also fail to

capture intra-modal information. However, it’s imperative to capture both intra-modal and

inter-modal features [229].

Lastly, capturing bi-modal relationships among the input data is a crucial aspect that

should also be taken into consideration, especially when dealing with three or more modalities.

However, existing models often might fall short when dealing with three or more modalities.

To address the challenges of multimodal learning for stock market forecast, we construct

three market analysis models: MStoCast (Multi-modal Stock Forecast), MStoCast-Attention

and MStoCast-Sentiment. In these models, we utilize historical market data, financial news

and technical indicators as our input modalities. These models aim to capture the modality

specific and joint features from the input modalities, as well as the cross-modal information

among various input modality pairs.

We first propose MStoCast, a stock movement prediction model that employs deep

learning algorithms (such as ResNet [73] and Transformers [44]) to analyze multiple input

modalities (i.e., financial news, stock market data, and technical indicators). It’s important

to note that, although we have chosen ResNet and BERT (two of the most advanced models

at present) for this research, they can be substituted with other CNN and RNN models to
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accommodate the requirements of different problems. Our objective is to capture inter-

modal and intra-modal information, as well as bi-modal relationships among the input data

modalities, by introducing common and unique sub-networks.

MStoCast utilizes two types of information extracted from multimodal input sequences.

The first type of information involves the bi-modal interactions among the pairs of input

modalities, representing distinct and unique insights. The second type of information encom-

passes common patterns, capturing both inter-modal relationships and intra-modal details

derived from all input modalities. To achieve this, our approach involves designing both a

unique network and a common network, each aimed at extracting the respective kinds of

information crucial for accurate stock market prediction.

The unique network begins by implementing early information fusion where we combine

the inputs in pairs to form feature matrices. These matrices are then processed through

three separate ResNets, enabling the extraction of bi-modal relations from the modalities.

Conversely, the common network commences by employing Long Short-Term Memory net-

works (LSTMs) to extract modality-specific information from each input modality. These

extracted intra-modal details are amalgamated into a multimodal tensor through their outer

product. Subsequently, Convolutional Neural Networks (CNNs), specifically ResNets, are

employed to extract inter-modal information from this tensor. The resulting information

from both the common and unique networks is then concatenated, forming a compound

vector. Through the utilization of global average pooling, a feature map is obtained. The

final stages encompass the creation of two fully connected layers, responsible for analyzing

the feature vector. Additionally, another fully connected network is employed to facilitate

market movement prediction.

In our market prediction model, we incorporate historical market data, a selection of

seven technical market indicators, and financial news. MStoCast effectively analyzes these

three input modalities to anticipate the directional movement of closing prices. Textual data

is encoded using BERT sentence embeddings, while a combination of CNNs and RNNs is

leveraged to construct a robust multimodal representation model tailored for market predic-

tion. It’s worth emphasizing that, although we opt for ResNet and BERT—two of the most

advanced models currently—in our approach, these models can be substituted with alterna-

tive CNN and RNN models that align with the unique requirements of other problems. Our
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primary focus remains on capturing the crucial inter-modal and intra-modal information, as

well as comprehending the intricate bi-modal relationships within the input data, all achieved

through the integration of the proposed common and unique sub-networks.

In the MStoCast-Attention model, we propose a cross-attention module that first analyzes

the inputs separately and then processes them in pairs in the cross-attention module. We first

build a representation layer, where we employ two LSTM networks to analyze technical indi-

cators and market data modalities separately. We also use Transformer-based embeddings to

encode the textual news data and feed them into CNN to capture modality-specific informa-

tion. These features are used in two ways: fed as inputs to the cross-attention module, and

also merged with the other features in the Fusion layer. This design aims to capture cross-

modal information in the cross-attention module while not losing the intra-modal features

and utilizing them in the fusion layer for market prediction.

Our proposed cross-attention module takes the outputs of the previous layer and forms six

input pairs. Each pair is then processed separately using an attention network. The outputs

of these networks are then merged with the modality-specific features in the Fusion layer.

The structure of the fusion and output layers is similar to the MStoCast model, where we

use a feed-forward network to process the newly formed feature vector for price movement

prediction.

Lastly, we propose MStoCast-Sentiment market prediction model where we utilize Large

Language Models (LLM) for sentiment extraction. We first process market data and technical

indicators separately using two LSTM networks and then feed them into our cross-attention

module to extract the cross-modal information. We also employ FinGPT [250] LLM in our

sentiment module to extract sentiments from the financial news headlines. This module

takes the news headlines in text format and feeds them into FinGPT API. The sentiments

from the LLM are then fed into the fusion layer alongside the outputs of the cross-attention

module. The next steps for price movement prediction are similar to the previous models.

The main contributions of this chapter are as follows:

• We propose a multimodal prediction model MStoCast, where we build a common

network and unique network for feature representation. The common network focuses

on modality specific and joint information, while a unique network consisting of three

separate residual networks is constructed to capture the bi-modal relationships between
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pairs of input features.

• We build an attention based multimodal model MStoCast-Attention, where we employ

Transformer based multi-head attention network. We first process the inputs separately

to capture the intra-modal information and then analyze them using our cross-attention

module to extract cross-modal features.

• In our last model MStoCast-Sentiment, we build a cross-attention module to process

the numerical input modalities and employ LLMs in the sentiment module to analyze

the financial news headlines. The extracted sentiments and the outputs of our cross-

attention module are then utilized together for price forecasting.

• In the tests using real world datasets, all three models outperform the baseline models

in all evaluation metrics both on S&P500 index and individual stock prediction. The

results also show that Attention based models perform better in market prediction.

The rest of this chapter is organized as follows. In Section 4.2, we show the related

work in the stock market prediction domain. We then introduce the specifics of the proposed

models in Sections 4.3, 4.4 and 4.5. Sections 4.6 and 4.7 cover experiments that include

market prediction tests. In Section 4.8, we give conclusions and our recommendation for

future work.

4.2 Related Work

Quantitative indicators, such as historical market data and technical indicators, have been

widely explored and have shown to be effective for stock market prediction [20; 162]. A novel

State Frequency Memory recurrent network is proposed by Zhang et al. [263] to make long

and short-term predictions using the historical market data. The study by Fischer and Krauss

[58] employ LSTM to predict the movement direction of S&P500 index prices where they

show that LSTM outperforms Random Forest, DNN and Logistic Regression Classifier based

models. Another study by Wang et al. [233] uses raw financial trading data in their novel

hybrid model called CLVSA: A Convolutional LSTM Based Variational Sequence-to-Sequence

Model with Attention.
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The fusion of market data and technical indicators has also garnered attention in the stock

market prediction research. The research by Nelson et al. [158] delve into the application

of LSTM networks to forecast price trends by leveraging historical price data and technical

indicators. Employing LSTM networks with an attention mechanism, the study by Chen

and Ge [27] focuses on predicting Hong Kong stock movements through market data and

technical indicators, highlighting the effectiveness of the attention mechanism in LSTM-

based prediction models. In a similar vein, Li et al. [112] propose an RNN-based strategy for

predicting three prominent Chinese stock market indexes, using a multi-task RNN for feature

extraction from raw market data.

Taking a different approach, Schumaker et al. [196] introduced a novel market prediction

model, AZFinText, which harnesses proper nouns for new data representation. Leveraging

the success of deep learning in other domains, researchers have begun exploring their utility in

Natural Language Processing (NLP) tasks. A study by Vargas et al. [226] utilize Word2Vec

word embeddings to encode textual news data for CNN and LSTM-based prediction model.

The integration of financial news data, using NLP techniques, alongside quantitative

indicators has become a prevalent theme in stock market prediction. The research by Chen

et al. [29] incorporated sentiment dictionaries to extract features from social media news,

while Li et al. [127] demonstrated the superiority of using article summaries over complete

article bodies for prediction. Analyzing events extracted from news articles in conjunction

with technical indicators, Nuij et al. [164] predict FTSE 350 index prices. The utilization

of CNN-based event embeddings for market prediction via financial news articles is explored

by Ding et al. [46]. In a noteworthy multimodal study, Zhang et al. [265] employ tensors

to jointly model news articles and social media sentiments, providing predictive insights for

market prices in China A-share and Hong Kong Stock Market.

In recent years, the Attention mechanism has also been implemented for stock market

analysis. A hybrid attention network (HAN) was developed by Hu et al. [84] that analyzes

related news data from market prediction. In another market analysis study, Xu et al. [247]

utilize social media and market data in their attention-based prediction model. A study by

Daiya and Lin [36] employ Transformer model and build multi-head attention modules for

market analysis. Ramos-Pérez et al. [183] use Transformer model for volatility prediction in

stock markets.
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Figure 4.1: The framework of our MStoCast model

4.3 MStoCast

In the design of our MStoCast method, we aim to utilize both common and unique types of

information. This entails capturing modality-specific as well as joint information, while also

delving into the modeling of bi-modal relationships across various data modalities. We initially

take historical market data and financial news as our main data sources. Then we derive

a list of seven technical indicators from the market data and utilize three data modalities:

market, technical indicators and financial news, where sentence embeddings are employed

to encode the textual financial news data. The three raw input features are denoted as

ZT , ZM , ZN , representing technical indicators, market price data, and news data, respectively.

These feature vectors are analysed with three separate LSTMs in the common network and

concatenated as raw features to form bi-modal matrices in the unique network. By performing

early information fusion in the unique network and feature fusion in the common network,

MStoCast aims to capture joint and cross-modal information from the input modalities.

The information gathered from both the common and unique sub-networks is then amal-

gamated through a fusion layer to perform multimodal market movement prediction. The

design of our method is presented in Figure 4.1.
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4.3.1 Unique Network

In the unique network, raw concatenated input matrices are analyzed through convolutional

networks, such as ResNets, to capture the bi-modal relationships among the input data,

which we detail as follows.

We begin by pairing up the raw input features, thereby generating three distinct input

matrices. These matrices are as follows:

ZTM =ZT ⊕ ZM

ZNM =ZN ⊕ ZM

ZNT =ZN ⊕ ZT

(4.1)

where ZNM is formed by the outer product (denoted by ⊕) of raw features from the market

data ZM and news embeddings ZN ; ZTM by using raw features from the market data ZM

and technical indicators ZT ; and ZNT is formed using news embeddings ZN and technical

indicators ZT .

We then proceed to construct three distinct ResNets, each responsible for extracting

underlying cross-modal information from the input matrices. Each network in the unique

sub-network includes two residual blocks. In each residual block, the input is first processed

using convolutional layers, and then we apply batch normalization and analyze the output

with an activation layer using Rectified Linear Unit (ReLU) [2] function to add non-linearity.

Batch normalization lets the network to train fast by keeping the mean output close to 0

and the output standard deviation close to 1 and the standard ReLU function returns the

element-wise maximum of 0 and the input. The output goes through another round of

convolution and batch normalization processes. We then add the initial input to the output

of second batch normalization layer and feed it into the last activation layer.

We then produce three feature matrices ONT , ONM , OTM by processing the three bi-

modal matrices through three ResNets:

OTM =ResNet(ZTM)

ONM =ResNet(ZNM)

ONT =ResNet(ONT )

(4.2)
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The unique network can be further extended to analyze these outputs for market move-

ment prediction but it is still not as effective as utilizing the information captured with both

unique and common sub-networks, and the results of the ablation studies showing the com-

parison are presented in the experiments section.

4.3.2 Common Network

We propose a common network to obtain the intra-modal and inter-modal information from

the inputs. The common network includes three key elements: LSTM layers, feature tensors,

and ResNet blocks. First, the inputs are separately processed using LSTMs to capture

modality specific features.

LM = LSTM(ZM)

LT = LSTM(ZT )

LN = LSTM(ZN)

(4.3)

where LM is the output of LSTM layer using market input features ZM , LT is the output of

LSTM layer using the technical indicators, and LN is the output of LSTM layer using news

embeddings ZN .

The latent features obtained from with the three LSTMs are then brought together via

an outer product to form a multi-mode tensor. These tensors represent the inter-modal and

intra-modal information within the multiple modalities.

TTM =
∑
j

LT(i jk) × L
T
M(i jk)

TTMN =
∑
k

TTM(i jk) × LN(ikl)

(4.4)

Lastly, the joint information from the tensor is retrieved through using a ResNet. In this

common network, the ResNet takes TTMN as its input and produces the output OCOMMON :

OCOMMON = ResNet(TTMN) (4.5)
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4.3.3 Fusion Layer

The feature vectors from the common and unique sub-networks are integrated through vector

concatenation to form Omerged .

Omerged =ONT ⊕ONM ⊕OTM ⊕OCOMMON (4.6)

We first flatten this feature vector via global average pooling operation and then process

it with two fully connected layers using ReLU as the activation function. At the last step

another fully connected layer is used to make a prediction. The overall network is a binary

classification model that predicts the movement direction of the stock prices and the weights

are optimized by minimizing the binary cross entropy loss given below:

L = −(y log(ŷ) + (1− y) log(1− ŷ)) (4.7)

where y denotes the target class of the movement direction and ŷ is the prediction

obtained from our network. The direction of the movement is defined as the difference

between Close prices on day t+1 and day t. The labels are classified into two classes, where

Class 1 indicates an upward movement and Class 0 indicates a downward movement in the

closing prices.

Direction =

 1, Closet+1 ≥ Closet

0, Closet+1 < Closet

(4.8)

4.4 MStoCast-Attention

Similar to MStoCast, the goal is to capture the inter-modal and intra-modal information

from the input modalities. We initially take financial news and historical market data as our

data sources, and then compute seven technical indicators from the market data. So, our

input modalities are historical market data, technical indicators and financial news headlines.

The inputs are first processed separately with modality-specific encoders. Then the proposed
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Figure 4.2: The framework of our MStoCast-Attention model

cross-attention module analyzes these encoded features and temporal average layer is applied

to each resulting feature. The outputs are then amalgamated in the fusion layer to form a

feature vector.

The latent features from the cross-attention and representation layers are then concate-

nated in the fusion layer to form a feature vector where it is utilized for market movement

prediction. The design of MStoCast-Attention is presented in Figure 4.2.

The input modalities are first processed using three separate networks to capture the

intra-modal information. We construct two separate LSTMs to process the market data and

technical indicators. For the news modality, we first utilize textual embeddings to encode

the textual data and then employ a convolutional layer to process these embeddings. The

latent features from these networks are then fed into the cross-attention network for further

processing.

In the proposed cross-attention module, the goal is to capture cross-modal information

by applying attention network. We construct six multi-head attention networks where each

consists of the features from the source and target modalities.
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4.4.1 Representation Layer

The representation layer takes the input modalities and processes through three separate

networks. To process the financial time series data, i.e. technical indicators and historical

market data, we utilize two separate LSTM networks. On the other side, we employ text

embeddings to encode the textual data and then feed these encoded representations into a

Convolutional layer. The goal of these networks is to capture the modality-specific infor-

mation from the inputs. The outputs of these networks, Zm, Zt and Zn for market data,

technical indicators and news modalities, are further analyzed in the cross-attention module.

These features are also fed directly into fusion layer to be form a feature vector alongside

the outputs of the cross-attention module.

4.4.2 Cross-attention Module

The primary objective of our cross-attention module is to capture the joint influence of

the data modalities by modeling the cross-modal relationships among them. We model

both modality-specific information and inter-modal interactions by constructing three cross-

attention modules, where each module consists of two separate multi-head attention net-

works.

The attention mechanism focuses on the most crucial features in the input modalities by

using higher weights. The attention mechanism can be summarized as mapping a query (Q)

and a set of key-value (K, V) pairs to an output where the query and key define the weight

matrix of the values.

We take the latent features from the representation layer and feed them into our cross-

attention module. The data representations of every two modalities are processed together

through these networks using attention function where we employ the scaled dot product

to get the weight matrix. We first establish the input pairs for each network from these

representations where we take Key and Value from one modality, and Query from another

modality, such as market-news, news-technical indicators and so on. With three separate

input modalities, we get the following six pairs: market-news, market-technical indicators,

technical indicators-market, technical indicators-news, news-market, news-technical indica-

tors. These pairs are then processed separately where we use softmax function to calculate
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the attention values for market-news (Qm, Kn, Vn) and news-market (Qn, Km, Vm) pairs.

These values are then used to calculate the values for each head which are then concate-

nated together to get the multi-head attention. Our cross-attention module consists of six

multi-head attention networks and using the same calculations we can also get all the outputs

(fm−t , fm−n, ft−m, ft−n, fn−m, fn−t). The outputs are then passed into the fusion layer to

be processed alongside the modality-specific features from the input layer.

4.4.3 Fusion Layer

We take the outputs of the cross-attention module and the latent features from the represen-

tation layer and concatenate them together. Similar to MStoCast fusion layer, the feature

vector is formed as below:

Fmerged =fm−n ⊕ fm−t ⊕ ft−m ⊕ ft−n ⊕ fn−m ⊕ fn−t ⊕ Zm ⊕ Zt ⊕ Zn (4.9)

The next steps of MStoCast-Attention is the same as MStoCast, which was explained in

detail in Section 4.3.3.

4.5 MStoCast-Sentiment

MStoCast-Sentiment aims to model the price movements in the stock markets by utilizing

historical market data and the effects of financial news by analyzing their sentiment scores.

Here, the goal is to capture the inter-modal and intra-modal information from the input

modalities. We first take financial news and historical market data as our data sources, and

then compute seven technical indicators from the market data. The inputs are first processed

separately with modality-specific encoders. Then the proposed cross-attention module ana-

lyzes these encoded features and temporal average layer is applied to each resulting feature.

The outputs are then merged in the fusion layer to create a feature vector which is later

utilized for price movement forecast.

The design of MStoCast-Sentiment is presented in Figure 4.3. The numerical input

modalities - market data and technical indicators - are first processed with two separate

networks to capture the intra-modal information. We construct two separate LSTMs to
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Figure 4.3: The framework of our MStoCast-Sentiment model

process the market data and technical indicators.

In the proposed cross-attention module, the goal is to capture cross-modal information

by applying attention network. We construct six multi-head attention networks where each

consists of the features from the source and target modalities. The news data goes through a

sentiment module where an LLM is employed to extract sentiments from the news headlines.

4.5.1 Cross-attention Module

Our cross-attention module aims to extract cross-modal information from technical indi-

cators and market data modalities. Following a similar design to MStoCast-Attention, we

utilize Attention mechanism and construct two multi-head attention networks to process the

modality-specific features from the previous layer.

We first take the outputs of the LSTM networks and prepare two sets of inputs to the

attention modules. The inputs are formed by taking Query from one modality and Key and

Value pairs from another modality: market-technical indicators (Qm, Kt , Vt) and technical

indicators-market (Qt , Km, Vm). The structure of the attention modules are similar to

MStoCast-Attention modules and these inputs are processed using the same approach.

4.5.2 Sentiment Module

We construct a sentiment module to analyze the effect of the news sentiments on the market

movements. The module takes cleaned news headlines in textual format and uses a Large
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Language Model (LLM) to extract sentiments from the input data. We employ Transformer

library from HugginFace 1 to utilize FinGPT LLM for sentiment analysis.

Large Language Models (LLMs) such as GPT-3, GPT-4 have made major breakthrough

in NLP tasks [19]. They utilize transformer-based approach and have shown to be great

performers in various generative tasks. BloombergGPT [241] which was trained using a

financial and general data sources, can be considered as the first example in the financial

sector. Unlike BloomberGPT, FinGPT takes a data-centric approach where it utilizes already

existing LLMs and finetunes them to adapt to financial domain. The data sources include

financial news, social media, corporate filings, trends and academic datasets.

In our sentiment module, we employ FinGPT with Llama2 2 model, which is a model

released by Meta. We use transformer library from HuggingFace platform which enables calls

to the model through their API. We use ”fingpt-sentiment-llama2-13b-lora” 3 model and

make calls using Transformer library to extract sentiments for our financial news headlines.

These sentiment values are then fed into the fusion layer for further analysis.

Following the guideline from FinGPT 4, we use the following prompt format:

prompt = [

’’’Instruction: What is the sentiment of this news?

Please choose an answer from –negative/neutral/positive˝

Input: ¡financial news headline¿.

Answer: ’’’]

Following the same design from MStoCast given in Section 4.3.3, the outputs of the

Cross-attention and Sentiment modules are later amalgamated together to form a feature

vector. This feature vector is later processes using a feed-forward layer to predict the price

movements.

1https://www.huggingface.co
2https://llama.meta.com/llama2/
3https://huggingface.co/FinGPT/fingpt-sentiment˙llama2-13b˙lora
4https://huggingface.co/FinGPT/fingpt-sentiment˙llama2-13b˙lora
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4.6 Experimental Settings

In our experiments, we utilize real-world datasets comprising financial news, market data, and

technical indicators spanning from January 1, 2013, to December 31, 2019, encompassing

1761 trading days. The financial news was sourced from Reuters5, where each article included

a title, body, and publishing date. The date served to synchronize the articles with the daily

market data. Following preprocessing, including the removal of duplicates and unrelated

articles, the dataset consisted of 527,047 news headlines. The minimum number of articles

per day was 38, while the maximum was 998.

We employed the headlines from the financial news, as research has indicated that utilizing

news titles can yield superior prediction results compared to using the entire article body

[206]. Our approach involved utilizing 5-day windows as input, meaning that data from five

consecutive days were used at each step to predict the movement of the closing price for the

subsequent day. As the number of news titles per trading day varied, we amalgamated all

the titles for a given day into a single coherent sentence. Subsequently, we harnessed BERT

to encode the textual data into feature vectors, ultimately generating a singular sentence

embedding vector per trading day.

Market data pertaining to the S&P 500 index and individual stock data for five companies

within the index were extracted for the corresponding dates from Yahoo Finance6. These

market data were represented using five attributes: Open, High, Low, Close prices, and

Volume. The data were normalized to fall within the [0, 1] range.

In addition, we computed seven technical indicators for each trading day, derived from the

prices over the preceding five days. These indicators encompassed Stochastic %K, Stochastic

%D, Momentum, Rate of Change, William’s %R, A/D Oscillator, and Disparity 5. These

particular indicators have demonstrated effectiveness in market prediction [97]. Refer to

Table 4.1 for the list of selected technical indicators and their descriptions.

Our experiments were centered on predicting the directional movement of the S&P in-

dex price and the individual stock prices of five companies (AAPL, MSFT, AMZN, TSLA,

GOOGL). For index prediction, we initially employed an 80-20% split for training and testing.

Additionally, we evaluated yearly performance by utilizing the first 10 months of each year

5https://www.reuters.com/business/finance/
6https://finance.yahoo.com/
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Table 4.1: Technical indicators and their descriptions

Indicator Description

Stochastic %K The %K is the percentage of the difference between its highest

and lowest values over a certain time period.

Stochastic %D Moving average of Stochastic %K.

Momentum The change in a security’s price over a given time period.

Rate of Change The percentage difference between the current price and the price

n days ago.

William’s %R A momentum indicator that measures overbought/oversold levels.

A/D Oscillator A momentum indicator that associates changes in price.

Disparity 5 The distance of current price and the moving average of 5 days.

for training and the last 2 months for testing. In the case of individual stock prediction, the

80-20% split was again used for training and testing purposes.

In this study, the standard measure of accuracy (Acc) and Matthews Correlation Coeffi-

cient (MCC) are selected to evaluate the performance of the models for S&P500 index and

individual stock prediction [46; 119; 122; 265; 203]. MCC is generally employed when the

sizes of classes y = 1 and y = 0 differ:

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(4.10)

where TP, TN, FP, and FN are the number of true positives, true negatives, false positives,

and false negatives, respectively.

For our LSTM networks, we employ 64 LSTM layers to analyze the sentence embeddings

from the news titles, while the technical indicator and market data inputs are processed using

32 LSTM layers.

In the MStoCast model, the design of the ResNet is consistent across both the unique

and shared networks. In the common network, we utilize 64 filters and set the kernel size to

3 in the convolutional layers. For the unique network, we employ convolutional layers with 32

filters and a kernel size of 2. In both sub-networks, a stride of 1 is applied, and we perform

padding convolution.

The initial two fully connected layers in the fusion layer contain 32 output neurons each

and employ the ReLU activation function to process the inputs. The Adam optimizer is

utilized to optimize the network parameters, and we set the epoch size to 500 epochs with

a batch size of 64.
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4.6.1 Baseline Methods

We compare our approach with the following baselines on predicting individual stocks and

S&P500 index.

• Recurrent Convolutional Neural Network (RCNN) [226]: a CNN and LSTM based

market forecast model that utilizes technical indicators and financial news.

• Event Embeddings-RCN (EB-RCN) [168]: a similar model to RCNN that uses market

data alongside with event embeddings [46] from news data.

• Bidirectional Gated Recurrent Unit (BGRU) [89]: a market forecast model with

financial news and historical market data.

• LSTM-based Recurrent State Transition (ANRES) [140]: a market movement pre-

diction model utulizing events from news data.

• Hybrid Attention Network (HAN) [84]:a state-of-the-art stock market forecast model

with hierarchical attention utilizing news data.

• Adversarial Attentive LSTM (Adv-LSTM) [53]: a market forecast model utilizing

attentive LSTMS with adversarial training strategy.

These machine learning models are built for stock market prediction. But in order to test

the effectiveness of MStoCast as a multimodal learning system, we compare it against the

following two state of the art multimodal learning models that have been successful in other

domains. Both of these models have been proposed for sentiment analysis but we adopt their

architectures and customize them for stock market prediction.

• Tensor Fusion Network (TFN) [257] utilizes the bi-modal and unimodal information

from the input modalities.

• Early Fusion LSTM (EF-LSTM) [259] concatenates the inputs from different modal-

ities and employs a single LSTM to analyse the combined input.

We also perform ablation studies by creating two models using our common (MStoCast-

Common) and unique (MStoCast-Unique) sub-networks separately and evaluate their per-

formances.
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Figure 4.4: Accuracy on index and individual stock prediction (the higher, the better).

Figure 4.5: MCC results on index and individual stock prediction (the higher, the better).

Figure 4.6: Yearly accuracy results on S&P500 index prediction (the higher, the better).

4.7 Results and Analysis

The primary contributions of this research are given in the three innovative multimodal mod-

els, which leverage both common and unique information from various data modalities to

predict price movements in stock markets. To demonstrate the efficacy of the proposed

models, we conducted experiments using real-world datasets. Initially, we performed ablation

tests to ascertain the significance of the novel multimodal design. Then, we compared the

performance of MStoCast against several state-of-the-art models from stock market predic-

tion domain literature. The results of the experiments are given in Figure 4.4 and Figure

4.5.
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Figure 4.7: Yearly MCC results on S&P500 index prediction (the higher, the better).

4.7.1 Ablation Study

To assess the effectiveness of utilizing common and unique information, we conduct ablation

studies using MStoCast’s unique (MStoCast-Unique) and common (MStoCast-Common)

sub-networks. We run these sub-networks as separate market forecast models and compare

the results against the complete MStoCast architecture. We focused on predicting the

movement direction of both the S&P index and five individual stocks. The outcomes of

these experiments are presented in Figure 4.8 and Figure 4.9.

A notable observation is that MStoCast consistently outperforms both the unique and

common sub-networks in both stock index prediction and individual stock trend prediction.

These results underscore the effectiveness of our proposed design, which capitalizes on inter-

modal and intra-modal information as common knowledge, while exploiting bi-modal relation-

ships among input modalities as unique information, leading to improved prediction accuracy.

Among our findings, the common sub-network achieved superior results in both metrics

compared to the unique sub-network. This emphasizes that while modeling bi-modal rela-

tionships among modalities through early fusion enhances model performance, the primary

focus should remain on capturing the inter-modal and intra-modal dynamics inherent in the

data modalities.

4.7.2 Comparison with Baselines

We conducted our experiments under two distinct data split configurations. Initially, we

employed an 80-20% split and performed tests to predict the movement direction of the
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Figure 4.8: Ablation accuracy results. Figure 4.9: Ablation MCC results.

S&P 500 index price and the price of five individual stocks. We evaluated the results using

two key metrics: accuracy and MCC. Our findings, as presented in Figure 4.4 and 4.5,

clearly indicate that our proposed MStoCast, MStoCast-Attention and MStoCast-Sentiment

models consistently outperforms baseline stock market prediction models across both metrics.

Although Furthermore, the results demonstrate our models’ superiority over two state-of-the-

art multimodal deep learning models, TFN and EF-LSTM. The consistent improvement in

performance against baseline models underscores the efficacy of the proposed designs for

both index and individual stock prediction, leveraging multimodal data.

Among our proposed models, MStoCast-Attention outperforms other two models. This

is also firstly due to the effectiveness of the proposed design, we utilize modality-specific

features using separate LSTM and CNN networks, as well as cross-modal information using

multi-head attention modules that analyzes the input modalities in pair. The results also

show the effectivenes of Attention mechanism in capturing the most important information

from the inputs.

On the other hand, MStoCast-Sentiment performs worse than the other two models in

both metrics. This can be attributed to the loss of intra-modal information after the cross-

attention module and failing to model the relationship between the news modality and the

others. But in the experiments, MStoCast-Sentiment model also outperforms the baseline

models in both metrics.

Among the baseline models, attention-based HAN and Adv-LSTM stand out, demon-

strating better performance in most tickers in terms of both accuracy and MCC. These

findings highlight the significance of the attention mechanism in focusing on crucial data

aspects when capturing latent features. However, even against these models, MStoCast ex-
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hibits substantial enhancements in both accuracy and MCC metrics. We attribute this to the

innovative multimodal learning design that models intra-modal and inter-modal relationships

within the input data.

We expanded the comparative analysis to include two successful multimodal deep learn-

ing models from other domains: TFN and EF-LSTM. MStoCast outperforms these models

significantly in predicting both index and individual stock price movements. While TFN out-

performs EF-LSTM across all tickers, both models are often outperformed by other baseline

methods.

In our experiments, models like EB-RCN and ANRES aimed to extract event-based infor-

mation from financial news and integrate it into prediction models. The results highlighted

that this approach yields superior performance compared to employing basic word embeddings

for textual data encoding. This underscores the crucial role of effective textual representation

techniques in multimodal stock market prediction.

Another observation is that MStoCast-Common consistently outperforms the RCNN

model in most tickers, although it is often surpassed by EB-RCN. This suggests that while

tensors and sentence embeddings contribute to prediction accuracy, employing more sophis-

ticated textual representation methods, such as event embeddings, can yield even better

results.

Among the baseline models, EF-LSTM and MStoCast-Unique networks employed early

information fusion, where raw input features were concatenated at the input stage prior to

analysis. Conversely, other baseline methods adopted a late fusion technique, wherein models

independently analyzed input modalities before fusing data at a later stage. The outcomes

indicated that late fusion techniques produce better results by capturing more crucial latent

features from input modalities.

We also evaluated the models’ yearly prediction performance for S&P 500 index predic-

tion, using the first 10 months of each year for training and the last two months for testing.

The results, illustrated in Figure 4.6 and 4.7, showcase the proposed models’ consistent su-

periority over baseline models for each year, in both directional accuracy and MCC. The same

trend from the above tests also continues here, where Adv-LSTM performs the best among

the baselines. Although the yearly results are slightly lower than the initial test results, this

can be attributed to the smaller test sample size inherent in the yearly setup.
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4.7.3 Experiments with Text Representation Techniques

We assess the performances of GloVe and BERT embeddings for the representation of the

news headlines and compare the results. We use the same textual data and test the perfor-

mance of our MStoCast and MStoCast-Attention models, and the baseline methods for the

prediction of S&P500 index price movement. The results of these experiments are presented

in Figure 4.10.

It can be observed from the results that BERT embeddings outperform GloVe for all the

methods except RCNN. This shows that BERT sentence embeddings are able to represent

the textual data better, and they also work better than GloVe embeddings in our proposed

model. So we choose BERT sentence embeddings as the main textual representation tech-

nique. However, it’s worth noting that our models with GloVe embeddings still outperformed

baseline models utilizing both GloVe and BERT embeddings. This underscores that while the

choice of textual representation technique can positively influence model performance and

BERT sentence embeddings contribute to better results, the primary factor driving improved

outcomes is the proposed multimodal design.

4.7.4 Trading Simulation

We run a trading simulation to demonstrate the performance of the models in making profits.

We employ the strategy proposed by ? ] to build a real stock trading simulation. In the

strategy, if the model predicts that the price will go up the following day, then the trader will

buy $10,000 worth of that stock at the opening price. The stock will be hold for one day, in

which if the trader can make a profit of 2% or more, then the stock will be sold immediately.

Otherwise, the stock will be sold at the closing price. We use the same strategy if the model

indicates a negative trend in the price movement.

We use the same dataset for index and individual trading simulation. Using the afore-

mentioned strategy, in index trading, we averaged $4,945 profit using MStoCast which is

higher than the profit we made using the baseline models.

On individual stock level, we run the simulation to trade five stocks in the market. Trading

with MStoCast makes more profit for all five stocks than trading with the baseline models.

The results on index and individual stock levels are given in Table 4.2.
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Table 4.2: Trading simulation results for index and individual stocks using the test dataset.

Model SPX AAPL MSFT AMZN TSLA GOOGL

RCNN $2250 $1259 $2123 $632 $2338 $2475

EB-RCNN $3310 $2317 $2494 $1427 $2778 $3522

BGRU $2775 $1827 $2921 $1910 $2801 $3870

ANRES $3540 $2920 $3095 $932 $2466 $4155

MStoCast $4945 $3319 $3273 $2110 $3264 $4431

Figure 4.10: Accuracy comparison of three embedding techniques (the higher, the better).

4.8 Conclusion and Future Work

In this chapter, we proposed three novel multimodal stock market prediction model named

MStoCast, MStoCast-Attention and MStoCast-Sentiment. These models effectively utilize

stock market data, financial news data, and technical indicator data to predict the price

movements. The models focus on capturing modality-specific and joint information, as well

as the cross-modal and bi-modal features among the inputs modalities. In the experiments

with real-world datasets, our proposed models considerably outperform the baseline models.

The results show the strong potential of the proposed model architectures in multimodal

learning. In future, we plan to explore and include more modalities of data, such as social

media data and macroeconomic indicators, to further improve the stock market prediction

performance.
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Chapter 5

MCASP: multimodal Cross Attention

Network for Stock Market Prediction

Stock market prediction is considered a complex task due to the non-stationary and volatile

nature of the stock markets. With the increasing amount of online data, various information

sources have been analyzed to understand the underlying patterns of the price movements.

However, most existing works in the literature mostly focus on either the intra-modality

information within each input data type, or the inter-modal relationships among the input

modalities. Different from these, in this chapter, we propose a novel multimodal Cross At-

tention Network for Stock Market Prediction (MCASP) by capturing both modality-specific

features and the joint influence of each modality in a unified framework. We utilize finan-

cial news, historical market data and technical indicators to predict the movement direction

of the market prices. After processing the input modalities with three separate deep net-

works, we first construct a self-attention network that utilizes multiple Transformer models

to capture the intra-modal information. Then we design a novel cross-attention network that

processes the inputs in pairs to exploit the cross-modal and joint information of the modali-

ties. Experiments with real world datasets for S&P500 index forecast and the prediction of

five individual stocks, demonstrate the effectiveness of the proposed multimodal design over

several state-of-the-art baseline models.
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5.1 Introduction

Stock market movements are inherently affected by a multitude of data sources, encom-

passing historical price data, technical indicators [225], financial news [191], social media

[28], and official announcements [54]. It has been established that analyzing these multiple

data modalities together enables the capture of underlying patterns in stock movements,

rendering stock market prediction a multimodal learning task [3]. The efficacy of employing

effective multimodal representation and learning techniques to uncover the joint influence of

these data modalities is pivotal for model performance [121]. Simultaneously, it is important

to extract the intra-modal information within each data source. Early information fusion

techniques combine raw input features initially and then construct a prediction model, which

aids in capturing the combined influence of modalities but neglects intra-modal information.

Late fusion techniques, conversely, analyze input features separately and subsequently em-

ploy a fusion layer for prediction. While this approach facilitates a focus on modality-specific

features, it may overlook inter-modal information. Balancing the capture of intra-modal and

inter-modal information from input modalities is essential.

Researchers have identified that pairs of data modalities, such as financial news and

market prices, as well as market prices and technical indicators [225], both impact price

movements. However, existing models, while striving to capture the joint influence of all

modalities together, may overlook the underlying bi-modal relationships between various data

inputs. Therefore, in addition to capturing their collective influence, it is also crucial to

understand the bi-modal relationships among pairs of input modalities.

To address these challenges, various methods have been developed, primarily categorized

as inter-modality and intra-modality-based techniques. Inter-modality methods aim to cap-

ture the underlying relationships among input modalities but may miss the connections within

each modality. Conversely, intra-modality techniques focus on uncovering modality-specific

relations but tend to disregard the inter-modal connections across input modalities. Combin-

ing modality-specific features with inter-modal connections can synergize and enhance overall

analysis. Hence, exploring a unified framework capable of capturing both inter-modality and

intra-modality relations within the input data is imperative.

Motivated by these challenges, we present a novel multimodal Cross-Attention Network
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for Stock Market Prediction (MCASP). MCASP forecasts the direction of price movements

by jointly modeling inter-modality and intra-modality relationships within the input data (i.e.,

financial news, market data, and technical indicators) within a unified deep learning frame-

work. To achieve this, we construct two distinct attention networks: a self-attention network

and a cross-attention network, designed to capture intra-modal and inter-modal relationships,

respectively. Different from our previous works, here we utilize the attention mechanism to

effectively capture both cross-modal information and modality-specific information from the

input modalities in the form of cross-attention and self-attention modules. Having these in-

formation helps us to better predict the market movements which we show in our experiments

using a real-world dataset.

The self-attention module focuses on extracting modality-specific features from the input

modalities. We first employ two separate Long Short-Term Memory (LSTM) networks to

extract latent features from market data and technical indicators. Simultaneously, we lever-

age FinBERT [141] to encode textual data (i.e., financial news). Within the self-attention

network, the LSTM network outputs are processed by two Transformer [228] units, while the

encoded textual data undergo analysis via a Convolutional Neural Network (CNN).

The cross-attention module involves creating three pairs by concatenating representations

of news and market data, news and technical indicators, and market data and technical

indicators. These pairs are then fed into three separate Transformer units. The outputs from

the self-attention and cross-attention modules converge in the Fusion Layer to generate a

combined feature vector. Finally, we employ a fully connected layer to predict the direction

of price movements.

5.2 Related Work

In this section, we review related work in stock market prediction, multimodal machine learn-

ing and the attention mechanism.

5.2.1 Stock Market Prediction

Financial news, market data, social media data, and official company announcements have

been widely used for market analysis research. It has been shown by Shi et al. [202] that using
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only news titles is better than using the whole article text. Schumaker et al. [195] proposed

the Arizona Financial Text (AZFinText) system, focusing on sentiment analysis using proper

nouns. In another study, Vargas et al. [225] represented news headlines using Word2Vec

word embeddings and constructed a multimodal prediction model using Convolutional Neu-

ral Networks (CNN) and Long Short-term Memory (LSTM) networks. Meanwhile, Huynh

et al. [88] designed a prediction model using the Bidirectional Gated Recurrent Unit (BGRU)

architecture, extracting news headlines and representing them using word embedding vectors.

The paper by Nuij et al. [163] used ViewerPro to extract events from news articles and

incorporated them with technical indicators. Matsubara et al. [146] employed paragraph

vectors for news data representation, and Ding et al. [45] introduced a CNN-based event

embeddings model where the authors constructed a neural tensor network to learn event

embeddings from financial news data.

5.2.2 Multimodal Machine Learning

Multimodal learning architectures have been widely utilized in various fields including robotics

[109], healthcare [62], multimedia [133], and sentiment analysis [258]. A multimodal paper

by Barnum et al. [11] applies early fusion in the multimodal representation of audio and

visual inputs and another research [51] employs structured image and textual to construct

multimodal concept taxonomies. Researchers have also utilized various RNN structures for

multimodal representations for different kinds of applications such as human behaviour anal-

ysis [182] and time-series data analysis [133; 209].

One popular technique for combined utilization of multimodal data is early fusion [152;

177]. Early fusion concatenates low-level features from individual modalities to be utilized

with any learning framework for downstream machine learning tasks. Moreover, early fusion

performs poorly when feature fusion among non-interacting modalities (such as voice and

fingerprint) is performed. These limitations are slightly addressed in Zadeh et al. [256],

where shared embeddings (latent space) among individual modalities are learned. These

shared representations outperform the early fusion but require careful parameter tuning.

There also exists a stream of work that perform outer-product-based neural frameworks

for multimodal data fusion. In Lin et al. [135] a bilinear-CNN is proposed to obtain bi-modal

interactions among features obtained from two heterogeneous CNNs. This is accomplished

82



CHAPTER 5. MCASP: MULTIMODAL CROSS ATTENTION NETWORK FOR STOCK

MARKET PREDICTION 83

by taking a neural-based bilinear product of high-level features. The bilinear layer required

parameter estimation of a quadratic number of neurons and hence prone to over-fitting. This

limitation is alleviated in Fukui et al. [60]; Hu et al. [81] which introduced an alternate formu-

lation of the bilinear layer and obtains its compact representation by utilizing sophisticated

neural-based factorization schemes.

5.2.3 Attention

The attention mechanism has found success in a wide range of domains, including natural

language processing (NLP) [7; 228], image captioning [252], image classification [244], vi-

sual question answering [143], and more [189; 116]. Notably, the Transformer model [228]

introduced the self-attention mechanism, which can capture long dependencies in sequential

data [35]. This allows the model to effectively explore the intra-modal relationships, such as

the relationships between words in machine translation. Cross-attention mechanism is used

in a neural net to capture the interconnectedness of multiple data modalities or sequences

[26]. Different from self-attention, cross-attention mechanism is able to model cross-modal

information by creating mappings between the source and target modalities [221].

Taking inspiration from the Transformer model [228], the self-attention mechanism has

been applied in various works, extending its utility to visual question answering [255], video

analysis [236], and image-text matching [243].

In recent years, attention mechanisms have also made their way into multimodal learn-

ing problems. While architectures like BERT [43] were originally designed for NLP tasks,

they have been adapted for multimodal challenges as well [31; 144]. For instance, some ap-

proaches, like the dual attention network in Nam et al. [154], focus on learning inter-modal

relationships between visual regions and textual elements within sentences. Others, like the

co-attention framework in Lu et al. [143], tackle tasks like visual question answering by jointly

learning image and question attentions. Additionally, in Paulus et al. [174], a combination

of inter-modal and intra-modal attentions is leveraged within deep reinforcement learning for

text summarization.

The existing works in the literature try to address the multimodal representation of the

various input modalities. Some of the works attempt to capture the joint information by

employing early [227] or late fusion techniques [5],**21.** and some others mainly focus on
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Figure 5.1: Demonstration of the MCASP architecture design. Solid lines represent the

inputs to the Cross-Attention network while the dotted lines are the inputs to the Self-

Attention network.

modality specific information from each data source. Although these works show some good

results, they mostly fail to utilize the potential of using multiple data modalities together.

When using variuous input modalities, it is crucial to capture the joint information of these

modalities as well as the modality-specific features. Also, when using three or more modal-

ities, it is beneficial to explore the bi-modal relationships among the modality pairs (e.g.

the relationship between market data and technical indicators and market data and financial

news should also be analyzed separately). To address these issues, we propose MCASP, a

unified deep learning model that utilizes intra-modal and inter-modal information for market

prediction.

5.3 Model Design

In this section, we provide a detailed description of the architecture of the proposed MCASP

model. The design of our MCASP model is demonstrated in Figure5.1.

5.3.1 Input Representation

We start by using historical market data and financial news as our primary data sources. From

the market data, we derive a set of seven technical indicators. We employ three distinct data

84



CHAPTER 5. MCASP: MULTIMODAL CROSS ATTENTION NETWORK FOR STOCK

MARKET PREDICTION 85

modalities for stock market prediction: market data, technical indicators, and financial news.

To process these modalities, we employ three separate deep networks.

We construct two LSTM networks to handle the market data and technical indicator

modalities, respectively. Additionally, we utilize text embeddings to encode the news data.

For this purpose, we leverage BERT and FinBERT embeddings.

The latent features obtained from the LSTM networks and the sentence embeddings

from FinBERT are then fed into the self-attention and cross-attention modules to capture

both intra-modal and inter-modal relationships.

5.3.2 Self-Attention Module

The primary objective of the attention process is to discern the relationship between two

states and focus on the most crucial features. This is achieved by assigning higher weights

to the most pertinent elements within the input vectors. The attention layer consists of

three key components: the query, keys, and values, with these elements being identical in

the self-attention context. The attention mechanism can be conceptualized as mapping a

query and a set of key-value pairs to an output, where the output is a weighted sum of the

values. The weight matrix, determining the weight assigned to each value, is defined using

the query and the key. Several options for the attention function are available, including the

dot product, multi-layer perceptron, and scaled dot product.

The self-attention network is used to capture intra-modality relations, employing two

separate Transformer units [125] for market data and technical indicators, along with a CNN

for financial news data. In the Transformer model, we employ the scaled dot product to

compute the weight matrix. This module encompasses both multi-head self-attention and

position-wise feed-forward layers, as depicted in Figure 5.2. The term ’multi-head attention’

implies that attention is computed multiple times. The attention calculation is as follows:

A(Q,K, V ) = sof tmax(
QKT√
dk
)V (5.1)

Where the dk represents the dimension of the queries and the keys. In the Transformer

module, multiple parallel attention values are computed where each output is called a head.

85



86 5.3. MODEL DESIGN

Figure 5.2: Design of the Transformer model

The i th head is calculated as:

headi = A(QW
Q
i , KW

K
i , V W

V
i ) (5.2)

We then concatenate these heads to obtain the multi-head attention.

MT (Q,K, V ) = Concat(head1, ., headh)W
0 (5.3)

In our self-attention module, the two Transformers for market data and technical indica-

tors modalities, we get the following two outputs:

fm = MT (Qm, Km, Vm)

ft = MT (Qt , Kt , Vt)

(5.4)

For the textual data modality, we utilize the outputs of the BERT embeddings. The

BERT model incorporates multiple Transformers and is proficient at capturing intra-modality

information. Subsequently, we employ a CNN to extract local latent features denoted as fn.

These three outputs from our self-attention module, namely fm, ft , and fn, are later

employed to predict the movement of closing prices.
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5.3.3 Cross-Attention Module

We introduce a novel cross-attention to model both intra-modality information and the in-

terconnectedness of the modalities, achieved by implementing three separate Transformer

units. By modeling both intra-modality and inter-modality relationships, we aim to capture

the joint effect of the input modalities while retaining modality-specific features.. Our aim

is to capture the interactions across the input modalities by applying the cross-attention

function to the outputs of the input representation layer. Initially, we establish three distinct

pairs from the modalities to implement the attention mechanism: from market data to tech-

nical indicators (m − t), from market data to financial news (m − n), and from technical

indicators to financial news (t − n). Market data and the derived technical indicators have

a significant influence on market movements, which justifies prioritizing these pairings with

higher weights.

The calculation of these three cross-attention values is as follows:

Am−n(Qm, Kn, Vn) = sof tmax(
QmK

T
n√
dk
)Vn

Am−t(Qm, Kt , Vt) = sof tmax(
QmK

T
t√
dk
)Vt

At−n(Qt , Kn, Vn) = sof tmax(
QtK

T
n√
dk
)Vn

(5.5)

Here, Am−n, Am−t , and At−n represent the cross-attention between market data and

news, market data and technical indicators, and technical indicators and news modalities,

respectively. Furthermore, Qm and Qt denote the query vectors for the market data and

technical indicators modalities, while Kt and Kn represent the key vectors, and Vt and Vn

denote the value vectors for the technical indicators and news modalities, respectively.

With these cross-attention terms in place, we proceed to compute the attention values

for each head as follows:

head im−n = Am−n(QmW
Qm
i , KnW

Kn
i , VnW

Vn
i )

head im−t = Am−t(QmW
Qm
i , KtW

Kt
i , VtW

Vt
i )

head it−n = At−n(QtW
Qt
i , KnW

Kn
i , VnW

Vn
i )

(5.6)

These terms represent each head in each cross-attention pair. Subsequently, we combine
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these head values for each pair to obtain the multi-head attention for each cross-attention

block:

MTm−n = Concat(head
1
(m−n), ., head

h
(m−n))W

0
m−n

MTm−t = Concat(head
1
(m−t), ., head

h
(m−t))W

0
m−t

MTt−n = Concat(head
1
(t−n), ., head

h
(t−n))W

0
t−n

(5.7)

Putting all these together, our cross-attention module produces the following three out-

puts:

fm−n = MTm−n

fm−t = MTm−t

ft−n = MTt−n

(5.8)

5.3.4 Fusion Layer

In the fusion layer, we amalgamate the feature vectors from the self-attention and cross-

attention modules to form a combined feature vector.

fmerged = [fm, ft , fn, fm−n, fm−t , fmcsp−t ] (5.9)

We then employ a fully connected layer with ReLU as the activation function to process

the feature vector fmerged . In the final step, another fully connected layer is employed to

make predictions. The overall network is a binary classification model used for predicting

the movement direction of stock closing prices, and the model weights are optimized by

minimizing the binary cross-entropy loss:

L = −(y log(ŷ) + (1− y) log(1− ŷ)) (5.10)

where y represents the target class for the movement direction, and ŷ signifies the prediction

obtained from MCASP. The movement direction is defined as the difference between the

closing prices on day t + 1 and day t. The labels are categorized into two classes: Class 1

indicating an upward movement and Class 0 indicating a downward movement in the closing

prices.
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5.4 Experimental Settings

In our experiments, we utilized real-world datasets encompassing financial news, market

data, and technical indicators spanning from January 1, 2010, to December 31, 2019, en-

compassing a 10-year period. The financial news was sourced from Reuters1, with each

article containing a title, body, and publication date. The publication date was employed to

align the articles with the daily market data. We specifically focused on the headlines from

the financial news, as research has demonstrated that using news titles can yield superior

prediction results compared to using the entire article body [205]. The number of news

titles per trading day varied; hence, we aggregated all the titles for a given day into a single

extended sentence and employed FinBERT to encode the textual data into feature vectors.

Consequently, we obtained a single sentence embedding vector for each trading day.

We utilize historical market data for S&P index and individual stocks from Yahoo Finance2

for the corresponding dates. These five companies included Google, Tesla, Amazon, Apple,

and Microsoft and the data includes Open, High, Low, Close prices, and Volume. We

normalize the market data to be within the range of [0, 1].

We initially employ an 80-20% split for training and testing for index price prediction as

this technique keeps the temporal characteristic of the dataset and lets us to quickly assess

different models’ performances. In 80-20 split technique, the first portion (80%) of the

dataset is used for training and the rest of the dataset is utilized for model evaluation.

We also evaluate the yearly performances of the models by utilizing the first 10 months

of each year for training and the last 2 months for testing. We utilize the 80-20% split again

for training and testing purposes for individual stock prediction.

Based on the literature [96], we computed seven technical indicators for each trading day

using the market data over the preceding five days.

We employ accuracy (Acc) and Matthews Correlation Coefficent (MCC) to evaluate the

performance of different models. MCC is generalyy employed when the sizes of classes y =

1 and y = 0 differ.

1https://www.reuters.com/business/finance/
2https://finance.yahoo.com/
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5.4.1 Baseline Methods

We compare our approach with the following baselines on predicting individual stocks and

S&P500 index:

Recurrent Convolutional Neural Network (RCNN) [225] is a CNN and RNN based

stcok forecast model that utilizes technical indicators and financial news.

Event Embeddings (EB-RCN) [167] is another LSTM and CNN based model that also

includes market data and employ event embeddings from [45].

Bidirectional Gated Recurrent Unit (BGRU) [88] uses both online financial news and

historical price data to predict the stock movements.

LSTM-based Recurrent State Transition (ANRES) [139] uses only news events for

market movement prediction.

Hybrid Attention Network (HAN) [83] is a state-of-the-art stock trend prediction model

with hierarchical attention that utilizes news data.

multimodality Attention Network (MMAN) [74]

Attention-Based Recurrent Neural Network (At-LSTM) [136]

Adversarial Attentive LSTM (Adv-LSTM) [52] is a market prediction model using

historical market data, where the authors employ attentive LSTMs and utilize adversarial

training strategy.

Other than these methods, we also perform ablation studies by constructing different

variants of the proposed MCASP model.

5.5 Results and Analysis

In order to test the effectiveness of our model, we run experiments using real-world dataset

including financial news data, historical market data and technical indicators.

5.5.1 Main Results

We use our dataset to conduct tests for forecasting of the price movements of S&P500

index and five individual stocks. The accuracy results are illustrated in Figure 5.3, showing

that MCASP improves upon the baseline models. The MCC results, presented in Figure 5.4,
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Figure 5.3: Accuracy results on index and individual stock prediction (the higher, the better).

Figure 5.4: MCC results on index and individual stock prediction (the higher, the better).

echo the same trend, with MCASP exhibiting superior prediction performance for the price

movement directions of all five stocks and S&P index compared to the baseline models.

Overall, in our experiments, MCASP consistently achieves the best results in terms of both

accuracy and MCC. When compared to the baselines, MCASP demonstrates improvements

in prediction performance for both index and individual stock predictions, underscoring the

effectiveness of the proposed multimodal attention design in leveraging intra-modal and inter-

modal information from multiple input sources.

Among the baseline models, attention-based prediction models perform better than other

baselines in both accuracy and MCC. These results underscore the significance of the at-

tention module in capturing critical latent features from the input data. However, MCASP

surpasses the attention-based baseline models, suggesting that its enhanced performance

stems not only from the use of the self-attention module but also from its ability to extract

inter-modal relationships among input modalities through the novel cross-attention module.

We also asses the models’ yearly prediction performances for S&P 500 index prediction,

where we use the first 10 months of each year for training and the last two months for

testing. The accuracy results, given in Figure 5.5, demonstrate that MCASP consistently

outperforms all the baseline models for each year. Although the yearly results are slightly
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Figure 5.5: Yearly ACC results on S&P index prediction (the higher, the better).

lower than the initial test results, this can be attributed to the smaller test sample size

inherent in the yearly setup.

Collectively, the experiments involving S&P500 index prediction and the prediction of

price movements for five individual stocks demonstrate that the MCASP model is adept

at learning meaningful representations from multiple input modalities, capitalizing on the

self-attention network and the innovative cross-attention module.

5.5.2 Ablation Study

To assess the impact of different components of the MCASP model, we conducted an

ablation study using the same real-world dataset. Initially, we evaluated the effectiveness

of our two attention modules independently by creating two distinct models. Subsequently,

we explored three text embedding techniques to demonstrate the influence of the textual

representation method on the overall performance.

Self-attention and cross-attention modules. This experimental study elucidates the

individual performance of each module and underscores the significance of capturing both

intra-model and inter-model information, in contrast to the prevalent approach of focusing

solely on either modality-specific or joint influence of input modalities, as seen in most existing

works. To this end, we developed two distinct models - MCASP-SA (MCASP with the self-

attention module only) and MCASP-CA (MCASP with the cross-attention module only) -

and subjected them to testing using our original dataset.

In our experiments, MCASP consistently outperforms both MCASP-SA (which exclu-
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sively employs the self-attention module) and MCASP-CA (which relies solely on the cross-

attention module) across both accuracy and MCC metrics. This substantiates the effective-

ness of our proposed design in addressing multimodal problems.

Notably, MCASP-CA yields superior results compared to MCASP-SA. We postulate that

this is attributed to the cross-attention module’s design, which initially extracts modality-

specific features and subsequently captures inter-modal relationships among modalities using

the attention mechanism.

Moreover, when compared to the baseline models, both MCASP-SA and MCASP-CA

consistently demonstrate improved accuracy and MCC results in the majority of the tests.

This underscores the success of the proposed sequential design for both modules. The results

further affirm that leveraging multiple modalities (i.e., financial news, historical market data,

and technical indicators) can enhance model performance.

MCASP with various text embeddings. We subsequently examined the impact of

various textual embeddings (Transformer-based BERT and GloVe) on the overall model per-

formance. We employed three distinct textual embedding methods to encode and represent

the financial news data, namely GloVe word embeddings, Transformer-based BERT embed-

dings, and FinBERT embeddings. Our experimental results underscore the significance of

selecting an appropriate text embedding method when utilizing financial news data.

The results, presented in Table5.1 show that Transformer-based BERT and FinBERT

embeddings consistently outperformed GloVe embeddings across both accuracy and MCC

metrics for S&P index prediction. Furthermore, FinBERT showed improved results compared

to BERT embeddings, underscoring the value of domain-specific knowledge in textual data

representation.

Table 5.1: The impact of different text embedding methods.

Embedding Method Accuracy MCC

GloVe 60.91% 0.208

BERT 61.60% 0.215

FinBERT 62.03% 0.228

Notably, predictions using FinBERT as our text embedding method exhibited improve-

ment compared to GloVe and BERT embeddings. This highlights the utility of domain knowl-
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edge in comprehending and representing textual data. However, even without domain knowl-

edge and when employing RNN-based GloVe embeddings and general BERT embeddings,

MCASP consistently outperformed all baseline methods across both metrics for S&P500 in-

dex prediction. These results affirm that while a robust textual representation technique can

enhance model performance, the primary factor contributing to improved results lies in the

novel multimodal design, which incorporates both self-attention and cross-attention modules

to capture latent features from the input modalities.

5.6 Conclusion

In this chapter, we proposed a novel multimodal cross attention network for stock market

prediction that models the intra-modal and inter-modal information from the input modal-

ities in a unified framework. We first analyze the input modalities via three separate deep

networks to extract the salient features. We then process these features with the proposed

self-attention and cross-attention modules to jointly model the intra-modal and inter-modal

information. We analyze financial news, historical market data and technical indicators to pre-

dict the movement direction of S&P500 index prices and the prices of five individual stocks.

We test the effectiveness of the proposed multimodal design using real-world dataset from

Reuters and Yahoo! Finance and compare its performance against multiple state-of-the-art

baseline models. Experimental results show that our model achieves improved performance

in stock market prediction.
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Chapter 6

Conclusion and Future Work

Stock markets play a fundamental role in modern day economy and it is important to under-

stand the underlying patterns in order to successfully predict the price movements. These

movements are influenced by multiple factors, including historical market data, social media

data, financial news and ad-hoc announcements. It is important to explore the relationships

between these various data sources and how they affect the price movements in the markets.

But this multimodality also brings some additional challenges which need to be addressed

for successful applications. One of the main challenges is the fusion of various data sources.

Effective multimodal fusion techniques are essential in successful utilization of these data

sources for market prediction.

Multimodal representation is another area that poses some questions and hugely affects

the performance of a learning model. In multimodal learning, it is crucial to capture both

modality-specific information and the joint influence of the input data modalities and utilize

them together. It is also important to extract the most important latent features and cross-

modal information for successful models. When utilizing three or more modalities, bi-modal

relationships can also help to understand the underlying patterns of the market movements.

So, modelling them alongside the common influence of the input data can improve the

learning model’s performance.

In this thesis, we pose questions based on these challenges and present our goals for

research contributions. This research starts by presenting a comprehensive review of the

recent developments in the stock market analysis space. We review the literature based on

the input data, representation techniques and analysis models. We then present a multimodal
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market analysis model that proposes a novel architecture to effectively implement multimodal

fusion of multiple data modalities for a regression task. In the experiments with real world

dataset, our novel model outperforms the baselines which shows the effectiveness of the

proposed design in multimodal fusion for stock market prediction.

We then investigate various deep learning algorithms for multimodal representation. We

experiment with the latest vector embeddings and build three different multimodal represen-

tation models using recent deep-learning algorithms. We utilize LLMs for sentiment analysis

and employ ResNets and Attention mechanisms for multimodal representation. The experi-

ments in stock market prediction domain show the importance of capturing both inter-modal

and intra-modal information. We present the comparison results with the baselines, which

show that all three models outperform both stock market prediction and multimodal learning

models.

Lastly, we employ Transformers to build multimodal deep learning model to utilize the

Attention mechanism in capturing cross-modal and intra-modal information from the data

sources. We propose cross-attention and self-attention modules to effectively exploit mul-

timodal web data for classification-based market prediction problems. The results show the

effectiveness of the proposed design for multimodal learning.

6.1 Future Work

In our research, we explored the existing literature in the stock market analysis domain and

identified the main gaps in the are. Based on these gaps we posed some research ques-

tions and proposed novel multimodal learning models to address these questions. But there

are also some areas in the stock market analysis domain that need further research. Espe-

cially, with the success of LLMs (large language models) in NLP and other domains, they

could also be utilized for market prediction. Although we also employed LLMs for senti-

ment analysis, it could also be interesting to analyze them as end-to-end market prediction

models. BloombergGPT [175] and FinGPT [250] showed some initial works in the do-

main. BloombergGPT utilized its vast amount of financial data to train a model for financial

purposes. Although it showed some success in early days, with its cost and implementa-

tion complexity showed some of the disadvantages of training a finance-focused LLM from
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scratch.

On the other hand, FinGPT took a different approach and focused on fine-tuning existing

successful LLMs with financial data. Their utilization in financial sentiment analysis have

shown good results. [260] employ LLMs to build a sentiment analysis model where they use

instruction fine-tuning. In the experiments, the proposed model outperforms state of the

art machine learning and deep learning models, as well as other widely used LLMS. This

shows the effectiveness of LLMs in financial sentiment analysis and overall market analysis

applications. [41] use an LLM to genereate financial sentiment labels for Reddit posts and

feeds that data into a small model in production.

Another aspect is exploring more data sources and more data in general. The applications

of deep learning in other domains show that, in most use cases, learning models can perform

better with more data. Although these are interesting questions that can be explored further,

they were not in the scope of this research.
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