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A B S T R A C T

Ensuring the accurate and reliable estimation of prestressed forces (PFs) in prestressed concrete bridges is vital
for operational performance and public safety. Traditional vibration-based methods often face challenges when
applied to real-world scenarios. In this study, a novel hybrid domain adaptation approach is proposed to predict
the prestressed force of prestressed concrete bridges under moving vehicles. The finite element model for
Vehicle-Bridge Interaction (VBI) systems is established and validated using the experimental results. This vali-
dated model is then used to generate a synthetic training dataset of the source domain. Continuous Wavelet
Transform (CWT) is employed for feature extraction from VBI acceleration responses, capturing their time-
frequency properties. Preliminary feature extraction is enhanced through the use of a pre-trained AlexNet
network. Following this initial step, a novel hybrid domain adaptation (DA) approach is applied to close the gap
between the synthetic and real-world data. Specifically, Maximum Mean Discrepancy (MMD) and adversarial DA
techniques are synergistically combined. Three types of loss functions are incorporated: Regression Loss for
precise force prediction, MMD Loss to align the synthetic and real-world data domains, and Adversarial Loss to
ensure domain invariance. The effects of uncertainties in VBI system, such as errors of the bridge length, flexural
rigidity, density, damping, boundary conditions, errors of the vehicle model and moving speed and road surface
roughness, have been discussed. The results indicate that the integrated approach effectively mitigates the
challenges posed by domain shift, enabling robust and reliable predictions of PFs in actual bridge structures. The
finding of this study offers a comprehensive, data-driven solution with significant implications for the future of
structural health monitoring and bridge condition assessment.

1. Introduction

Bridges are essential components of urban infrastructure, enabling
the continuous flow of economic activities. Prestressed concrete (PSC)
bridges, which utilise compressive stresses to counteract tensile stresses,
represent a significant advancement in bridge technology [13]. This
prestressing technique increases bridges’ service load capacity, controls
crack formation, and reduces deflection, making PSC bridges both effi-
cient and cost-effective [36]. However, the prestress force is expected to
reduce over time due to factors such as creep and shrinkage of concrete,
relaxation of steel, frictional loss, and corrosion. Excessive reduction in
the prestress force can severely impair a bridge’s structural integrity and
safety [14]. Therefore, it is crucial to monitor the prestress force in PCB
bridges to ensure that it remains within a safe range.

The development of non-destructive methods for estimating the
prestressed force in PSC bridges has attracted the interest of researchers
and engineers. Traditional local non-destructive techniques are time-
consuming and costly and require special equipment [5].
Vibration-based methods, on the other hand, have been developed and
used to predict the prestress loss through changes in structural dynamic
responses. Yi et al. [37] presented a clustering number determination for
output-only modal identification. Chan and Yung [7] presented that
natural frequencies of PCB bridges reduce with the increase of prestress
forces by the compression softening effect. Breccolotti [6] stated that an
increase in prestressing leads to a rise in natural frequencies at low
prestressing force levels. However, as the prestressing force intensifies,
the growth rate of the natural frequency decreases. Thedy et al. [32] also
verified that the vibrational frequencies of internally prestressed
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concrete beams are significantly influenced by the profile of the tendon
and boundary conditions. Wu et al. [34] presented a method for damage
detection of tension pendulums using structural frequency variance. As
noted above, variations in prestress force do not have a significant effect
on the dynamic behaviour of PC bridges [4], and the natural frequency is
insensitive or uncertain to the change of the prestress force in PSB
bridges.

Recently, the forced vibration responses have been used to estimate
the prestress force through inverse calculations. Lu and Law [22] uti-
lised time-domain responses of the beam subjected to both sinusoidal
and impact forces to estimate the prestressed force in a PSC girder,
utilising the orthogonal polynomial function and Tikhonov regularisa-
tion techniques to mitigate noise effects. Other approaches that leverage
the vehicle bridge interactive (VBI) responses are highly valued in
bridge condition monitoring, as moving vehicles are the primary live
load on bridge structures [38]. Law et al. [17] introduced a
wavelet-based method to identify changes in prestressing forces with
wavelet techniques to identify moving forces and prestress in
bridge-vehicle systems simultaneously. Li et al. [20] utilised VBI re-
sponses to identify the elemental prestress force. Dynamic response
sensitivity-based finite element model updating was proposed to iden-
tify the prestress force, but a large error was observed due to the rough
road conditions. Xiang et al. [35] proposed a method to identify moving
load and prestressed force of a simply supported prestressed concrete
beam. Their method involved transforming the prestressed force into an
external pseudo-load localised in each beam element using the Virtual
Distortion Method (VDM). Utilising dynamic responses of a bridge under
moving vehicles for prestressed force identification offers advantages.
The identification is conducted under operational conditions, yielding
more reliable and accurate results for real-world applications. Moreover,
compared to conventional bridge monitoring systems, the number of
required sensors can be reduced significantly. However, the accuracy of
these methods depends on the precision of the VBI model. Factors such
as road surface roughness, modelling errors, the wheel-bridge contact
model, and measurement noise induce uncertainties, affecting identifi-
cation results [30].

Data-driven methods, utilising the power of machine learning (ML)
algorithms, present a promising avenue to address these challenges.
These methods can process vast amounts of high-dimensional data to
evaluate bridge conditions [1]. While traditional ML techniques are
heavily reliant on feature extraction, deep learning (DL) methods, like
convolutional neural networks (CNNs), can autonomously extract
optimal features from raw data, enhancing identification performance
[2]. Yang and Huang [36] adopted CNNs, to identify damages in pre-
stressed concrete beam bridges. Their method combines the flexibility
curvature and CNN to predict the damage location and extent of pre-
stressed concrete beams. Nguyen et al. [24] proposed an
impedance-based damage detection method using deep learning. A
one-dimensional CNN model is used to extract the optimal PF-sensitive
features from raw impedance signals. However, the effective training of
DL networks necessitates a considerable volume of high-quality labelled
data corresponding to different damage states of the structure for
training, which is not feasible to obtain from a real bridge structure [2].
Still, a DL can be trained using a dataset built by an updated finite
element model. The updated FE model needs to imitate the structural
behaviour impeccably. Model updating techniques can be employed to
reduce the gap between the FE model and the real structure. However,
the modelling errors can never be completely eliminated, and the results
of health/condition monitoring are always dependent on the perfor-
mance of the updated model.

Transfer learning methods can be effectively used to overcome this
issue by transferring the knowledge learnt from a FE model to the real-
world structure without needing a low-level model updating [10].
Transfer learning methods, such as Domain Adaptation (DA), can
minimize the domain shift between the finite element model and the real
structure. The core idea behind DA is to leverage the knowledge from a

source domain, where abundant labelled data is available, to improve
the learning performance in a target domain with limited labelled data
[8]. One of the prominent approaches in DA is the Maximum Mean
Discrepancy (MMD) method, which aims to minimize the distribution
discrepancy between the source and target domains by matching their
feature means in a Reproducing Kernel Hilbert Space (RKHS) [16].
However, the application of DA in structural condition monitoring is
limited so far. Gardner et al. [10] utilised joint domain adaptation (JDA)
to bridge the gap between the FE model and an experimental setup of a
three-story building. They used the first three natural frequencies as
damage-sensitive features and demonstrated that their approach could
effectively label unknown damage states in a real structure. However,
their study assumed that the same damage classes were available in both
the source and target domains, which is not often the case in real-world
applications. Poole et al. [27] introduced a partial DA framework that
accounts for class imbalance between the source and target domains.
Their approach also utilised natural frequencies as features and is more
realistic as it assumes that not all damage scenarios are labelled in the
target domain. However, their method has a significant drawback, i.e. it
requires time-consuming pre-processing every time a new condition
appears in the structure, unsuitable for real-time monitoring.

In this study, a novel hybrid DA approach is proposed for predicting
PFs in prestressed concrete bridges. Recognizing the inherent challenges
of limited labelled data in real-world scenarios, a finite element model is
established to generate a comprehensive synthetic training dataset as a
source domain. This dataset, while rich in information, contains domain
discrepancies when compared to real-world data from fully prestressed
bridges. To address this issue, MMD and adversarial DA are integrated in
the proposed approach. Alignment of features extracted from synthetic
and real-world data is achieved using MMD, and domain-invariance is
ensured through adversarial learning. This results in a unified feature
space suitable for accurate prediction. By integrating VBI analysis, time-
frequency representation of acceleration data, feature extraction using a
pre-trained AlexNet network, and hybrid DA strategies, this study aims
to offer a comprehensive, data-driven solution with significant impli-
cations for the future of structural health monitoring and bridge con-
dition assessment. The results indicate that this approach not only
mitigates the challenges posed by domain shift but also paves the way
for robust and reliable predictions of PFs in real-world bridge structures.

2. Methodology

To keep knowledge integrity, the introduction of fundamental con-
cepts of the proposed method is detailed in this section. The overall
workflow of the proposed methodology is provided in Fig. 1.

2.1. Vehicle-bridge interaction (VBI) analysis

A typical VBI system is depicted in Fig. 2. A simply supported bridge
with a uniform cross-section is subjected to a two-axle vehicle moving at
a constant speed V. The vehicle is a system with four degrees of freedom.
It is assumed that the vehicle keeps in contact with the bridge during its
passage. The VBI system includes the vehicle and bridge sub-systems.

The bridge is modelled byN beam elements. The equations of motion
for vehicle and bridge models are obtained as:

Bridge : Mbd̈b+Cbḋb+Kbdb = ϕ(t)Pbint(t) (1)

Vehicle : Mvd̈v+Cvḋv+Kvdv = Pvint(t) (2)

where d̈b, ḋb, db are nodal acceleration, velocity, and displacement
vectors of the bridge, respectively. Mb, Cb and Kb denote the mass,
damping, and stiffness matrices of the prestressed bridge, respectively.
Pbint(t) is the force acting on the bridge by the vehicle. Pvint(t) is the
interaction force to the vehicle. α and β are the constants of Rayleigh
damping.
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Cb = αMb + βKb (3)

Kb = Kb − KGb (4)

where Kb is the global stiffness matrix without PF. KGb is additional
stiffness matrix due to the prestressing effect, which can be written as:
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where P0 is the PF and le is the element length. Kv, Cv and Mv are the
stiffness, damping and mass matrices of the vehicle, respectively. d̈v, ḋv,
dv are the acceleration, velocity and displacement responses of the

vehicle respectively where dv =
{
yv, θv, y1, y2

}T. As shown in Fig. 2,
yv, θv, y1, y2 are the vertical displacement and rotation of the vehicle
body, and the vertical displacements of the front and rear axles
respectively.
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To simplify the expression for multiple interaction forces (e.g.
vehicle with multiple axles), Pbint(t) is expressed as P(t) =
{
P1(t),P2(t),…,Pl(t),…,PNp (t)

}Twhere Np is the number of interaction
forces as depicted in Fig. 2. A time-dependent factor is defined as ϕ(t) to
incorporate the time-variant nature of the moving forces. ϕ(t) =

{
ϕ1,

ϕ2…ϕl…ϕNP

}
is a 2(N + 1)×Np matrix, while ϕl = {000 … ψi …000}T

and ψi is the vector of shape functions for the force Pl(t), located on
x̂l(t) [19].
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< (i)le (9)

Combining Eqs. (1) and (2), the equation of motion for the VBI
system can be expressed as:

Dataset Setup 
(VBI model)

• Generating a dataset of Bridge acceleration 
responses to the passing vehicle using Vehichle 
Bridge Interaction (VBI) Model

Preprocessing 
(Using CWT)

• Extracting time-frequency domain RGB images from 
acceleration data using continuous wavelet transform 
(CWT) 

Feature 
Extraction

• Utilizing pre-trained AlexNet for 
feature extraction

Hybrid Domain 
Adaptaion

• Using the novel Hybrid Domain 
Adaptation method for mitigating the 
domain shift

Prestressed 
Force 

Identification

• Using the trained 
network for PF 
identification 

Fig. 1. Overall methodology of the proposed approach.

Fig. 2. The VBI model.
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where r(x) is road surface roughness and V is the vehicle speed. Ac-
cording to ISO 8608 specification [25], the power spectral density
function Srr(ω) of the road roughness is as below:
{

Srr(ω) = Srr(ω0)(ω/ω0)
− 2
(ω⩽ω0)

Srr(ω) = Srr(ω0)(ω/ω0)
− 1.5

(ω > ω0)
(11)

where ω is the angular frequency. ω0 stands for the standard frequency
equal to 0.16 ×V Hz. Srr(ω0) is the amplitude of power spectral density
function at the standard frequency [31]. The road surface roughness is
obtained by the inverse Fourier transform on Srr(ω).

2.2. Time-frequency analysis

The responses of the VBI system can be obtained by solving Eq. (10).
While the time-domain representation obscures frequency details and
the frequency-domain overlooks time variations, the time-frequency
analysis could capture the information in both time and frequency do-
mains. In this study, the continuous wavelet transform (CWT) is used.
Unlike the short-time Fourier transform, which uses fixed sinusoid
functions, CWT employs scalable and translatable wavelet functions to
analyse the signal. This makes CWT particularly effective for non-
stationary signals. The time-frequency representation by CWT can be
visualized as an image, capturing the energy distribution over time and
frequency. These images are utilised as the input for machine learning
(ML) models [29]. The image represents the energy distribution of the
signal in the time and frequency domain. The CWT of a VBI response

signal x(t) is obtained as:

CWT(a, b) =
1̅
̅̅
a

√

∫

x(t)μ
(
t − b
a

)

dt (12)

where b is the translation parameter, and a is the scale parameter to
determine the size of the wavelet function [3]. μ(t) is the wavelet
function as:

μ(t) = π− 1/4 eiω0 t e− t
2/2 (13)

where ω0 is set to 6, which is the centre frequency of the wavelet
function. Fig. 3 depicts the time-frequency representation of the VBI
response alongside its time and frequency domain counterparts. The
CWT representation captures the local time-varying characteristics of
the VBI system when the vehicle is passing over the bridge.

2.3. Validation of the VBI model

Compared with the previous VBI model [18], the proposed VBI
model includes the prestress effect, and the new model is used to
generate the simulation data for prestress force estimation using the
hybrid domain adaptation-based method. The experimental validation
of the proposed VBI model was conducted based on existing experi-
mental data by Law and Zhu [18]. This involved a reinforced concrete
beamwith a Tee-section, measuring fivemeters in length, across which a
vehicle was towed at a speed of roughly 0.5 m/s using an electric motor.
The vehicles used in the experiment varied in weight, with the lighter
one weighing 1081.6 kg and the heavier one 1536.7 kg. Wheel damping
and stiffness values were established at 8.94 × 103 N/(m/s) and
6.23 × 106 N/m, respectively. The beam’s rigidity (EI) was determined
to be 5.59 × 107 N.m2 based on its cross-sectional properties. Further
details on the experimental arrangement are provided in the work of
Law and Zhu [18]. In this study, the experimental results were used to
validate the fundamental VBI model assumptions and the accuracy of

Fig. 3. Representation of the VBI acceleration response of the bridge at 3/8 span of the beam in time, frequency, and time-frequency domains (Talaei et al., 2023).
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the VBI model was not critical for the proposed hybrid domain adap-
tation framework. The displacement responses were compared. Fig. 4
presents a comparative analysis of the experimental and numerical re-
sults for displacements at the 3/8 span under the influence of both
vehicle weights. This comparison underscores the precision and reli-
ability of the numerical model in generating the responses of the bridge
subjected to a moving vehicle.

In this study, the validated numerical model is used to generate the
VBI response data. Fig. 5 shows the time-frequency spectrum of VBI
responses for three levels of PF. From the results, it is evident that the
time-frequency representation varies with the PF.

3. DL-basED PF-sensitive feature extraction

In this section, a DL-based PF-sensitive feature extraction method is
proposed and numerically validated. Firstly, the VBI model is utilised to
generate the acceleration responses of the bridge with a range of pre-
stressed forces. Secondly, CWT is applied to represent the acceleration
data in the time-frequency domain and form the 2D-images corre-
sponding to each PF label. This is followed by utilising a pre-trained
AlexNet network for feature extraction.

3.1. Nominated VBI model for data generation

In this study, a two-axle vehicle passing the bridge is adopted to
analyze the VBI system. The length of the bridge is 30 m. The parameters
of the bridge model are the flexural rigidity of 2.5 × 1010 N⋅m², the mass
per unit length of 5000 kg/m and the prestress force ranging from 0 to
10 × 106 N. The parameters of the vehicle are as [23]: the mass of
vehicle, front and rear wheels are mv = 17735kg, m1 = 1500kg, m2 =
1000kg respectively; the pitching inertia of the vehicle body is Iv =

1.47× 105kg •m2; the stiffness and damping coefficients of the sus-
pension system for the front and rear axles are Ks1 = 2.47× 106N/m and
Cs1 = 3.00× 104Nm/s, and Ks2 = 4.23× 106N/m and Cs2 = 4.00×
104Nm/s respectively; the stiffness and damping coefficients of the front
and rear wheels are Kt1 = 3.74× 106N/m; Kt2 = 4.60× 106N/m, and
Ct1 = 3.90× 103Nm/s, Ct2 = 4.30× 103Nm/s respectively. The axle
spacing and the corresponding parameters are S= 4.27 m, and a1 =

0.519, a2 = 0.481 respectively.
In this study, VBI analysis is conducted with a time step of 0.001 s.

The vehicle is set to move at a speed of 15 m/s, and the road surface
roughness is categorized under Class A. For each level of PF, 20 samples
are generated with a Signal to Noise Ratio (SNR) of 55 (50 for targets).

The PF is labelled in percentages, ranging from 0 % to 100 % (10,000
KN), with increments of 5 %. These settings aim to create a synthetic
dataset for training a regression model.

3.2. Feature extraction using pre-trained alex-net network

In this study, the time-frequency representation of the acceleration
responses captured by three distinct sensors located on the bridge span is
obtained by CWT. These three sensors are located at 3/10 L, 4/10 L, and
5/10 L of the bridge span, respectively.

For each sensor location, the CWT of the measured acceleration
response produces a single-band grayscale image representing the sig-
nal’s time-frequency characteristics. Three individual single-band im-
ages are obtained by performing the same procedure at three distinct
sensor positions (3/10 L, 4/10 L, and 5/10 L of the bridge span). These
grayscale images are subsequently merged along their channel dimen-
sion, forming a composite three-band image analogous to an RGB
format. As illustrated in Fig. 6, This multi-channel representation in-
tegrates time-frequency information from three sensors, providing a
more comprehensive input for subsequent feature extraction using
AlexNet.

AlexNet, introduced in 2012 by Alex Krizhevsky, Ilya Sutskever, and
Geoffrey Hinton, marked a groundbreaking shift in the field of deep
learning [15]. It was among the earliest convolutional neural networks
to successfully incorporate ReLU activations and Dropout to improve
training stability and prevent overfitting. Notably, AlexNet was the first
CNN-based model to achieve a winning performance in the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC), heralding a new era
in image recognition tasks.

The selection of AlexNet over other known pre-trained networks,
such as VGG16 and ResNet-50, is based on its high performance in
feature extraction from CWT images of the VBI model [30]. Notably,
integrating data from multiple sensors into a 3-band coloured image
enriches the dataset by combining various sensor readings into a unified,
informative representation. Additionally, this approach enables optimal
utilisation of the pre-trained AlexNet architecture, which is inherently
designed to process colored images.

3.3. Performance of the AlexNet for predicting PF

Fig. 7 shows the flowchart to evaluate the performance of the
AlexNet model for predicting PFs. As shown in Fig. 7, the acceleration
responses at three measurement locations of the bridge subjected to a
moving vehicle are utilised to obtain the time-frequency representation
by CWT, and then they are combined to form the image as the input of
the AlexNet. The features extracted by the pre-trained AlexNet are used
to predict the PF using a support vector regression (SVR). Fig. 8(a) shows
the first three principal components of the extracted features and the
correlation between the features and PFs. As shown in Fig. 8(a), there is
a continuous and gradual relationship between the feature vector
extracted from the AlexNet network and PF. By adding a regression
layer, the output of the network model is to predict the PF. The results in
Fig. 8(b) show that the predicted prestress force agrees well with the true
value.

As mentioned above, both the training and testing datasets are
generated using the numerical model. There is no domain discrepancy,
and this is not the case in practice. In practice, the training dataset is
generated using the FE model but the test data are measured from the
real bridge structure. The testing data may have significant discrep-
ancies from the training dataset due to the effect of the operational
environment. This domain shift will significantly affect the performance
of the AlexNet model. To overcome this issue, a novel DA method is
introduced in the next section.

Fig. 4. Displacements at 3/8 span of the beam under different moving loads.
(a) Light loads; (b) heavy loads [18].
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4. A novel hybrid domain adaptation method for pf prediction

4.1. Domain adaptation (DA)

Transfer Learning (TL) is to use the knowledge learned from a source
domain to conduct a different task in the target domain. A Domain that
can be represented as D = {X,P(x)} consists of a feature space X and a
marginal probability distribution P(x), where x ∈ X. A Task that can be
represented as T = {Y, f(x)} consists of a label set Y and a classifier f(x),
and f(x)= P(y|x) is the conditional probability distribution where y ∈ Y.

Assuming a labelled source domain Ds =
{
(x1, y1),…,

(
xns, yns

) }
and

an unlabelled target domain Dt = {xns+1 ,…, xns+nt} with respect to the

assumptions that Xs = Xt , Ys = Yt. The idea is that learning a task
(source) can facilitate performing a similar task (target) when the source
and target domains have certain similarities [26]. The concept can be
used for structural health monitoring problems. For example, when the
data from an FE model are used to train an ML model, the modelling
knowledge can be leveraged for a real bridge despite variations in
different structural properties, resulting in a domain shift between the
structural health indicator features of the FE model and the real
structure.

DA is a technique for transudative TL that seeks to transfer the
knowledge of feature representation. With Ps(xs) ∕= Pt(xt),
Ps(ys|xs) ∕= Pt(yt |xt), DA technique aims to learn a feature representation
in which the distribution differences are visibly reduced between:

Fig. 5. Time-frequency representations of VBI acceleration responses at 3/8 span of the beam for three PF scenarios.

Fig. 6. Composing 3-band colored image by combining CWT data from three sensors.

Fig. 7. The flowchart for evaluating the performance of the AlexNet model.
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a) marginal distributions: Ps(xs) and Pt(xt);
b) class-conditional distributions: Ps(ys|xs) and Pt(yt|xt).
DA maps the source and target data in a representation feature space

by minimizing the differences between their distributions while main-
taining the primary structure of the original source and target data [28].
If a regression or classification task can be done in the source feature
space, it can also be done in the transformed feature space. In this way,
the regression or classification knowledge can be transferred into the
target domain and the target unlabelled data can find their own labels
[12].

4.2. A novel hybrid DA-based method

Fig. 9 shows the framework of the proposed hybrid DA method. Two
DA techniques, e.g. discrepancy-based DA and adversarial-based DA, are
synergistically integrated in this study. Discrepancy-based DA: In this
method, the discrepancy between marginal and conditional distribu-
tions is reduced by minimizing the Maximum mean discrepancy (MMD)
objective functions [16]. Adversarial-based DA: The cross-domain

discrepancy is minimized using an adversarial objective function [9].
The original idea was inspired by Goodfellow et al. [11] introducing
Generative Adversarial Networks (GAN). In this method, a domain
discriminator and a feature extractor are used simultaneously. The
domain discriminator is responsible for determining whether input data
is related to the source or target domain, and a domain confusion loss is
defined for that purpose. The feature extractor is meant to extract fea-
tures from data to perform a better classification (or regression) and
instantaneously deceive the domain discriminator, which means the
source and target domain features could not be recognized (i.e.
extracting domain-invariant features). In other words, the feature
extractor trains to minimize classification (or regression) loss for
labelled source samples and maximize the domain confusion loss for all
of the samples at the same time [21].

To implant both Maximum Mean Discrepancy (MMD) loss and
adversarial loss in a DA-based regression model, three types of loss
functions are used:

Fig. 8. Feature extraction using AlexNet and correlation of features to PF.

Fig. 9. Framework of the proposed hybrid DA method.
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1. Regression Loss: is a Mean Squared Error (MSE) loss computed be-
tween the predicted PF and the actual force.

Lossregression = mean
(
(Ypredicted − Yactual)2

)
(14)

2. Maximum Mean Discrepancy (MMD) Loss: is employed to align the
source and target data distributions within a Reproducing Kernel
Hilbert Space (RKHS). Its primary aim is to minimize the domain
discrepancy for data corresponding to label A, which in our case
represents a fully-prestressed bridge with 100 % PF. This label is
particularly significant as it is the only label present in the target
domain.

LossMMD = MMD(Fs(Xs|Ys = A), Ft(Xt |Yt = A) ) (15)

where Fs and Ft are feature mapping functions for the source and
target domains, respectively. Considering fs(xi) as the feature rep-
resentation of the ith source sample and ft

(
xj
)
as the feature repre-

sentation of the jth target sample, the squared MMD loss is calculated
as follows:

where n is the number of samples in the source domain, m is the
number of samples in the target domain, and k(x, y) is the Gaussian
(RBF) kernel function, defined as:

k(x, y) = e
− ||x− y| |2

2σ2 (17)

where σ is a parameter controlling the width of the kernel.
3. Adversarial Loss: aims to make the final feature space domain-
insensitive. It contains two parts - discriminator loss for source and
target features.

LossAdversarial = mean( − log(D(Fs) ) )+mean( − log(1 − D(Ft) ) ) (18)

where D denotes the discriminator output. Unlike MMD, adversarial loss
does not require choosing a kernel or its parameters.

Training processes for the regression model (G) and the discrimi-
nator model (D) are integrated into a unified optimization scheme. For
network (G), the total loss is a composite of the regression loss and the
Maximum Mean Discrepancy (MMD) loss, while the loss function for
network (D) is defined as the negative of the adversarial loss:

LossG = LossRegression+ αLossMMD (19)

LossD = − LossAdversarial (20)

These two losses can be complementary. While MMD ensures that
the source and target distributions are close in an RKHS, adversarial
training ensures that a discriminator cannot easily distinguish between
the source and target domains. LossG is backpropagated through the
regression model with a learning rate of ηG, while LossD is back-
propagated through the discriminator model with a learning rate of ηD.
The first fully connected layer is shared between the two models and is
updated with a learning rate of ηG + γ× ηD. This shared layer is designed
to capture domain-invariant features in RKHS. The optimization process
simultaneously minimizes the regression loss, the Maximum Mean
Discrepancy (MMD) loss, and maximizes the adversarial loss. This en-
ables the network to learn features that are robust across different

domains using a combination of two powerful DA methods.
It should be mentioned that training the hybrid domain adaptation

model can be computationally demanding. However, this training pro-
cess is performed offline. Once the model is trained, the estimation of the
prestress force can be performed online in real-time in practice.

5. Evaluation of the proposed method

To evaluate the proposed method, the VBI model described in Sec-
tion 3.1 is employed to generate the fully labelled source domain
dataset. Utilising the proposed hybrid DA technique, PF estimation
knowledge is transferred from this fully characterised source domain to
a variety of target domains with limited data availability. This section
explores how different types of modelling errors and domain shifts affect
the hybrid DA model’s performance and demonstrates the robustness of
the proposed method.

5.1. Training data setup

In the source domain, a dataset of 420 samples is generated for

training, including 21 labels representing PF levels ranging from 0 % to
100 % with an interval of 5 %. Each label comprises 20 samples,
augmented by introducing a 55 dB SNR white Gaussian noise to the VBI
acceleration responses. In the target domain, the only label available in
the training dataset is the fully-prestressed condition (Y=100 % PF), as
acquiring data for different PF levels of the bridge in real-life scenarios is
impractical. For each target domain, 10 samples for 100 % PF label were
augmented using a 45 dB SNR white Gaussian noise.

5.2. Model architecture and training process

The model’s architecture comprises two fully connected layers for
the generator (G) and discriminator (D), initially configured with 50 and
5 neurons, respectively. The training process is governed by a batch size
of 16, with learning rates set at 0.5e-3 for the generator (ηG) and 1e-6 for
the discriminator (ηD), conducted over 20,000 epochs. For consistency,
the model structure is kept similar for training the DA for all the target
domains. During this process, domain-invariant features are extracted
from PF-sensitive features, resulting in features that are both PF-
sensitive and domain-invariant simultaneously.

During the training phase, all labelled source domain data are uti-
lised to compute the regression loss and predict the PF, while the MMD
loss and adversarial loss are calculated using data corresponding to the
fully-prestressed condition (Y=100 % PF) from both the source and
target domains. The loss values over the training process for a sample
target are illustrated in Fig. 10.

It is notable that during the training process, where the adversarial
loss trends towards negative infinity indicates that the discriminator has
become excessively proficient. Under such conditions, the discriminator
fails to provide meaningful gradient information for the generator’s
updates. To counteract this imbalance, a safeguard mechanism is
employed: when the discriminator’s loss (LossD), falls below a threshold
of one, its learning rate is linearly reduced to zero. This effectively
’freezes’ the discriminator’s parameters, preventing further updates and
thereby stabilizing the adversarial game. This strategy aims to restore a
dynamic balance between the generator and the discriminator, ensuring

MMD2(fs, ft) =
1

n(n − 1)
∑n

i,j=1

i∕=j

k
(
fs(xi), fs

(
xj
) )

+
1

m(m − 1)
∑m

i,j=1

i∕=j

k
(
ft(xi), ft

(
xj
) )

−
2

n×m
∑n

i=1

∑m

j=1
k
(
fs(xi), ft

(
xj
) )

(16)
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that both can continue to learn effectively.
As a result of optimising the MMD and adversarial loss, the feature

distribution discrepancy between the source and target domains is
reduced, minimizing the effect of domain shifts in Xt and Xs for the fully-
prestressed force condition. The kernelized stein discrepancy (KSD) of
the source and target domain representative features corresponding to
fully-prestressed condition (Y=100 % PF) before and after DA is pre-
sented in Fig. 11.

5.3. Testing and evaluation

In this section, the target domain data for unseen PF conditions
(35–95 % PF levels) are studied for testing the performance of the hybrid
DA. In this study, the typical values are taken as examples to study the
effect of modelling errors on the domain shift and the performance of the
proposed hybrid model using different target domains. These target
domains are divided into three sub-categories: the bridge and vehicle
models, and the road conditions. A detailed breakdown of the target
domains is presented in Table 1.

5.3.1. Effect of bridge modelling errors
Modelling discrepancies, including incorrect lengths, variations in

Fig. 10. Evolution of loss values during training the proposed hybrid DA model.

Fig. 11. Feature distribution of source and target domain representative fea-
tures at 100 % PF condition before and after hybrid DA.

Table 1
Definition of different target domains for VBI systems.

Category Parameters Source Domain Target Domains

Deviations from the Source Domain

#1 #2 #3 #4 #5 #6 #7 #8 #9

Bridge Length 30 m 3 % - - - - - - - 3 %
Flexural rigidity (EI) 2.5E+ 10 Nm2 - − 12 % - - - - - - − 12 %
Mass for unit length 5000 Kg/m - - − 4 % - - - - - − 4 %
Damping ratio (ξ) 0 - - - 0.02 - - - - 0.02
Boundary conditions P.P. - - - - F.P. - - - F.P.

Road Roughness class A - - - - - B ​ ​ B
Vehicle Speed 15 m/s - - - - - - − 20 % - − 20 %

Parameters A - - - - - - - B B

Fig. 12. Feature distribution of target domain representative features for the
targets with bridge modelling error at 100 % PF condition.
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flexural rigidity (EI), mass per unit length and damping ratios, and
different boundary conditions, are significant sources of domain shift.
These modelling discrepancies correspond to Targets #1-#5 in Table 1.
Fig. 12 shows the effect of these variables by illustrating the distribution
of representative features for each target. Figs. 13 to 17 show the tSNE
representation of the source and target domain features before and after
applying hybrid DA for Targets #1-#5, and their PF estimation results
for the target domain test data. From the results, a 3 % increase in length
(Target #1) results in the minimal domain shift. In contrast, a 0.02 in-
crease in damping ratio (Target #4) and a 4 % decrease in mass (Target
#3) induce more substantial shifts. The alteration of boundary

conditions from pinned-pinned to fixed-pinned (Target #5) causes a
notable domain shift. The most significant effect is observed with a 12 %
decrease in EI (Target #2), which dramatically transforms the feature
distribution.

5.3.2. Effect of road surface roughness
Variations in road surface roughness can notably alter the accelera-

tion responses of the VBI model, impacting both feature extraction and
the accuracy of predictions. To evaluate the efficiency of the proposed
hybrid DA in adapting to such domain shifts, a target model (Target #6)
is set with Class B road roughness, representing increased roughness,

Fig. 13. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 1 (bridge’s length modelling error).

Fig. 14. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 2 (bridge’s rigidity modelling error).

Fig. 15. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 3 (bridge’s mass modelling error).
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whereas the source model featured Class A road roughness. Fig. 18 de-
picts the effects of surface roughness on domain shift by demonstrating
the distribution of representative features for the source and target do-
mains. There is a clear shift in the feature space.

Fig. 19 shows the tSNE visualization of source and target domain
features by the proposed hybrid approach and the predicted prestressed
forces. The results show that the domain feature shift caused by road
surface roughness is reduced by the proposed hybrid model. There is an
approximate linear relationship between the predicted and actual pre-
stressed forces.

5.3.3. Effect of errors in vehicle parameters and speed
Variations in vehicle parameters and speed significantly impact the

dynamic interaction between the vehicle and the bridge, influencing PF-
sensitive features and PF estimation results. Target 7 involves reducing
vehicle speed from 15 m/s to 12 m/s, while Target 8 entails switching
from Vehicle A to Vehicle B. Vehicle A’s parameters are as listed in
Section 3.1, with natural frequencies of 1.63, 2.30, 10.35, and 15.10 Hz.
For Vehicle B, both mass and spring stiffness are increased by 20 %,
resulting in natural frequencies of 1.78, 2.11, 10.35, and 15.10 Hz.
Fig. 20 illustrates the effect of modelling errors in vehicle parameters
and speed on domain shift by displaying the distribution of represen-
tative features for the source and each referenced target domain. It is
evident that these errors induce more significant domain shifts than
those typically observed in scenarios involving bridge modelling errors.

Figs. 21 and 22 depict the efficiency of the hybrid DA approach in
mitigating domain shifts attributed to variations in road vehicle speed
and modelling inaccuracies. Additionally, these figures provide PF
estimation results for the target domain test data, demonstrating the
approach’s capability in scenarios where discrepancies exist between
the speed or parameters of the modelled and actual passing vehicle,
ensuring reliable prestress force predictions.

Since the discrepancy between the finite element model of the bridge
and the actual bridge is not precisely determined in reality, any of the
aforementioned targets could occur. Evaluation results demonstrate that
the proposed hybrid DA approach effectively minimizes domain shifts in
all scenarios, enabling PF estimation to be performed within an
acceptable error range, which generally leans towards conservative es-
timates. Further analysis of this approach is presented in the following
section, where the impact of a multi-variational target, the selection of
hyperparameters, and the method’s ability to handle unseen domains

 
Fig. 16. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 4 (bridge’s damping modelling error).

Fig. 17. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 5 (bridge’s boundary conditions
modelling error).

Fig. 18. Feature distribution of target domain representative features for the
target with road roughness modelling error at 100 % PF condition.
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are examined.

5.4. Further explorations on a target with multiple deviations

A target model was set up to incorporate all the specified deviations,
presenting a scenario with modelling errors in the bridge, road, and
vehicle simultaneously. This target was particularly important as it
combinedmultiple sources of discrepancies, testing themodel’s ultimate
capability in domain adaptation. Fig. 23 illustrates the domain shift
between this target domain and the source domain by showing the
distribution of their representative features at 100 % PF condition.

Fig. 24 highlights the capabilities of the hybrid DA technique in
adjusting to significant variations between source and target domains.
tSNE representation of the source and target domains illustrates changes
in feature distributions before and after the application of hybrid DA.

The PF estimation outcomes for test data in the target domain confirm
the method’s resilience and efficacy, even in the face of significant
domain shifts, showing its practical applicability.

5.4.1. Network hyperparameters study
In this section, the effect of hyperparameter variations on the

model’s performance is investigated through a series of tests, with each
hyperparameter being modified individually. Adjustments were made to
the number of neurons in both the generator and discriminator layers,
batch size, learning rates, number of epochs, MMD kernel size, the ratio
of MMD loss to regression loss, and the adversarial loss factor. Table 2
presents a comparison, showing the impact of each hyperparameter
adjustment on the performance of the model in transferring PF estima-
tion knowledge from the source to Target 9.

These results show that a proper selection of the hyperparameters
can effectively increase the performance of the Hybrid DA approach.
Reducing the batch size and the learning rate of the regression model
(Generator G) improves PF identification performance, suggesting that a
finer update during training increases the model’s ability to learn and
generalize from the data. A substantial reduction in the number of
neurons in Generator G’s hidden layers (from 50 to 20) leads to
improved performance, indicating that the model can achieve optimal
performance with a relatively simpler architecture. This could imply
that the features extracted from the pre-trained CNN are robust and the
regression model does not require excessive complexity to capture the
underlying patterns, thereby promoting a more efficient and less
overfitting-prone model structure.

In opposition, reducing the number of neurons in the Discriminator
D’s hidden layers (from 5 to 3) tends to deteriorate the model’s per-
formance, as reflected by increased MAE and MSE. This suggests that the

Fig. 19. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 6 (road roughness modelling error).

Fig. 20. Feature distribution of target domain representative features for the
target with vehicle modelling error at 100 % PF condition.

Fig. 21. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 7 (vehicle speed error).
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Discriminator D may require a certain level of complexity to effectively
distinguish between the source and target domain features, and effec-
tively play its role in the adversarial component of the training.
Reducing the number of epochs to half (from 20,000 to 10,000) shows
an increase of the MAE from 12.72 to 15.02, signifying that the model
benefits from extended training periods due to the complexity of the
domain adaptation task.

In terms of the MMD kernel size (σ), the study suggests that a smaller
kernel size yields better performance in aligning the distributions of the
source and target domain features. Moreover, adjusting the MMD to
regression loss ratio (α) from 1000 to 100 results in a noticeable
improvement in performance, indicating the importance of balancing
the domain adaptation component (MMD loss) with the task-specific
component (regression loss) in the final loss function of the generator.

While the adversarial loss factor (γ) does not show high sensitivity to
changes, its optimal adjustment maintains a harmonious adversarial
training process, ensuring that the feature extractor and the discrimi-
nator are well-aligned in their objectives.

Based on this parameter study, the model was trained on the target 9
datasets with 20 neurons in network G, 5 neurons in network D, a batch
size of 16, a learning rate of 1e-4 for G, a learning rate of 1e-6 for D,
20,000 epochs, an MMD kernel size of 5, an MMD/Reg. Loss ratio of
1000, and an Adversarial Loss Factor of 100. The final regression results,
presented in Fig. 25, demonstrate a notable improvement in network
performance. The MAE was reduced from 12.72 to 9.28, and the RMSE
was reduced from 15.72 to 10.71.

5.4.2. Evaluating model robustness across unseen domains
The proposed method is designed to leverage the data from a single

label of the target domain to adapt the source and target domains for the
PF estimation task. This is a practical method to utilise a limited set of
available data from a desired domain. This approach relies on having the
structural VBI response in the bridge’s fully prestressed state and as-
sumes that other bridge factors remain relatively stable, in the event of a
loss in prestressed force. However, real-world scenarios can be more
complex; structural properties of bridges change over time, potentially
leading to variations in VBI responses. Moreover, damages to bridges
may not solely pertain to PF loss. For instance, local stiffness reductions
due to cracks can alter how a bridge reacts to the passing vehicle.
Additionally, the vehicle parameters and speed during the testing phase
may vary from those employed in the domain adaptation process.

This section investigates the impact of such unseen domains on the
effectiveness of the proposed method. The hybrid DA model is trained
using data from "Target 9", wherein Vehicle B crosses the bridge at a

Fig. 22. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 8 (vehicle modelling error).

Fig. 23. Feature distribution of target domain representative features for the
target with multiple deviations at 100 % PF condition.

Fig. 24. tSNE analysis of source and target domain features before and after hybrid DA, with PF estimation results for Target 9 (multiple deviations).
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speed of 12 m/s, with the bridge’s total mass assumed to be 4800 kg. To
assess the model’s robustness, four unseen domains are introduced for
evaluation: two related to changes in bridge parameters and two con-
cerning vehicle parameters and speed.

The first unseen domain aims to assess the model’s performance in
the presence of cracks, utilising the Wahab et al. [33] model for crack
introduction. A crack with a severity (γ) of 20 %, a length (β) of 0.2 in
the damaged zone, and a variation in Young’s modulus (n) set to 2, af-
fects one-quarter of the bridge’s length. The regression outcomes for this
domain are depicted in Fig. 26(a). The second unseen domain explores
the model’s response to a reduction in the bridge’s mass to 4600 kg, with
corresponding regression results shown in Fig. 26(b). The third domain
considers variations in the passing vehicle’s parameters, slightly altered
from Vehicle B, with natural frequencies of 1.70, 2.22, 10.35, and
15.10 Hz. The outcomes for this domain are illustrated in Fig. 26(c).
Finally, in the fourth domain, the vehicle speed is adjusted to 8 m/s,
with results presented in Fig. 26(d).

These evaluations reveal that the model’s performance experiences a
slight decline across unseen domains, which are likely encountered
during a bridge’s lifespan testing. Nonetheless, the outcomes remain
sufficiently reliable, underscoring the proposed method’s robustness in
addressing unseen domains. This adaptability highlights the method’s
potential for practical application in monitoring and maintaining bridge
safety.

6. Discussions

This section discusses the effectiveness and limitations of the pro-
posed hybrid domain adaptation approach for prestressed force esti-
mation in bridges:

• This approach demonstrates the feasibility of transferring finite
element model knowledge to real-world applications, closing the
simulation-to-reality gap.

• The hybrid domain adaptation approach successfully mitigates
domain shifts caused by variations in bridge parameters, vehicle
characteristics, and road surface conditions. Results show a signifi-
cant reduction in MAE from 37.14 to 9.28 and RMSE from 46.40 to
10.71 before and after domain adaptation for Target 9. Reducing the
batch size, adjusting the learning rates, and simplifying the generator
architecture further enhanced performance, with a reduction in MAE
from 12.72 to 9.28 and RMSE from 15.72 to 10.71 for the most
challenging target domain (Target 9).

• The method effectively handled unseen domain shifts, such as a 20 %
reduction in vehicle speed, a 12 % decrease in bridge rigidity, and
variations in road surface roughness, with MAE remaining below 15
for all the unseen domains.

• Despite the demonstrated effectiveness of the hybrid domain adap-
tation approach, certain constraints remain. For instance, the
method requires baseline responses from the structure in its fully
prestressed state, which requires initiating monitoring at an early
stage. The proposed hybrid model could be updated continuously
through continuing learning from continuing monitoring data.
Additionally, while the model adapts well to various domain shifts,
highly complex or rapidly shifting real-world conditions may still be
challenging. Future work includes extending the approach to a
broader range of bridge types and performing comprehensive
experimental validations under diverse modelling uncertainties and
environmental factors.

7. Conclusions

In this study, a novel Hybrid Domain Adaptation (Hybrid DA)
approach has been proposed for the prediction of the remaining pre-
stressed force in bridge structures to address the highly challenging is-
sues of limited labelled data in real-world scenarios and discrepancies
between simulations and actual structures. The method innovatively
uses a single label in the target domain to mitigate the domain shift. The
PF identification regression model is trained on AlexNet features
extracted from the time-frequency responses of a finite element model of
the Vehicle-Bridge Interaction (VBI) system. A second finite element
model, chosen as the target domain, acknowledges common discrep-
ancies between synthetic and real-world data. The Hybrid DA strategy,
which integrates Maximum Mean Discrepancy (MMD) and adversarial
learning, aligns features from both domains, creating a unified feature
space for accurate PF prediction in the target domain. This approach
makes a significant contribution to the field of structural health moni-
toring and bridge condition assessment. The following conclusions are
obtained,

1) The results show that the proposed hybrid DA model could be reli-
able and efficient in predicting the prestressed force from the VBI
responses.

2) The proposed approach could reduce the domain shift due to the
uncertainty caused by the modelling errors of the VBI system with
only the fully-prestressed label.

3) In practice, there are datasets from limited damage scenarios. The
proposed approach could be used to predict the prestressed forces for
unseen datasets.

4) While this research represents a significant leap in structural health
monitoring, the complexities of real-world applications necessitate

Table 2
Model Hyperparameters Studies.

MAE RMSE
Benchmark model 12.72 14.59

Comparison models

Hyperparameter Modifications

​ No. of Neurons for G 50–20 9.82 11.88
​ No. of Neurons for D 5–3 13.99 15.72
​ Batch Size 16–32 14.76 17.07
​ Learning Rate G (ηG) 0.5e− 3–1e− 4 10.88 12.66
​ Learning RateD (ηD) 1e− 6–0.5e− 6 12.77 14.69
​ No. of Epochs 20,000–10,000 15.02 16.48
​ MMD kernel size (σ) 5–10 13.07 15.09
​ MMD/Reg. Loss ratio (α) 1000–100 11.09 12.9
​ Adv. Loss Factor (γ) 100–10 12.98 15.07

Fig. 25. Regression Results for Target 9 with Carefully Selected
Hyperparameters.
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further experimental validations to ensure the robustness, adapt-
ability, and overall reliability of the proposed method under diverse
conditions.
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