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Abstract—In the present world, Software-Defined Networks 

(SDN) is the developing technological environment that allows 

integrated control and splits the control plane from the data 

plane. It is essential to classify the attacks in SDN-based 

networks to improve security. Concomitantly, SDN-related 

networks are vulnerable to numerous attacks especially 

Distributed Denial of Service (DDoS) attacks which interrupt 

the data transmission and network data. To resolve this issue, 

various traditional researchers have attempted to attain attack 

detection, however, there is a lack in computational cost, 

accuracy rate, and Packet Delivery Ratio. To overcome the 

limitations, the proposed hybrid model employs a system 

creation model for encrypting data using ELGAMAL and ECC 

algorithms to strengthen data security. Furthermore, the 

present hybrid model incorporates the wrapper-based approach 

Sine Cosine hybrid optimization algorithm with Modified 

Particle Swarm Optimization (SCMPSO) for feature selection 

which is intended to improve the performance of the 

classification. Furthermore, it utilizes the XG Boost-Light 

Gradient-Boosting Machine (GBM) algorithm for attack 

classification. Accordingly, Extreme Gradient-Boosting (XG 

Boost) can handle the missing data, and the ensemble nature of 

XG Boost with multiple Decision trees (DT) combinations makes 

it challenging to finalize the prediction. To overcome the 

limitations of the XG Boost algorithm, the proposed model uses 

Light GBM. Correspondingly, the present method created a 

dataset using the Mininet tool. The efficacy of the proposed 

hybrid model is calculated with several evaluation metrics to 

analyze the performance. The proposed method is intended to 

contribute to SDN-based network development and is 

envisioned to contribute to attack detection mechanisms.  

Keywords—Software Defined Network (SDN), Network 

Function Virtualization Infrastructure (NFVI), 5G Network, XG 

Boost, Light GBM and Machine Learning (ML). 

I. INTRODUCTION 

Software-Defined Networks (SDN) are risen as prominent 
technological fortification which is dignified to bolster 
network security. It is defined as an evolving technology that 
revolves around conservative notions of network settings 
along with decoupled data plane and control plane. SDN 
brings many benefits like flexibility, programmability and 

manageability [1]. Simultaneously, control plane is 
considered as anticipated target of security attacks on 
opponents due to its characteristics [2]. The data plane is 
composed of false devices, transferring data packets based on 
the specified rules. Security susceptibilities in SDN controller 
could cooperate the network security entirely. DDoS can be 
mitigated and detected [3]. Moreover, Network Function 
Virtualization Infrastructure (NFVI) could be considered as 
cloud infrastructure component. NFV is a conventional 
technology of 5G network that signifies NFV security 
importance will improve precisely [4]. Correspondingly, 
fragile authentication allows the attackers to examine and 
eavesdrop the traffic [5]. In accordance with security, SDN 
architecture has its unique security requirements and several 
lacks in security make the architecture vulnerable to various 
threats and attacks. Recently, research has been using AI 
(Artificial Intelligence) based technology for attack and non-
attack classification. Advantages with Machine Learning 
(ML) and Deep Learning (DL) offers several applications in 
SDN security. The implementation of ML in SDN is a notable 
aspect of the platform. 

Congruently, several conventional models have attempted 
to undertake attack and non-attack classification. The 
conventional model has detected network attacks with the help 
of SDN supported intrusion detection with Long Short-Term 
Memory (LSTM). The result has shown that the model has 
identified and classified the attacks with better accuracy [6]. 
Similarly, the traditional model has created SDN dataset 
through Mininet emulator and RYU controller to detect 
various types of DDoS attacks by utilizing classification 
algorithms for the CIC-DDoS 2019 dataset. The results have 
shown that the DT has better performance [7]. Contrastingly, 
the conventional model has employed a data-plane ML 
solution. The ML solution has evaluated with help of RF, 
SVM and KNN to detect DDoS attacks in real network traces 
and the results have shown that the Data plane-ML is faster 
than the statistical methods [8, 9]. The existing model has used 
XG Boost and other ML algorithms to enhance the accuracy 
of the security solutions of the network. The traditional model 
has attained 91.3% of accuracy in multi-class classification 
[10]. Accordingly, the conventional models consummated 



satisfactory results. However, it lacks several limitations such 
as accuracy, over fitting of data, computational cost and low 
detection performances. 

To resolve these issues, the proposed hybrid model uses 
certain set of procedures to enhance the performances in 
detection through classification of attacks in SDN. Initially, 
the dataset is generated using Mininet tool with the help of 
Ubuntu. As the Mininet creates virtual network that 
accomplishes by creating hosts and switches connecting with 
virtual interfaces. RYU is an SDN controller, which is 
connected through the 16 switches and 16 hosts. The Mininet 
helps to connect the virtual interfaces on the switch with each 
connected part of the host. The switches can control the data 
where a controller acts as the control plane and open flow 
switch acts as the data plane. The data gets encrypted using 
hybrid algorithm of ELGAMAL, and ECC. The encrypted 
data were secured under authentication to ensure the security 
of the data. This data is further processed to data pre-
processing method. For the feature selection process, the 
proposed hybrid model uses wrapper-based method of 
SCMPSO algorithm to select relevant features from the 
dataset. Therefore, selected data is split into two in the ratio of 
80:20 where 80% of data is used for training and 20 is used 
for testing process. The data were further processed for 
classification method using hybrid algorithm of XG Boost-
Light GBM. After the classification, the testing data is used 
for the performance calculation in the present hybrid model. 
Additionally, the proposed model is measured using 
performance metrics to analyze the classification performance 
of the proposed hybrid model.  

 

A. Research Contribution 

The major contribution of the proposed hybrid model as 
follows, 

• To create a dataset using Mininet tool with Ubuntu. 

• To employ hybrid algorithm of ELGAMAL and ECC 
for data authentication.  

• To employ the XG Boost-Light GBM algorithm for the 
classification performance.  

• To calculate the efficacy of the proposed hybrid model 
using performance metrics.  

 

B. Paper Orgnization 

 
The flow of the present model is given here: Section II 

reviews the conventional literature related to anomaly 
prediction and problem identification. Section III precisely 
describes the proposed methodology. Furthermore, section IV 
provides a table and graphical representation of data analysis 
and results of the proposed model with traditional research. 
Finally, section V concludes the current model along with 
future research. 

II. LITERATURE SURVERY 

This section explains about the analysis of various existing 
models of SDN and Draft methodology along with other 
techniques for the prediction on attacks classification system. 
The existing model has focused on efficiency and possibility 
of, Distributed Denial of Service (DDoS) attack and 
mitigation. The prevailing method has examined the DL 
models, LSTM and Convolutional Neural Network (CNN). It 
has generated its own dataset for both testing and training. The 
results have shown that the RNN-LSTM produced 89.63%, 
Naïve Bayes attained 82.61% and SVM achieved 86.85% of 
accuracy [11]. Similarly, the conventional method has 
mitigated DDoS attack in SDN Internet Service Provider (ISP) 
networks for Internet Control Message Protocol (ICMP) flood 
attacks and TCP-SYN using ML methods of KNN and XG 
Boost. It has utilised CAIDA 2007 dataset and the outcome 
has shown that 98% accuracy when adapted to capacity [12, 
13]. Correspondingly, the prevailing model has detected the 
DDoS attack and classified the normal or traffic in SDN. The 
prevailing model has applied polynomial SVM to compare the 
linear SVM by utilising scapy (a packet generation tool and 
RYU controller). Hence, the dataset has been collected by 
creating volume-based normal traffic and DDOS attack 
traffic. According to the results, the polynomial SVM has 
attained 3% accuracy more and 34% low false alarm rate than 
linear SVM [14]. 

Moreover, conventional model has described a modular 
SDN base architecture with the components which could be 
enhanced or modified separately, providing flexibility to 
detect various types of attacks. It also explored ML and DL 
techniques to resolve which technique has performed better 
under various attack conditions and types. Thus, it used 
CICDoS2017 and CICDDoS2019 datasets. The results have 
shown that the DL models have attained 98% and 95% 
accuracy rates than ML methods [15, 16]. In the same way, 
the conventional method has employed the hybrid CNN-
LSTM model to detect for classifying the DDoS attack in SDN 
based networks with the help of custom dataset. The outcome 
has revealed that the hybrid model attained 99% accuracy [17, 
18].  Contrastingly, conventional model has classified the 
SDN traffic as attack traffic or normal utilising the ML 
algorithms with Neighbourhood Component Analysis (NCA). 
The conventional model has utilised public DDoS attack SDN 
dataset with 23 features. The outcomes of the existing model 
have shown that the Artificial Neural Network (ANN) and 
SVM have attained better accuracy. The DT model has 
attained better results [19, 20].  

 
Concomitantly, the conventional model has employed an 

effective detection mechanism against DDoS attack in SDN 
data plane and control plane. For this, the dataset has been 
generated from the computations and features extraction along 
with the classifier. The experimental outcomes of the 
prevailing method have proved that the method has attained 
better accuracy and less false alarm rate [21, 22]. The 
conventional model has evaluated experimentally on an 
entropy-based solution to mitigate and detect DDoS and DoS 
attacks in the scenarios of IoT utilising a SDN data plane. It 
developed the application called proof-of-concept at Ryu 



SDN controller top which has been detected the DDoS and 
DoS attacks in terms of entropy values. The results have 
occurred in three scenarios and attained better accuracy [23, 
24]. Similarly, the existing model has proposed to categorise 
benign traffic from DDoS attack through using ML techniques 
and has identified attack detections. It has created SDN dataset 
and the outcomes have shown that hybrid SVC-RF has 
attained 98.8% of accuracy with low false alarm rate [25].      

 

A. Problem Identification 

• The conventional attack detection schemes are 
challenging obstacles because of high false positive 
rates, high computational costs and low detection 
performances [26, 27]. 

• The research with ML methods has to enhance the 
security solution accuracy and to increase the packet 
delivery ratio [10] 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Comparison of Existing and Proposed Model 

 
Figure. 1 deliberates the comparison performance of 

proposed model with existing research. The green box 
represents the existing problems of traditional research which 
are overcome by the proposed system. The cryptographic 
process undergoes overcoming the traditional issues to attain 
better values through proposed model. 

 

III. PROPOSED METHOD 

The Software-Defined Networking (SDN) is a network 
architecture approach which is utilized for software-based 
application programming Interfaces (API) or controllers to 
transfer with directing traffic on a network and underlying 
hardware infrastructure. However, the data transmission is 
vulnerable to malicious attacks which distress the security of 
SDN based networks. To overcome the issue, several 
traditional models have focused on attack detection however 
lacks accuracy, security and computation. To solve this 
problem, the proposed model employs XG Boost-Light GBM 
algorithm with attention mechanism based on the 
classification. The figure. 2 illustrates the flow design of 
proposed hybrid model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

 

Fig. 2. Comparison of Existing and Proposed Model 

The figure. 2 illustrates the overall mechanism of the 
proposed hybrid model. The dataset is being created for the 
proposed model classification. Initially, the VNF is created 
where the switches and hosts are connected. The Modified 
PSO decides whether the VNF switches whether it is parallel, 
series, on or off. It creates the SDN controller for 5G user’s 
environment and their security. If the attack is detected in any 
switch, Modified PSO makes it off to avoid further forwards. 
Then, it sends an alert to the user with the IP address. The 
reliable data is passed for authentication process where it is 
processed with the help of ELGAMMAL and ECC algorithm. 
It makes the authentication process more reliable and moves 
for verification. Furthermore, the verified data is used for 
proposed hybrid model classification. The pseudo code for 
ELGAMMAL-ECC algorithm is provided below. 

Pseudo code for ELGAMMAL and ECC algorithm 

𝑬𝒍𝒍𝒊𝒑𝒕𝒊𝒄 𝑪𝒖𝒓𝒗𝒆 𝑬𝒍𝑮𝒂𝒎𝒂𝒍 (𝑬𝑪 − 𝑬𝑮) 𝒂𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 
𝑺𝒆𝒕𝒖𝒑. 𝑮𝒊𝒗𝒆𝒏 𝒂 𝒔𝒆𝒄𝒖𝒓𝒊𝒕𝒚 𝒑𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓 𝑲𝒊, 

 𝒄𝒐𝒏𝒔𝒕𝒓𝒖𝒄𝒕 𝒂𝒏 𝒆𝒍𝒍𝒊𝒑𝒕𝒊𝒄 𝒄𝒖𝒓𝒗𝒆 𝑬𝒊 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒐𝒗𝒆𝒓 𝒂  
𝒇𝒊𝒏𝒊𝒕𝒆 𝒇𝒊𝒆𝒍𝒅, 𝒕𝒐𝒈𝒆𝒕𝒉𝒆𝒓 𝒘𝒊𝒕𝒉 𝒂 𝒑𝒓𝒊𝒎𝒆 𝒑 𝒂𝒏𝒅  
𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒐𝒓 𝑮𝒊. 𝑲𝒆𝒚𝑮𝒆𝒏. 𝑺𝒆𝒍𝒆𝒄𝒕 𝒂 𝒓𝒂𝒏𝒅𝒐𝒎 𝒙𝒆  

𝑭, 𝒂𝒔 𝒑𝒓𝒊𝒗𝒂𝒕𝒆 𝒌𝒆𝒚, 𝒂𝒏𝒅 𝒄𝒐𝒎𝒑𝒖𝒕𝒆 
 𝒀 =  𝑿𝒊 𝑮𝒊. 𝑻𝒉𝒆𝒏, 𝒑𝒖𝒃𝒍𝒊𝒄 𝒌𝒆𝒚 𝒊𝒔 (𝑬𝒊. 𝒑𝒐. 𝑮𝒊. 𝒀𝒊). 

𝑬𝒏𝒄𝒓𝒚𝒑𝒕. 𝑬𝒏𝒄𝒓𝒚𝒑𝒕 𝒎 𝒘𝒊𝒕𝒉 𝒑𝒖𝒃𝒍𝒊𝒄 𝒌𝒆𝒚 (𝑬𝒊. 𝒑𝒐. 𝑮𝒊. 𝒀𝒊). 
𝟏. 𝑺𝒆𝒍𝒆𝒄𝒕 𝒂 𝒓𝒂𝒏𝒅𝒐𝒎 𝒏𝒖𝒎𝒃𝒆𝒓 𝒌𝒆 𝑭,. 

𝟐. 𝑪𝒐𝒎𝒑𝒖𝒕𝒆 𝑴 =  𝒎𝒂𝒑(𝒎𝒐), 𝒘𝒉𝒆𝒓𝒆 𝒎𝒂𝒑(𝒎𝒐)  
=  𝒎𝒐𝑮𝒊. 

𝟑. 𝑮𝒆𝒏𝒆𝒓𝒂𝒕𝒆 𝒄𝒊𝒑𝒉𝒆𝒓𝒕𝒆𝒙𝒕 𝑪𝒐 − (𝑹𝒐, 𝑺𝒐), 𝒘𝒉𝒆𝒓𝒆 𝑹
− 𝑲𝒊𝑮𝒊, 𝑺𝒐𝑴 − 𝒌𝒊 

𝑫𝒆𝒄𝒓𝒚𝒑𝒕. 𝑫𝒆𝒄𝒓𝒚𝒑𝒕 𝑪 𝒘𝒊𝒕𝒉 𝒑𝒓𝒊𝒗𝒂𝒕𝒆 𝒌𝒆𝒚 𝑿𝒊. 
𝟏. 𝑪𝒐𝒎𝒑𝒖𝒕𝒆 𝑴𝒙𝑹𝒐𝑺𝒐 − 𝒙𝒌𝑮𝒊 + 𝑴𝒐 + 𝒙𝒌𝑮𝒊. 

𝟐. 𝑹𝒆𝒗𝒆𝒓𝒔𝒆 𝒕𝒉𝒓𝒐𝒖𝒈𝒉 𝒎 =  𝒎𝒂𝒑(𝑴). 
𝟑. 𝑹𝒆𝒕𝒖𝒓𝒏 𝒕𝒉𝒆 𝒑𝒍𝒂𝒊𝒏𝒕𝒆𝒙𝒕 𝒎. 

 

 

A. Data Creation 

The present model generated a dataset using the Mininet 
tool with the help of Ubuntu. Mininet is a python-tool for 

generating SDN based networks. It acts as an emulator of the 
network which is utilized to visualize the applications and 
switches of SDN in virtual environment. RYU is an SDN 
controller that supports open Flow protocol. It uses two 
controllers called c1 and c2, each has 8 switches and 8 hosts. 
Controller acts as a sender and host acts as a receiver. If the 
attack is detected in switch 1, the alert will be sent to the user 
with IP address. The cryptosystem consists of a decrypting 
algorithm, encrypting algorithm and well-defined triple text. 
The current model uses the cryptosystem with the hybrid 
ELGAMMAL, ECC algorithm to encrypt the data from the 
switches. These encrypted data are used under authentication 
to ensure the security of the data and used for dataset creation 
for the pre-processing. Similarly, figure. 3 represents the SDN 
controller simulations. 
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(b) 
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Fig. 3. Simulations of SDN Controller 

Figure.  3 illustrates the SDN controller Simulations. It 
shows the hosts, switches and RYU controller in various 
nodes topology. The table. 1 Signifies the simulation 
parameters and its values used in the proposed hybrid model. 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

 Simulation Area 1000x1000m 

 Simulation Time 300s 

 Number of MUs 50 

Number of APs 4 

Number of Switches 7 

Number of Controllers 2 

 SDN Controller POX 

 Flow Type TCP, UDP 

 Number of Packets 1500 

 Flow Timeout 1.5s 

 Packet Length 1024 bytes 

 Mobility of MUs 250 m/s 

 Mobility Model of MU Random Way Point Model 

 Interval Time 0.15s 

 Packet Interval Bit Rate 100 ms 

Attack Rate (Per Attacker) 20-1000 pps 

 Cumulative Attack Packet Rate 1000-1200 Kbps 

 Protocol Used IPv6 

 Delay 10 microseconds 

 Block Size 4 bytes 

 Block Header 80 bytes 

 Transaction Counter 1-9 bytes 

Number of Transactions Variable 

 Proof Type Proof of Work 

 Hash Generation Blake_256() 

 

B. Data Pre-Processing 

Pre-processing is a technique of altering the raw data into 
a suitable data set, which is pre-processed to check the missing 
values, noisy signals, label encoding, feature scaling and other 
inconsistencies before applied to the algorithm. Besides, the 
pre-processing improves the classification performance of the 
proposed method. To achieve this, the proposed system 
implemented two significant pre-processing techniques like 
checking missing values and label encoding. In the process of 
label encoding, the categorical data values are assigned to 
numerical labels to enhance the efficiency of the proposed 
model.    

C. Data Splitting 

In Machine Learning, data splitting is utilized to eradicate 
the data over fitting. Generally, ML utilizes the data splitting 
technique to train the present model where the training data is 
added to the proposed method for equipping the training stage 
parameters. After the training process, the test set data are 
measured to calculate the respective model for handling the 
observations. In the proposed framework, the original data is 
split into 2 sets, the test and training of 80:20 which indicates 
eighty percent of the new observations is utilized for the 
training and the remaining 20 percent of the observations are 
used for testing. The training set data is employed for training 
the proposed framework and the testing set data is used to 
calculate the performance of the respective technique.      

D. Classification- Proposed Hybrid of XG Boost and Light 

GBM Algorithm 

The present model employs ML based hybrid model, XG 
Boost-Light GBM algorithm to develop the results of 
classification. The classification performance takes place in 
Spyder tool. The security of SDN controllers in 5G network is 
processed with the proposed hybrid model which is trained in 
the generated dataset with Mininet Tool. This section 
exemplifies the algorithms and mechanism of the proposed 
hybrid model. The following sections illustrate the XG Boost 
and Light GBM mechanism. 

 

i. Extreme Gradient Boosting (XG Boost) 

XG Boost, an ML technique and develops on other models 
such as Random Forest and Gradient boost. It functions well 
in complex and huge datasets through using various 
optimization methods. XG Boost could converge rapidly with 
lesser steps, more direct to less errors, reduces the 
computational costs and simplifies calculations to improve the 
speed. The limitations involved that model training requires 
more time and resources compared to modest algorithms. In 
terms of high learning rates or complex models, gradient 
boosting is prone to the problem of over fitting. Thus, the 
proposed model was determined to employ the XG Boost 
algorithm with Light GBM algorithm to enhance the 
performance of proposed hybrid model 



 

ii. Light Gradient-Boosting Machine Algorithm 

The Light GBM algorithm, a gradient boosting ensemble 
technique which is based on decision trees and used by the 
Auto ML tool. Light GBM could be used for both regression 
and classification which is optimized for the high performance 
along with different distributed systems. Generally, Light 
GBM is more efficient and faster, making it appropriate for 
huge datasets whereas XG Boost can perform better only with 
smaller datasets or while the interpretation is important. Thus, 
the Light GBM is incorporated with XG Boost to enhance the 
efficiency of the proposed model.  

 

iii. Proposed Hybrid of XG Boost and Light GBM 

Algorithm 

The ensemble nature of XG Boost with numerous 
Decision trees (DT) combined, it makes challenging to final 
prediction. Additionally, it could be computationally intensive 
when handling huge datasets and complicated models. 
Furthermore, it finds difficult with imbalanced dataset, and it 
primarily handles numerical labels. To evade the limitations 
of the XG Boost algorithm, the proposed model uses the Light 
GBM algorithm to improve the accuracy rate. Combining the 
strengths of these algorithms can achieve high accuracy in 
detecting the attacks. It increases the generalization capability 
of the proposed ML model and allows for flexibility and 
customization. Therefore, combining the algorithms can 
leverage their strengths and could compensate for the 
weaknesses.    

 

Pseudo code-IV XG Boost-Light GBM 

 
Input: Training Examples  

1. Xii =
ValueXGBOOST   Initialize Weights by XGBOOST Values  

2.  Shi   ∶=  ∑ Yii. Xii + bi
n
i=1  ( Yi1, Yi2 ,  Yi3 … … … … . . Yin) 

multiplied with their (Xi1 , Xi2, Xi3 … … … … . . Xin) for hidden 

layer node  

3. Empricial loss Function = ∑ Shi  
Yin
Xin

 

4. output hidden ← ∅(shi) output (hidden layer node) 

5. Sout   ∶=  ∑ Yii. Xii + bi
n
i=1   

6. Update  

7. Dit+1 (ii) =
Dit(ii)

Zt
= {

e−∝t  if instance ii is correctly classified 

e∝tif instance ii is not correctly classified
 

Where Zif is a normalization factor (chosen so that ∑ Dit+1 = 1 
mi

ii=1  

Output the Final hypothesis Hi(xi) = sign(∑ ∝it hit(xii)
T
ti−1 ) 

8. outputpredict ← ∅(Dit+1 (ii))   

9. Compare Error (outputpredict − output Actual) 

10. search Error Rate  

11. search Error Rate   

12. Update network weight  

13. (outputpredict − output Actual) 

Output Trained Neural Network  
 

IV. EXPERIMENTAL RESULTS 

 
This section provides the experimental and 

implementation results of the proposed work. Further, we also 

provide the comparative analysis results of the proposed and 
existing works respectively that accomplished for ensuring the 
security in SDN based networks.  

 

A. Exploratory Data Analysis 

This section exemplifies the EDA of SDN based dataset 
utilized in the present model. The EDA is utilized to visualize 
and understand the data in the generated dataset. The figure. 4 
and Figure. 5 represents the system model simulation and data 
packet flow rate respectively. 

 

 

Fig. 4. System model Simulation 

 

Fig. 5. Data Packet Flow Rate 

The figure. 6 exemplifies the attacks in the classification. The 

blue colour refers to non-attack data whereas orange colour 

refers to data with attacks.  



 

Fig. 6. Attacks predicted in the Present hybrid Model 

 

Fig. 7. Pie Chart Distribution of Multi-Class Labels 

 

The figure. 7 shows the pie chart distribution of multi-class 
labels. Label 1 refers to data with attack whereas, blue color 

refers to non-attack data. Data with attack has 39.01% and 

non-attack data has 60.99%.  
 

B. Performance Metrics 

Performance metrics are primarily used for observing the 
efficiency of the projected research by utilizing various 
metrics like recall rate, Precision, Accuracy and F1 score 
value.  

 

C. Recal Metric 

Recall is utilized to examine the data percentage which is 
correctly detected in the respective model. The recall formula 
is defined in the following equation (14), 

Recall =
True_Pos

False_Neg+True_Pos
     (14)

  

D. Accuracy Matric 

The Accuracy is the important metric used to analyze the 
number of estimates which are approximately correct in the 

present model. The accuracy formula is illustrated in equation 
(15), 

       Accu =
TP+TN

TP+FP+TN+FN
                             (15)      

 

E. F1 Score Metric 

F1-score is used to analyze the predictions in the present 
model that are made for positive class. The f1-score formula 
is mentioned in equation (16),    

 

F1 Score =  2 ∗
Recall∗Precision

Recall+Precision
                                                (16)  

 

F. Precision Metric 

The metric precision is indicated as the method’s 
covariance unit of which resulted through suitably predictable 
cases (True_Pos) to the total group of cases that have been 
precisely considered (True_Pos + False_Pos). It comprises 
repeatability and producibility of the capitals. Equation (17) 
depicts the formula for precision.       

Precision =
True_Pos

False_Pos+True_Pos
                                                   (17)                                                         

 

G. Performance Analysis 

The performance of proposed algorithm is examined 
utilising evaluation metrics like Recall, Precision, F1-score 
and Accuracy. Figure. 8 shows the feature selection process in 
the proposed hybrid model.      

 

 

Fig. 8. Feature Selection 

Figure. 8 signifies feature selection. It shows the optimal 
fitness value is 2.9. The wrapper based approach is selected 
for feature selection called Sine Cosine Modified Particle 
Swarm optimization (SCMPSO). Moreover, the figure. 9 
represents the results of classification.  



 

Fig. 9. Classification Result 

From figue. 9, it understood that the proosed hybrid model 
attained efficient results. It attained 100% of accuracy, 100% 
of precsion 100% of recall and 100% of F1-Score 
respectively. Similarly, figure. 10 shows the node results.   

 

Fig. 10. Node Result  

Figure. 10 deliberates the node results of proposed hybrid 
model. It shows that the proposed hybrid model attained 
execution time of 43.34 seconds, specificity of 1.000, 
computational cost of 0.43, delay of 2.67 ms, throughput of 
853.07 Mbps and packet loss rate is 2.9%.  

H. Comparative Analysis 

 
The section exemplifies the comparative analysis of the 

proposed mechanism with the prevailing approaches 
depending on performance metrics.    

TABLE II.  PROPOSED MODEL OUTCOME COMPARISON [28] 

 Model Energy Consumption  Throughput 

Existing  0.4 0.9542 

Proposed  0.32 0.99412 

 

The table deliberates proposed model outcome 
comparison. It shows the energy consumption and throughput. 
The present attained 0.32 of energy consumption and 0.99412 
of throughput. The table. 3 deliberates the network lifetime.  

TABLE III.  NETWORK LIFE TIME OF PROPOSED MODEL [28] 

Model  Network Lifetime 

Existing  32320 

Proposed  41000 

 

The table. 3 signifies the Network lifetime. It shows the 
proposed hybrid model attained 41000 of network lifetime 
than existing model. The figure. 11 illustrates the performance 
analysis of proposed hybrid model. 

 

Fig. 11. Performance Analysis of Proposed Hybrid Model 

The figure. 11 depicts the performance analysis. It shows 
that the proposed hybrid model attains 0.08 of energy 
consumption less than existing model and 0.03992 of 
throughput more than existing model. It shows the efficacy of 
the proposed hybrid model. Furthermore, the figure. 12 
exemplifies the comparison of proposed model results.  

 
 

Fig. 12. Comparison of Proposed model’s Results 

 
The figure. 12 describes the comparison of Network 

lifetime with existing model. It attained 8680 more than the 
existing model which attains only 32320 of lifetime. The table. 
4 represents the accuracy comparison with prevailing 
research. 

TABLE IV.  ACCURACY COMPARISON WITH EXISTING METHODS [29] 

Method  Accuracy  

Existing Method  92 

Existing Method CNN 91 
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Existing Method CNN2 90 

Proposed Method  97.6 

 

The table. 4 exemplifies that the proposed hybrid model 
attained 100% of accuracy where other conventional research 
attained 92%, 91% and 90% of accuracies. Similarly, the 
figure. 13 represents the accuracy comparison of proposed 
hybrid model.  

 

 
 

Fig. 13. Accuracy comparison 

 
The figure. 13 shows the accuracy comparison of proposed 

hybrid model. It attained 8%, 9% and 10% more than 
conventional models such as existing method, existing CNN 
and existing CNN2 respectively. Correspondingly, the table. 
5 deliberates the recall metric comparison.  

TABLE V.  COMPARISONS ON RECALL [30] 

Model  Recall 

SVM 0.9 

MLP 0.92 

Proposed 0.996 

 

The table. 5 depicts the recall metric comparison of the 
present model. It attained 0.996 of recall which is higher than 
other prevailing models like SVM and Multi-layer Perceptron 
(MLP). Similarly, the figure. 14 signifies the recall 
comparison.   

 
 

Fig. 14. Recall Comparison with Existing model 

The figure. 14 demonstrates the recall comparison of 
proposed hybrid model. It attained 0.096 and 0.076 recall 
values more than SVM and MLP models respectively.  

 

V. CONCLUSION 

 
SDN is the emerging technology in the modern world, 

which provides rapid data and connects hosts in the 
environment. Consequently, data security is significant for the 
network environments. The SDN based networks are 
vulnerable to various attacks like DDoS, numerous research 
endeavored to attain security in SDN, attack and non-attack 
classification. However, it lacks accuracy and computation. 
To overcome this issue, the proposed hybrid model uses 
ELGAMAL and ECC algorithm for system model creation, 
wrapper-based method of SCMPSO for feature selection and 
XG Boost-Light GBM algorithm for attack classification. In 
the same way, the XG Boost-Light GBM algorithm is used to 
improve the classification of the proposed hybrid model. 
Besides, the SDN dataset that has been created was used in the 
proposed hybrid research for improving the efficiency of the 
present model. Congruently, the result of the present research 
is calculated using performance metrics to examine the 
performance of the present research. From the outcomes, it 
exemplifies that the proposed hybrid model attained value of 
accuracy of 100%, recall rate of 100, F1-score of 100 and 
value of precision of 100. Consistently, the result of the 
comparative analysis of the respective model signifies the 
performance of the existing research. The future work 
includes attack classification on the various attacks can 
enhance the efficiency and the performance of proposed 
hybrid model.   
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