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Abstract—Drowsiness detection holds paramount importance
in ensuring safety in workplaces or behind the wheel, enhancing
productivity, and healthcare across diverse domains. Therefore
accurate and real-time drowsiness detection plays a critical role
in preventing accidents, enhancing safety, and ultimately saving
lives across various sectors and scenarios. This comprehensive
review explores the significance of drowsiness detection in various
areas of application, transcending the conventional focus solely on
driver drowsiness detection. We delve into the current methodolo-
gies, challenges, and technological advancements in drowsiness
detection schemes, considering diverse contexts such as public
transportation, healthcare, workplace safety, and beyond. By
examining the multifaceted implications of drowsiness, this work
contributes to a holistic understanding of its impact and the
crucial role of accurate and real-time detection techniques in
enhancing safety and performance. We identified weaknesses in
current algorithms and limitations in existing research such as
accurate and real-time detection, stable data transmission, and
building bias-free systems. Our survey frames existing works and
leads to practical recommendations like mitigating the bias issue
by using synthetic data, overcoming the hardware limitations
with model compression, and leveraging fusion to boost model
performance. This is a pioneering work to survey the topic of
drowsiness detection in such an entirely and not only focusing on
one single aspect. We consider the topic of drowsiness detection as
a dynamic and evolving field, presenting numerous opportunities
for further exploration.

Index Terms—Drowsiness detection, Fatigue detection, Drowsi-
ness and safety, Public Transportation, Sleep analysis and drowsi-
ness

I. INTRODUCTION

Drowsiness detection aims at detecting the early symptoms
of individual drowsiness using physiological (EEG [1], ECG
[2]) and visible behavioural (eye blinking [3] and eye closure
[4]) indications. The accurate and real-time identification of
drowsiness detection is crucial for multiple reasons. One of
the most prominent use-cases is driver and road safety; drowsy
driving [5] is a dominant cause of accidents, injuries, and fatal-
ities on the road. The National Highway Traffic Safety Admin-
istration estimated that up to 20% of the annual traffic deaths
were attributed to driver drowsiness in 2016 [6]. An early
alert can help prevent accidents caused by impaired reaction
times of a drowsy driver. Under the setting of workplace safety,
such as employees working in jobs like e.g., operating heavy
machinery [7], industrial equipment, or in medical establish-
ment [8]–[10], drowsiness can lead to accidents that jeopardize
worker’s safety or patient safety. In addition, drowsiness could
negatively impact the cognitive function and productivity of
shift workers with long working hours. Even in healthcare,

Fig. 1. Depicts areas of applications in urgent need of accurate and real-time
drowsiness detection task.

monitoring the drowsiness of patients, especially those with
sleep disorders or undergoing medical treatments, ensures
their well-being and helps healthcare providers make informed
decisions about accurate treatment plans [11]–[15]. Finally,
drowsiness detection is crucial in sectors such as aviation [16],
[17] and public transportation [18]–[20], where a drowsy op-
erator can compromise passenger safety. The attentiveness of
the driver significantly impacts railway safety [19]. Incidents
involving high-speed trains can result in severe consequences,
as evidenced by the most catastrophic railway accident in
Chinese history occurring on 23 July 2011, resulting in 40
fatalities and at least 192 injuries [21]. Therefore, finding ways
to unobtrusively detect driver drowsiness operating these high-
speed trains is important. Figure 1 summarizes the application
areas that can benefit greatly from accurate and real-time
drowsiness detection.

Drowsiness detection is thus vital for safety, preventing
accidents caused by impaired attention and reaction times. It
improves health by identifying sleep disorders and enhances
productivity in various settings. After motivating the impor-
tance of drowsiness detection, our work preliminary focused
on showing modern applications and methods on drowsiness
detection. We are the first work concluding multiple aspects
and areas of drowsiness detection not only focusing especially
on driver drowsiness detection. Current surveys on drowsiness
detection mainly focused on presenting either techniques [22]–
[25] or systems [5], [26], [27] on driver drowsiness detection.
Less focus was put on the general use-cases of drowsiness
detection in such a broad application area and its faced
challenges.
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Fig. 2. Overall structure of the surveyed advancements in drowsiness detection. This primary framework illustrates the three measuring techniques utilized
in drowsiness detection, along with their respective attributes and methodologies. From the considered topology, we first distinguish between drowsiness
detection based on physiological signals and monitoring through vision. Based on these classification, we assign different attributes to individual measuring
techniques. The sensing modalities for EEG and ECG are not mutually exclusive and can be divided under wired and wireless application. While under the
vision-approach, we now consider static investigation for single frame and dynamic investigation for multiple frames and the unobtrusiveness for the general
setup. Abbreviations like HRV stands for heartrate variability, PRV for pulserate variability, QRS for morphological components of a heartbeat, LF/HF for
certain frequency bands, and finally PERCLOS for percentage of eye closure. The sensing modality demonstrates the potential realization of applications. The
bottom row outlines the typical areas of application for drowsiness detection across all measuring techniques.

Figure 2 depicts a primary framework of this survey, il-
lustrating the three measuring techniques and their respective
attributes used for detection, sensing modalities, and typical
application areas across all measuring techniques. and pro-
vides a clear view of the structure of our work. Based on
our proposed topology, we differentiate between drowsiness
detection relying on precise physiological signals and moni-
toring through vision-based approaches. Biological processes
manifest themselves in brain and heart activities, that can lead
to distinct changes in specific attributes induced by drowsiness.
Consequently, we can assign different attributes to individual
measuring techniques based on our classification. The sensing
modality for physiological signals typically involves electrode-
based methods. However, there is a shift towards wearable and
wireless communication technologies in this regard to enhance
user acceptance. Monitoring through vision is in general more
unobtrusive and user friendlier, focusing on relevant attributes
such as facial features, eye closures, and head poses, among
others. We view single frame as static and consecutive frames
as dynamic sensing modality in this context.

The structure of our work is outline in the following.
In Section II, we discuss recent works within each of the
application areas. In Section III we first introduce three general
techniques typically used for drowsiness detection under two
main categories, i.e. physiological signal- and vision-based
approaches. In Section IV, we extend the techniques with
relevant works. In Section V we provide a list of public bench-

marks used to evaluate or design algorithms for drowsiness
detection both in form of time series and image- or video-
sequence-based data. In Section VI, we exclusively explained
the performance and evaluation metrics used for assessing the
algorithm’s effectiveness in state-of-the-art (SOTA) works. We
then discuss and reveal the existing limitations within this
research area categorized under physiological and vision-based
approaches and present potential solutions and actionable
suggestions in Section VII. In Section VIII, we summarize
the current research gaps and provide potential future research
directions. Finally, we conclude our work by summarizing the
major findings in Section IX.

II. AREAS OF APPLICATIONS

In this section, we first start with relevant works for drowsi-
ness detection grouped by applications. Beyond the scope of
driver’s drowsiness detection, drowsiness detection can take
place in several other aspects of our daily life, as it has far-
reaching effects ranging from affecting our quality at work,
influencing our healthcare, or clouding our ability at working
on cognitive tasks.

a) Drowsiness detection in workplace and secured areas:
Drowsiness and sleepiness in the workplace are two of the
major risks of modern society [28], [29]. Well-rested and alert
employees are fundamental for better productivity and creativ-
ity, while excessive fatigue not only reduces efficiency but also
can pose a risk at workplaces, thus fatigue management in the
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workplace [30] aims to enhance worker health and well-being 
both on and off the workspace.

One example of a mitigating safety issue caused by drowsi-
ness at the workplace is proposed in [7]. The work by Liu et 
al. [7] focused on improving the performance of drowsiness 
detection for crane operators by using hybrid deep neural 
networks connecting both spatial and temporal features from 
videos. The primary contributions of this study involved ex-
tending drowsiness detection beyond vehicle drivers to crane 
operators, introducing relevant facial features as indicators for 
detection. In addition to their customized dataset on simulated 
crane operation scenarios, the research provided recommenda-
tions for gathering extensive and publicly accessible realistic 
drowsiness datasets tailored to crane operators.

Sectors engaged in safety-critical endeavors, including the 
oil and gas industry, exhibit a vested interest in monitoring 
biological markers to avert human errors and enhance pro-
cess safety, thereby enhancing their readiness for emergency 
situations [31]. Within this context, the reliability of human 
performance assumes a pivotal role in preventing potential 
catastrophic incidents stemming from human factors, such as 
worker fatigue. Ramos et al. [32] introduced an ensemble 
approach for fully automated drowsiness detection utilizing 
Electroencephalogram (EEG) signals.

Even in office e nvironments a cross various i ndustries, per-
sistent drowsiness poses a significant c hallenge, r esulting in 
occupational fatigue due to excessive work demands, partic-
ularly when precise operational output is essential. Presently, 
companies are increasingly dedicating resources to monitor 
their workplaces, aiming to uphold employees’ optimal work-
ing states and sustain a desirable level of productivity [28]. 
Natnithikarat et al. [33] proposed one approach to detect 
the drowsiness state of an office w orker t hat c ombines Bio-
metric characteristics like keyboard keystrokes and mouse 
movement along with eye tracking during office-related tasks. 
The objective was to identify and assess drowsiness based 
on the self-reported Karolinska sleepiness scale (KSS) [34] 
questionnaire. The study identified a  c orrelation b etween the 
anticipated level of drowsiness inferred from the biometric 
data and the estimated KSS score provided by the users. 
These findings s uggest t he v iability o f u sing t he proposed 
method to effectively detect the level of drowsiness among 
office workers.

b) Drowsiness detection in healthcare sectors: Modern 
industries, hospitals, and many other essential sectors require 
shift work to maintain productivity and profit [ 35], [36]. 
However shift work with its induced drowsiness and fatigue in 
shift workers has proved to be the source of human error and 
can lead to a number of accidents, catastrophes, and health-
related problems [36], [37].

In healthcare sectors, Geiger-Brown et al. [8] revealed in 
their study that nurses frequently express fatigue and dis-
satisfaction with the quality of sleep when engaged in 12-
hour shifts. This study examines the sleep patterns, levels of 
sleepiness, fatigue, and neuro-behavioral performance across 
three consecutive 12-hour shifts (both day and night) for 
hospital nurses. The findings i ndicate t hat n urses accumulate 
a substantial sleep deficit d uring s uccessive 1 2-hour shifts,

leading to increased fatigue, sleepiness, and decreased atten-
tion. Other studies investigating the subjective sleep quality
and daytime sleepiness among nursing staff can be found in
[9], [10]. As a result, it becomes imperative to promptly and
accurately identify fatigue in real-time to mitigate potential
instances of malpractice stemming from fatigue-related issues
in the medical domain.

Chervin et al. [38] conducted an investigation in 2000,
focusing on the relation of sleepiness, fatigue, tiredness, and
lack of energy in individuals to obstructive sleep apnea. The
study encompassed a comprehensive analysis involving 190
participants, including 117 males (M) and 73 females (F),
within a university-affiliated sleep laboratory. Data were de-
rived from both sleep studies and questionnaires. The study’s
findings suggested that complaints regarding fatigue, tiredness,
and reduced energy levels could hold comparable significance
to reports of sleepiness among obstructive sleep apnea patients.
Notably, female patients seemed to express such concerns
more frequently than their male counterparts.

c) Drowsiness detection at public transportation and
aviation: In the public transportation sector, accurate and
real-time drivers’ drowsiness detection can save human lives
[20]. Wu et al. [39] proposed a non-parametric solution for
detecting the cognitive state of pilots by utilizing a 64-channel
brain EEG signal. They developed 2D brain maps from these
spatially distributed 3D multichannel EEG signals and ex-
tracted useful feature maps for developing algorithms to detect
fatigue in pilots. Another work by Wang et al. [16] showcased
drowsiness detection within the aviation industry too. They
utilized EEG signals obtained from a standard aviation headset
to identify the drowsiness levels of pilots. The researchers
integrated the Seeing Machines driver monitoring system 1

with electrooculogram (EOG) data to localize microsleep
events and investigated unique characteristics in EEG spectral
patterns during these events. Simultaneous recordings of EEG,
EOG, and facial behavior data were taken from 16 pilots
during simulated flights. Their study demonstrated useful
features from the EEG signals and confirmed the effectiveness
of drowsiness detection by embedding EEG electrodes within
the commonly used aviation headset.

Zhang et al. [18] targeted drivers operating high-speed
trains. They proposed a driver’s drowsiness detection system
for high-speed train safety based on monitoring train driver’s
vigilance using a wireless wearable EEG. The proposed system
includes three stages ranging from wireless data collection and
driver vigilance detection to pushing early alert messages to
drivers. An 8-channel wireless wearable brain-computer in-
terface is used to unobtrusively collect the locomotive driver’s
brain EEG signal, while the driver is simultaneously operating
a high-speed train.

Multi-modal fusion of multiple physiological signals and
leveraging deep learning techniques for driver’s drowsiness
detection for high-speed rail operators can be found in [19].
One research specifically deals with drowsiness detection from
facial clues with occluded face images of railway drivers [20].
This study was conducted in the post-covid phase to work

1Seeing Machines driver monitoring system: https://seeingmachines.com/



4

with the autonomous-rail rapid transit system in China railway. 
This research was built upon facial thermal imaging and also 
included environmental information for detection.

d) Drowsiness Detection in smart home context: Beyond 
workspace applications, modern homes with integrated smart 
technologies also intend to enhance the user’s living experi-
ence in domestic areas. The smart home application with the 
smart mirror is used as an example to assess residents’ well-
being over time to improve their lifestyle through user-centered 
guidance. Facial clues indicating user’s emotional states like 
stress, fatigue and anxiety are targeted in [40].

Elderly fall due to drowsiness was studied in [41]. Based 
on facial landmarks and eye openness, Kumar et al. further 
analyzed sleep patterns in order to help to predict the physical 
condition of the elderly and to avoid emergency situations such 
as falls. The main contribution of this work is to predict the 
health condition of the elderly by leveraging machine learning 
models and their results were verified on real-world scenarios 
while maintaining good accuracy (Acc).

Another proof of concept work focusing on real-time 
drowsiness detection for elderly care is in [42]. The study 
is based on video feeds to extract visible facial clues, such 
as yawning, eyelid and head movement over time which are 
related to drowsiness detection. Classification simply based on 
eyelid and mouth status already achieved an accuracy between 
94.3%-97.2%.

In this survey, we focus on showing modern application 
areas and methods in terms of drowsiness detection not only 
limited to driver’s drowsiness detection but extended to cover 
much broader possible scenarios and detection under more 
general and diverse purposes.

III. MEASURING TECHNOLOGY

In this section, we present the three most popular mea-
suring techniques for drowsiness detection. These measuring 
techniques can be categorized under physiological sensing 
(which uses either EEG or ECG) and vision-based sensing. 
Under physiological sensing, researchers aim to capture nu-
merous biological signals of each individual, such as heart 
rate variability, muscle movement, and brain wave activities. 
From these biological signals, unique biological markers are 
extracted to detect drowsiness. Under vision-based capture, 
visual feeds are leveraged to derive facial expressions and eye 
blinking status, among other clues, to give an indication of 
drowsiness.

A. How does Electroencephalogram work for drowsiness de-
tection?

Electroencephalogram (EEG) [43] measures the electrical 
activity of the brain. It involves the recording of the brain’s 
electrical signals using electrodes placed on the scalp. EEG 
is a non-invasive and painless procedure used to study brain 
activity, diagnose certain brain disorders, and monitor brain 
health during medical treatments.

EEG-based drowsiness detection systems are just one com-
ponent of an overall driver safety system. During a driving 
simulation or driving a vehicle in a controlled environment,

the EEG system continuously records brain activity throughout
the driving session. From the raw multi-channel EEG data,
relevant features are extracted that correlate with drowsiness.
These features often include changes in different brainwave
frequencies [44], asymmetry in frequency bands [45], or power
spectral density [46], [47]. Similarly, these features are used to
train a machine learning model detecting the real-time state of
the driver as in either awake or fatigue state. Mardi et al. [48]
demonstrated in their work that the brain exhibits its lowest
levels of activity and complexity when a driver experiences
drowsiness. Consequently, individuals in such a state lose their
concentration and control, thereby hindering their ability to
respond promptly to stimuli.

EEG is a valuable tool in neuroscience and clinical set-
tings, providing insights into brain function and helping di-
agnose and manage various neurological conditions. Its non-
invasiveness and ability to capture real-time brain activity
make it a widely used method for studying brain health and
understanding brain-related disorders. EEG also serves as the
’gold standard’ and is extensively applied to indicate the tran-
sition between wakefulness and sleepiness [49]. Spontaneous
alpha activity detected in EEG signals can indicate different
underlying physiological process. Alpha waves originate from
the occipital lobe and are observable during relaxed wakeful-
ness with closed eyes and disappearing upon eye reopening
[50].

B. How does Electrocardiogram work for drowsiness detec-
tion?

The most effective outcomes in driver drowsiness detection
have been attained through these electrode based instruments
including EEG and EOG measurements to date [51], thus
establishing them as the prevailing standard in this research
domain. Nevertheless, implementing driver monitoring using
EEG measurement proves impractical. In contrast, Electrocar-
diogram (ECG) recording offers a more feasible alternative,
given its ease of capture, significantly larger magnitude, and
lower susceptibility to noise interference.

Sleep is a complex state marked by important changes
in the autonomic modulation of the cardiovascular activity
as investigated by Viola et al. [52]. Heart rate variability
(HRV) undergoes substantial alterations across different sleep
stages, reflecting a prevailing parasympathetic influence on the
heart during non-rapid eye movement (NREM) sleep, while
displaying heightened sympathetic activity during rapid eye
movement (REM) sleep. In addition, respiration also under-
goes notable changes, deepening and becoming more regular
during deep sleep and shallower and more frequent during
REM sleep. These effects were thoroughly investigated by
Cabiddu et al. in [53] and thus making the ECG measurement
a well-suited technique for investigating sleep analysis and
drowsiness detection.

ECG is a medical instrument to record the electrical activity
of the heart over a period of time. The ECG provides valuable
information about the heart’s rhythm, rate, and overall elec-
trical activity [54]. To perform an ECG, a set of electrodes
is placed on the patient’s skin at specific locations. The elec-
trodes are connected to an electrocardiograph which detects
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and amplifies t he e lectric s ignals g enerated b y t he h eart. The 
recorded electrical impulses are time series representing the 
movement of the heart’s chambers during each heartbeat. A 
cardiologist or a trained technician can analyze the ECG 
recording to identify abnormalities or irregularities that can 
indicate various heart conditions or problems.

The ECG is a non-invasive and painless measuring proce-
dure, making it a widely used tool for diagnosing heart-related 
issues, such as arrhythmia, heart attacks, heart blockages, 
and other cardiac conditions. In sleep studies, ECG can be 
used to record heart rate variations providing hints for sleep 
disorders [55], [56] or sleep apnea [15], [57], [58] detection. 
Nowadays, simplified versions of ECGs exist, such as portable 
ECG devices [59] based on Bluetooth transmission or wearable 
sensors [60], [61] for ECG measurement, making the applica-
tion of ECG in everyday life possible. There are several studies 
linking ECG-based features to drowsiness detection as in [12]–
[14]. Most of these features are based on detecting heart rate 
variability and are commonly derived from the frequency and 
spectrum domains.

C. How does a vision-based drowsiness detection system 
work?

Both previous methods, which rely on biosignals, are well-
suited for laboratory conditions but are not very practical in 
real-world driving scenarios. This is because, while driving 
on the road, both the movement and the dynamic environ-
ment significantly i mpact p erformance a nd p ose challenges 
to extracting features from captured biosignals. Vision-based 
drowsiness detection [4] refers to a technique that uses visual 
information, such as facial expressions and eye movements, to 
identify signs of drowsiness in individuals [62]. This method 
is commonly employed in various domains, including driver 
fatigue monitoring [3], operator alertness assessment [7], and 
other safety scenarios [16]–[18] where detecting drowsiness 
is crucial for safety and performance. Research linking facial 
muscle movement to different levels of muscle fatigue can be 
found in [63].

The pipeline of vision-based drowsiness detection often in-
cludes the following steps. During the image/video acquisition 
stage, a camera mostly installed on dashboards captures real-
time visual data from the occupant, such as facial images 
or eye movement. Relevant facial features are extracted from 
the acquired images or video frames. Typical features involve 
facial landmarks, eye closures, head movements, and changes 
in gaze direction. These features are used to train a machine 
learning model often leading to a binary classification model 
to determine the binary states of awake or drowsiness [62],
[64].

Vision-based drowsiness detection systems offer real-time 
monitoring capabilities and can be integrated into various 
applications, such as in-vehicle driver assistance systems [57] 
or workplace safety monitoring [7]. They play a crucial role 
in enhancing safety and reducing the risk of accidents caused 
by drowsy or fatigued individuals.

IV. MODERN APPLICATIONS AND METHODS

In this section, we provide a comprehensive survey of recent
relevant research, which is divided into three main methods
for detecting drowsiness using either physiological signals or
visual sampling. We distinguish between these methods based
on the variables measured. ECG signals use low-dimensional
heartbeat signals, EEG signals use multichannel brain activity
signals, and visual feeds provide image data. Each method is
summarized with a table containing the investigated research
works, which is later discussed. Thereby, we consider various
aspects, such as year of publication, area of use, specific
algorithms developed, evaluation database and its properties,
performance, and conclude with special remarks.

A. EEG-based Drowsiness Detection

EEG signals are often used to detect the mental stress of
patients [65] but are also one of the physiological signals used
to derive the drowsiness state [66]. For detecting the EEG
signals, electrodes are detached from the skin directly thus
allowing clear signal acquisition. Earlier works as in [16],
[18], [32] applied traditional machine learning approaches
with handcrafted features extracted from these physiological
signals. The development in the last few years moved to more
advanced approaches based on Deep Q-Learning [67] or deep
learning in general [1], [17], [68].

Traditional machine learning uses handcrafted feature ex-
tracted from the EEG power spectrum density to build efficient
models for drowsiness detection. Zhang et al. [18] applied a
support vector machine (SVM) on Fast Fourier Transforma-
tion (FFT) features as a binary classifier. Wang et al. [16]
investigated unique characteristics from EEG spectral patterns
during micro-sleep events. Ramo et al. [32] leveraged data
from five diverse EEG signal channels and employed ensemble
learning techniques such as bagging to construct a robust and
more precise drowsiness detection system. The efficacy of the
system was validated using the DROZY database [69].

Spatio-temporal convolution served as the cornerstone for
successive deep learning-based approaches to derive both
the sequential and spatial characteristic features from this
physiological signal. Jeong et al. [17] extended the binary
classification task of the drowsiness state to a more fine-
grained classification of five drowsiness levels from EEG sig-
nals. They stated to be the first work providing such a detailed
classification of drowsiness levels using only EEG signals.
They acquired EEG data from ten pilots in a simulated night
flight environment. They proposed a deep spatio-temporal
convolutional bidirectional long short-term memory network
(DSTCLN) model. The classification performance is evaluated
using the Karolinska sleepiness scale [34] for two mental states
and five drowsiness levels. Results demonstrated the feasibility
of their proposed fine-grained drowsiness classification.

Similarly, Cui et al. [70] improved the subject-independent
drowsiness recognition from single-channel EEG with an
interpretable CNN-LSTM model. In this work, authors put
more effort on the explainability of the proposed deep learning
models by revealing the network’s decision with respect to
the input data. Results showed a model average accuracy of
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72.97% on 11 subjects for leave-one-out subject-independent 
detection on a public dataset 2. They stated that their proposed 
method surpasses conventional baseline methods and other 
SOTA deep learning methods till publication. Similar network 
architecture is leveraged by Lee et al. [71] in a more recent 
work. This work investigated the optimal length of input time 
series for more accurate detection of drowsiness at multiple 
levels (awake, sleep, and drowsy), while few studies have 
seriously considered this feature before.

Paulo et al. [72] investigated two approaches for drowsi-
ness detection using EEG signals during a sustained-attention 
driving task. The study focused on pre-event time windows 
and addressed the challenge of cross-subject zero calibration. 
EEG signals are known for their low signal-to-noise ratio and 
individual differences between subjects, thus requiring indi-
vidual calibration cycles. To tackle this issue, the researchers 
employed spatio-temporal image encoding representations in 
the form of recurrence plots for classification using deep CNN. 
The results obtained from a public dataset of 27 subjects 
showed the effectiveness of their cross-subject zero calibration 
approach, highlighting its success in drowsiness detection. 
Similarly, Jiang et al. [73] targeted the same issue by only 
requiring a few subject-specific c alibrations t o a djust f or a 
new subject. They provided an online and multiview setup to 
enforce the consistencies across different views in both source 
and target domains, and thus, making the system in general 
more robust. In addition, online training makes the proposed 
application more suitable for practical requirements. Recent 
follow-up work focusing on cross-subject investigations was 
presented by Cui et al. [74]. In this work, the focus further 
lies in the interpretability of drowsiness detection schemes and 
automatic feature selections from EEG signals.

A reinforcement learning-based method for the task of 
drowsiness detection is introduced in [67]. Ming et al. [67] 
leveraged deep Q-learning to analyze EEG dataset collected 
during simulated driving to estimate driver drowsiness state. 
The main research is to relate certain characteristics of the 
EEG data to better derive the response time in order to 
indirectly estimate the driver’s drowsiness state. Their results 
showed superior performance compared to supervised learning 
and is promising for real applications.

The most current research by Zhuang et al. [75] lever-
aged Graph Neural Networks (GNNs) for EEG-based driver 
drowsiness detection in real-time. Their results surpassed the 
accuracy of other CNNs and graph generation methods based 
on drowsiness detection schemes. They proposed a GNN-
based network with a self-attention mechanism that can focus 
on developing task-relevant connectivity networks via end-to-
end learning. In addition, the authors leveraged a squeeze-
and-excitation (SE) block to select the most relevant features 
and feature bands for drivers’ drowsiness detection. This block 
is shown both to improve the classification a ccuracy a nd the 
model’s interpretability.

From the data augmentation point of view, Chaabene et al.
[68] introduced an EEG-based drowsiness detection system

2Project page with access to data: https://figshare.com/articles/dataset/Multi-
channel EEG recordings during a sustained-
attention driving task/6427334

based on deep learning networks. The system follows a two-
stage framework, encompassing (i) data acquisition and (ii)
model analysis. For data collection, the authors employed
a wearable Emotiv EPOC + headset [76], recording EEG
signals from 14 channels along with signal annotations. Data
augmentation techniques were implemented to prevent the
proposed model from overfitting. The chosen deep learning
architecture in this study used a CNN network. A self-collected
dataset containing 42 records of six men and eight women
aged between 14 and 64 with normal mental health are used for
evaluation. The outcomes exhibited a noteworthy accuracy of
90.42% in binary classification for distinguishing drowsy and
awake states. Compared to alternative research, the proposed
approach demonstrated its efficacy and efficiency.

From the distributed system point of view, Qin et al. [1]
proposed a driver’s drowsiness state detection system using
EEG signals. They increased the accuracy of their system
by using Federated Learning (FL) and CNN. FL is used to
accumulate knowledge from the data of different clients under
privacy protecting mechanism and CNN is used to identify and
explain the driver’s drowsiness state. However, they evaluated
their method only on a relatively small amount of private
database consisting of 11 subjects.

Another more difficult and pressing issue is the detection
of microsleep events (MSE). MSE [77] refers to abrupt and
non-anticipated lapses of attention experienced by individuals,
typically resulting from drowsiness and monotony. MSE can
serve as objective indicators of excessive daytime sleepiness
and can be characterized by a non-anticipated brief period
of sleep lasting between 2 and 30 seconds, occurring amidst
ongoing wakefulness as investigated by Carskadon et al.
[78] in the Encyclopedia of sleep and dreaming. Microsleep
accounts for an annual loss of nearly 150 million dollars
due to diminished daily work performance and vehicular
accidents [79]. Assessing an individual’s level of sleepiness
and detecting the onset of microsleep is thus crucial for
tasks demanding sustained focus [80], such as driving or
operating machinery during nighttime hours, where falling
asleep poses high risks. In recent years, this subject has
received widespread attention from governmental bodies, the
public, and the research community alike [81].

Such subtle events like microsleep episodes are very hard
to recognize. The group of Golz et al. [77] worked extensively
on detecting microsleep episodes from EEG and EOG data. To
achieve detection, signals coming from heterogeneous sources
are processed, such as the brain electric activity captured by
EEG data, variation in the pupil size, and eye and eyelid
movements captured by EOG data. By combining the spectral
and the state space, both linear and non-linear features are
considered. The binary decision networks between MSE and
non-MSE are based on a support vector machines (SMV) and
a learning vector quantization (LVQ) scheme. However, pupil
adaptation through light stimuli could affect the accuracy of
detection.

Pham et al. [82] proposed a more flexible and mobile
application by introducing WAKE, which is a behind-the-
ear wearable device for microsleep detection. They utilized
bone-conduction headphones to gather biosignals including
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brain activity, eye movements, facial muscle contractions, 
and galvanic responses from the area behind the user’s ears. 
Their findings demonstrated that WAKE effectively suppressed 
motion and environmental noise in real-time by 9.74-19.74 dB 
during activities such as walking, driving, or being in various 
environments, ensuring reliable capture of the biosignals. 
A preliminary training conducted on 19 sleep-deprived and 
narcoleptic subjects demonstrated an average precision and 
recall of 76% and 85% on an unseen subject with leave one 
subject out cross validation technique.

A way to detect microsleep with deep learning architectures 
even with less training data is proposed by Chougule et 
al. [83]. Their model uses the attention-based mechanism, 
which combines the advantages of the wavelet transform 
with the Short Time Fourier Transform (STFT) Spectogram. 
By separating ”time-dependent” and ”time-independent” parts, 
the deep learning model is more robust to capture both the 
sequence features and simultaneously learn the relationships 
between epochs. Only a single electrode EEG signal was used 
to achieve greater social acceptability. The training and evalu-
ation are performed on the public Maintenance of Wakefulness 
Test (MWT) dataset 3.

Table I summarizes the investigated works using EEG sig-
nals for drowsiness detection in various application scenarios. 
Sensing modality covers both wired and wireless wearable 
devices targeting non-intrusive applications. Project pages of 
the public databases are provided in the footnote. From Table 
I, we notice that all recent works starting from 2021 utilized 
deep learning-based approaches to mitigate the investigation 
of handcrafted features. We further observed that the most 
predominant evaluation dataset for physiological signal-based 
drowsiness detection is the DROZY dataset.

B. ECG-based Drowsiness Detection

The ECG is another measurement on the skin to record the
heartbeat variability. This physiological signal is also often
applied for driver drowsiness detection [85]. Different to multi-
channel EEG signals, ECG does not need to be placed on
the scalp, thus can be more suitable for drowsiness detection
under more relaxed and natural conditions. Interestingly, the
trend goes beyond the development of the algorithms and also
affects the design of the sensors. The latest trend shows a
shift from traditional, stationary medical placement to a more
convenient, and wearable design [2].

Takalokastari et al. [86] carried out real-time drowsiness
detection utilizing a wireless sensor node connected to a wear-
able ECG sensor. They build a binary classification method
based on extracted features from the ECG signal, which
was sampled at 100Hz, to distinguish between awake and
drowsy states. The wireless transmission of data facilitated the
forwarding of information to a server PC. Notably, the QRS
complex in the ECG signal [87] offered valuable features that
could aid in the diagnosis of various cardiovascular conditions.
The process of drowsiness detection often involves the analysis
of R peaks, R-R intervals, the interval between R and S
peaks, and the duration of the QRS complex. Another work

3MWT dataset: https://sites.google.com/view/utarldd/home

by Martins et al. [88] conducted a comprehensive review
that examined the latest research on fatigue detection and
monitoring using wearable devices. Wearable devices offer
a significant advantage by facilitating continuous and long-
term monitoring of biomedical signals with comfort and
non-intrusiveness. However, the study also identified distinct
challenges associated with using wearable devices for fatigue
monitoring.

Later, Shebakova focused on the inter-person variability
of the detection scheme. Sherbakova et al. [89] performed
a thorough analysis of ECG signal for driver drowsiness
detection. The authors stated that the threshold of drowsiness
can vary for different people. Research showed that param-
eters of HRV change over time depending on the current
state (i.e. during wakefulness, drowsiness, and stress). Finally,
they suggested using the analysis of three ECG parameters,
including heart-rate (HR), LF/HF, and the Baevsky stress
index [90] as indications for drowsiness detection. GPRS data
transmission allows the processing and storage of ECG signals
on a powerful server.

Ke et al. [91] proposed a drowsiness detection system
using heartbeat detection from Android-based handheld de-
vices. ECG signal acquired from a sensor is first transferred
via Bluetooth to an Android device. The system extracted
meaningful information from the ECG signal and indicative
features are calculated from the power ratio after applying the
hamming window and the Fourier transformation. Data was
collected from a male and female test subject both in the awake
state as well as in the asleep state. Evaluation results revealed
a correlation between the state of drowsiness with a decreasing
trend in the ratio (LF/HF). LF band stands for low-frequency
component ranging from 0.04∼0.15Hz and HF band stands for
high-frequency component ranging from 0.15∼0.4Hz. Each
controls certain functionalities in the vegetative nervous sys-
tem.

A more extended investigation of ECG-based drowsiness
detection study was conducted by Fujiwara et al. [92]. They
proposed a detection algorithm based on heart rate variability
(HRV) analysis and validated their method by comparing it
with EEG-based sleep assessment. Eight features of heart rate
variability are monitored to detect known abnormalities in the
signal. During the experimental phase, data were collected
from 34 participants in a driving simulator and their sleep
stages were labeled by a sleep specialist. Results show that
sleepiness was detected in 12 of 13 pre-N1 episodes before
sleep onset.

The work by Lee et al. [2] introduced a deep learning based
approach for drowsiness detection. The authors investigated
the robust and deterministic pattern of HRV signals collected
from wearable ECG or photolethysmogram (PPG) sensors for
driver drowsiness detection. Challenges of using wearable adds
additional moving artifacts to collected time series. These
motion artefacts can be alleviated. Three types of recurrence
plots are generated as input features to a CNN for the binary
classification of drowsy and awake state. An experimental
dataset was collected under a virtual driving environment to
evaluate the proposed measures.

With a notable surge in motorcycle traffic accidents, fre-
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TABLE I
SUMMARIZES RECENT WORKS PERFORMING DROWSINESS DETECTION BASED ON EEG SIGNALS.

work year area of use algorithm database subjects/session performance remarks

Golz et al. [77] 2007 microsleep events support vector machine
Learning vector quantization private 23 subjects test errors = 9%

Biosignals from EEG and variations in
pupil size and eye movements
simulated driving, sleep deprivated subjects

Zhang et al. [18] 2017 high-speed train
operators

SVM builds on FFT
features extracted from
EEG power spectrum

private 10 drivers precision=90.79%,
sensitivity=86.80%

awake/drowsy, wearable
BCI model for EEGs,
wireless data transmission,
virtual driving environment

Jeong et al. [17] 2019 aviation, pilots deep spatio-temporal
convolution private 9 M, 1 F 2 states Acc = 0.87

5 levels Acc = 0.69
awake/drowsy
more fine-grained classification

Wang et al. [16] 2019 aviation, public
transportation

handcrafted features
from EEG, EOG, and
facial data

private 16 pilots find operational features aviation headset equipped with sensors

Natnithikarat
et al. [33] 2019 office employees linear regression task,

PCA, SVM private 18 (15 M, 3 F),
1h office work

keystroke, mouse move
and self-evaluated KSS
correlation to drowsiness

keyboard, mouse events,
eye-tracking, EEG+ECG
as reference

Pham et al. [82] 2020 microsleep events feature engineering + classifiers
deep learnning on raw data private 19 subjects Avg precision = 76%

recall=85%
Headphones as wearable design
noise mitigation and uses EEG+EOG+EMG

Paulo et al. [72] 2021 driver drowsiness spatio-temporal en-
coding CNN classifier private 27 subjects LOO-CV Acc=75.87% awake/drowsy

Chaabene et al. [68] 2021 driver drowsiness DL-based two-stage,
networks private 6 M, 8 F,

42 records Acc=90.42% awake/drowsy

Cui et al. [70] 2021 driver drowsiness CNN-LSTM model public2 [84] 11 subjects Avg Acc=72.97% (LOO) awake/drowsy
cross subject recognition

Cui et al. [74] 2022 driver drowsiness interpretable CNN private 11 subjects Avg Acc=78.35% (LOO) automatic feature selection from EEG features;
cross subject recognition

Ming et al. [67] 2021 driver drowsiness Deep Q-Learning private 37 subjects
use DQN to derive
response time from
EEG data

Relate EEG characteristics to
response time to indrectly
estimate drowsiness states.

Ramos et al. [32] 2022
sectors engaged in
safety critical end-
eavors, oil&gas

multiple channel EEGs,
ensemble machine
learning

DROZY12 14 subjects
Accuracy≥ 90% for
specific subjects and
dedicated models

awake/drowsy,
considered different setups
for evaluation.

Chougule et al. [83] 2022 microsleep events attention-based method
combine STFT+Wavelets MWT dataset 3 64 (27M,37F) train acc=92%

test acc=89.9% One electrode EEG for more user acceptance

Qin et al. [1] 2023 driver drowsiness federated learning
CNN classifier private 11 subjects

avg Acc=73.56%
F1-score=73.26%
AUC=78.23%

awake/drowsy

Zhang et al. [75] 2023 driver drowsiness Graph Neural network
with attention public 27 subjects

62+ sessions
Acc=72.6%
F1 = 70.7% awake/drowsy

Lee et al. [71] 2023 drowsiness detection LSTM-CNN model private 19 subjects F1=95% (4000ms)
Acc=85.6% (500ms)

multistage consciousness
(awake, sleep, drowsiness)
auditory stimuli and button responses

quently leading to serious consequences and a significant
loss of life, research on driver drowsiness detection for
motorcyclists becomes more relevant [93]. Motorcyclists are
often more vulnerable compared to car drivers in case of
accidents [94]. To address this concern, Fahrurrasyid et al. [95]
introduced an innovative solution: a smart helmet integrated
with various sensors. These sensors monitor psychological
signals, including heartbeats, alongside a GPS module, GSM
module, and alert push notifications. The study’s experiment,
involving 10 participants, demonstrated the helmet’s capability
to identify drowsiness and send alerts when the heart-rate
drops below 60 bpm. This data is accessible in real-time, while
the helmet also employs the Google Maps application to track
the precise location of the incident.

Latest interesting work by Heydari et al. [96] introduced a
technique to identify driver drowsiness by monitoring the pulse
rate variability (PRV) measured on a finger. They analyzed
finger pulse data which are derived from PPG signals, focusing
on features within the pulse rate variability that exhibit notable
changes during drowsiness. Findings reveal that the variability
values, along with their averages, increased before the onset
of sleepiness. Additionally, it was observed that the standard
deviation of all peak-to-peak intervals notably decreases dur-
ing drowsiness. Also, an increase in the values of the Root
Mean Square of Successive Differences (RMSSD) is observed
during the drowsiness stage. The authors suggested a purely
conceptual design to integrate PPG sensors into a steering

wheel to detect the driver’s finger pulse rate, offering a viable
and non-invasive means for detecting driver drowsiness.

Due to the subtlety of microsleeps, these events are usually
recorded using EEG or EOG signals from subtle eye muscle
movements. Towards that, Lenis et al. [97] proposed a work
investigating MSEs during a car driving simulation using
ECG features. In this work, morphological and rhythmical
features before and after a MSE are extracted from the ECG
signals and analyzed towards baseline. The findings suggested
that detecting (or predicting) MSE solely based on the ECG
is not feasible. However, when MSE is present, noticeable
differences in both the rhythmic and morphological features
were observed compared to those calculated for the reference
signal in the absence of sleepiness.

Table II summarizes the investigated works using ECG sig-
nals for drowsiness detection in various application scenarios.
Sensing modality covers both wired and wireless wearable
devices targeting non-intrusive applications. Project pages of
the public databases are provided in the footnote if available.
From Table II, we notice that beyond the development of
algorithmic choices, i.e., starting from a more heuristic pat-
tern generation to more advanced recurrent and CNN-based
methods, the trend also goes to the evaluation of larger groups
with more subjects and in the design choices of more flexible
and wearable sensors introduce their own individual pros and
cons.
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TABLE II
SUMMARIZES RECENT WORKS PERFORMING DROWSINESS DETECTION BASED ON ECG SIGNALS.

work year area of use algorithm database subjects/session performance remarks

Takalokastari et al. [86] 2011 driver drowsiness heart rate variability
handcrafted, heuristic private - find operation thresholds wireless sensor node, wearable ECG

Sherbakova et al. [89] 2015 public transportation heart rate variability
handcrafted, heuristic private - find operation thresholds portable device for 1 lead ECG,

wireless data transmission

Ke et al. [91] 2016 driver drowsiness HRV, FFT
handcrafted, heuristic private 1 M, 1 F,

120 minutes find operation thresholds handheld devices, wireless transmission

Lenis et al. [97] 2016 microsleep event ECG features before
and after MSE private 7 subjects;

14 records -
finding significant changes
in heart rate variability
around MSE

Fujiwara et al. [92] 2018 driver drowsiness heart rate variability
handcrafted features private 34 subjects

12 out of 13 pre-N1
episodes prior sleep
onsets detected
FP=1.7 times per hour

data labeled by sleep specialist
detection of sleep onsets

Lee et al. [2] 2019 driver drowsiness Recurrent methods
CNN classification private 6 subjects,

22 recordings

ReLU-RP CNN:
ECG Acc = 70%
PPG Acc = 64%

wearable ECG + PPG sensors

Fahrurrasyid et al. [95] 2022 motorcycle driver heart rate variability
handcrafted, heuristic private 10 subjects find operation thresholds a smart helmet equipped with sensors

Heydari et al. [96] 2022 driver drowsiness pulse rate variability
of a finger from PPG private 10 subjects relevant features selection awake/drowsy, heuristic features from time,

frequency domain, and nonlinear analysis

Hasan et al. [98] 2024 driver drowsiness explainable ML in
multimodal system private 35 subjects

sensitivity=70.3%
specificity=82.2%
Acc=80.1%

validation techniques for black box model
combining EEG+EOG+ECG signals

C. Vision-based Drowsiness Detection

Vision-based drowsiness detection is intended to be non-
invasive and non-intrusive. Unlike physiological signals, this
method does not require close contact with the subject. It
operates remotely and does not necessitate physical attachment
or direct interaction with the individual being monitored.
Most relevant features for vision-based drowsiness detection
are focused on the facial attributes [4], [99], such as eye
blinking, eye aspect ratio or facial expressions [3], [62],
[100] such as yawning or mouth opening which indicates the
level of drowsiness. In contrast to the works developed based
on physiological signals from previous sub-sections, it exists
more official databases for the development and evaluation of
vision-based drowsiness detection schemes.

Earlier work by Garcia et al. [4] proposed a vision-based
drowsiness detector under real driving conditions. An infrared
camera is placed in front to capture the driver’s face and to
obtain drowsiness clues from their eyes closure. Three stages
of processing include face and eye detection, pupil position
detection, and illumination adaptation. Finally, the PERCLOS
features are extracted to relate them to the drowsiness state.
An outdoor database of several experiments over 25 driving
hours was generated as the evaluation dataset. Results of
the binary classification for awake and fatigue states showed
a specificity, sensitivity, and recall of 92.23%, 79.84%, and
90.68% respectively.

In this research [101], Yu et al. introduced an innovative
approach for drowsiness detection, utilizing three main steps
for simultaneous representation learning, scene understand-
ing, and feature fusion. They extracted and learned spatio-
temporal representations from consecutive frames and em-
ployed scene conditional understanding and fusion techniques
to enhance the accuracy of drowsiness detection. To evaluate
their method’s performance, they tested it on the NTHU-DDD
dataset. Results showed a validation accuracy of 88% and an
F1-score of 0.712. However, the limitation of the proposed

model is its generalizability. Since it is trained on NTHU-
DDD dataset, it may not be directly applicable to scenarios
that deviate from the trained conditions.

Deng et al. [3] proposed a system called DriCare which
unobtrusively detects the driver’s fatigue status clues, such as
yawning, blinking, and duration of eye closure, based on video
images. They introduced a face-tracking algorithm to improve
the tracking accuracy and designed a new detection scheme
for facial regions based on 68 facial landmarks which are
leveraged to access the driver’s state. By fusion features of
the eyes and mouth, DriCare achieved an accuracy of 92% on
the YawDD database.

To mitigate the problem of changing illumination under
real driving conditions in a car, Bakheet et al. [99] pro-
posed an improved histogram of oriented gradients (HOG)
features combined with a naive Bayesian classification to
detect driver drowsiness. The experimental outcomes on the
publicly accessible NTHU-DDD dataset demonstrated that the
proposed framework has the potential to compete strongly
with several SOTA baselines. Results showed an average
accuracy of 85.62%. However, the model could have the same
shortcomings of missing generalizability.

Vijay et al. [100] presented a vision-based, two-stage
pipeline for real-time driver drowsiness detection using Facial
Action Units (FAUs). FAUs can represent facial expression-
related movements in facial muscle groups. In the first stage,
they employed CNN for detecting FAUs. The second stage
utilized an Extreme Gradient Boosting (XGBoost) classifier
for drowsiness detection. To model user-specific behavior,
individual classifiers were trained. This approach achieved
high accuracy in real-time using only a small amount of data
and short training time.

Liu’s work [7] focused on the drowsiness detection of
crane operators by using deep neural networks leveraging
both spatial features and temporal features. They combined
the spatial feature extraction with CNN and temporal feature
extraction with a Long-short-term-memory (LSTM) network.
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The authors collected facial videos from licensed crane oper-
ators under simulated crane operation scenarios and created a 
large and public fatigue dataset especially tailored for crane 
operators. They trained their model on three public vehicle 
driver datasets, NTHU-DDD, UTA-RLDD, and YawnDD, with 
human-verified labels at the frame and minute segment levels. 

Ahmed et al. [62] proposed an approach combining visual 
features from both eyes and mouth regions extracted from two 
separate CNNs for driver drowsiness detection. The weights of 
each stream are further trained on a single-layer perceptron to 
output the final prediction of drowsiness or non-drowsiness de-
tection. The strength of the ensemble structure is demonstrated 
over single-stream processing using one of the two face areas. 
This model is evaluated on the NTHU-DDD video dataset 
[102] with an accuracy of 97.1 % and showed robustness over 
variations in pose and illumination. More recent multi-stream 
classification n etworks c ombining b oth s patial a nd spatio-
temporal features is proposed by Pandey et al. [103].

Krishna et al. [104] proposed to build a driver drowsiness 
detection framework by fusion object detection and using 
global attention. Thus, the authors leveraged vision transform-
ers and YoloV5 detectors in their proposed framework. This 
work aims to capture more complicated driver behaviour fea-
tures from images compared to current CNN-based methods 
in this field. The framework is evaluated on the public dataset 
UTA-RLDD and further validated on a custom dataset of 39 
participants collected under various light conditions. On both 
datasets, the proposed method showcased promising results in 
terms of high accuracy. The authors claimed the significance 
of their proposed framework for practical applications in smart 
transportation systems.

Tamanani et al. [105] proposed a new driver’s vigilance 
detection system based on deep learning methods on facial 
region diagnosis using the Haar-cascade method and CNN 
for classification. Evaluation is performed on the UTA-RLDD 
dataset with five-fold c ross-validation. R esults s howed an 
accuracy of 96.8% which is higher than most previously 
reported algorithms. Another customized dataset with 10 sub-
jects under different light conditions was collected to evaluate 
the generalizability of the proposed method.

In addition to the detection of eye blinking and yawning 
in a visual image, Khan et al. [64] further considered another 
visual feature as an indicator of ’distraction’ by detecting the 
driver looking sideways for a certain duration of times, i.e. 
more than 3 seconds. This feature is calculated by determining 
the Euclidean distances from both ears to nose tip, which 
builds a triangle, and the difference of both distances is related 
to side looking. Side looking face will cause an increase in 
this difference measure compared to frontal view. To evaluate 
the proposed method, experiments were conducted on a self-
collected dataset containing 50 subjects. Results showed a pre-
cision, recall, and F1-score of 0.89, 0.98, and 0.93 respectively.

Most vision-based detection methods primarily focus on 
frontal faces and struggle to handle various head poses encoun-
tered in real driving scenarios. Chen et al. [106] dealt with the 
challenge by proposing a network to accurately detect driver 
drowsiness from various viewing angles combining transfer 
learning and population-based sampling strategy (TLPSN).

The population-based sampling strategy is adopted to curate
a new training set from data captured in a driver-in-the-loop
platform. The results demonstrated that the proposed method
has strong robustness to the variation of pose while maintain-
ing high accuracy. In addition, transfer learning significantly
improves the generalizability of the model.

Lu et al. [107] recently introduced a novel network also
designed for detecting driver yawning across arbitrary poses
in video. The network comprises three key components: a
Geometric-based Key-frame Selection Module (GK-Module),
a Face Frontalization with Warp Attention Module (FF-
Module), and a dual-channel classifier for Head Pose & Facial
Action Fusion Module (HF-Module). Extensive experiments
demonstrate that the proposed JHPFA-Net achieves SOTA
performance compared to several representative methods on
the public YawDD benchmark. Moreover, it exhibits excellent
performance in real-time applications.

Table III summarizes the investigated works using images
or video data for drowsiness detection in various application
scenarios. Vision-based drowsiness detection approaches are
non-intrusive and remote, focusing mostly on facial clues,
eye blink rate, or head positions. Project pages of the public
databases used as benchmarks are provided in the footnote.
From Table III, we noticed that there exist more public
databases for the development and evaluation of vision-based
drowsiness detection schemes compared to physiological sig-
nals. A similar trend from traditional machine learning to
deep learning-based methods for drowsiness detection can
be observed over time. Sequence models and attention-based
vision transformers represent the latest advancements in deep
learning-based drowsiness detection schemes.

V. WIDELY USED DATABASES

This section summarizes popular databases used for drowsi-
ness detection based on visual, mutli-channel EEG, and ECG
signals. This discussion stressed on available databases and put
less focus on small-scale private databases. Table IV contains
an overview of these publicly available databases for drowsi-
ness detection research. A link to the individual database is
given in the footnote for easier access. In Table IV, we target
this tabular representation from various aspects, including the
database name, year of publication (chronologically ordered),
detection modality, number of subjects/sessions included, its
label annotation, application area, and conclude with specific
remarks. The majority of the cited databases here are used for
driver drowsiness detection but can be extended to general
drowsiness detection tasks because of the diversity of the
capture environments.

The University of Texas at Arlington created the Real-Life
Drowsiness Dataset4 (UTA-RLDD) [109] targeting the task
of multi-stage drowsiness detection. The dataset contains both
easily visible cases and subtle cases where the drowsiness level
is at an early stage and the detection is strongly related to
subtle micro-expressions. The creators claimed that the UTA-
RLDD dataset is the largest to date realistic drowsiness dataset.
It consists of around 30 hours of RGB videos of 60 healthy

4UTA-RLDD: https://sites.google.com/view/utarldd/home
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TABLE III
SUMMARIZES RECENT WORKS PERFORMING DROWSINESS DETECTION BASED ON VISION.

work year area of use algorithm database subjects/session performance remarks

Garcia et al. [4] 2012 driver drowsiness
face, eye, pupil detection
illumination adaptation
heuristic

private
10 subjects, 30 h
driving, 1296 awake
min., 504 fatigue min.

Specificity=92.23%
Sensitivity=79.84%
Recall=90.68%

under real drive conditions

Yu et al. [101] 2017 driver drowsiness
representation learning,
scene understanding,
feature fusion

NTHU-DDD 5 36 subjects validation Acc=88%
F1-score = 0.712

feature sparsity in fusion model,
framework may not generalize

Deng et al. [3] 2019 driver drowsiness imroved face tracking,
features from face regions YawDD6 107 subjects Acc = 92% real-time system,

applicable to different circumstances

Bakheet et al. [99] 2021 driver drowsiness HOG feature
Naive Bayesian Classifier NTHU-DDD 36 subjects Acc = 85.62% limitation of generalizability,

need more diverse datasets

Vijay et al. [100] 2021 driver drowsiness
CNN for Facial Action
Units, Extreme Gradient
Boosting Classifier

NTHU-DDD 36 subjects Acc =96% subject-specific classification

Liu et al. [7] 2021 crane operator LSTM + CNN public, customized - - simulated crane operation,
made their database public

Ahmed et al. [62] 2021 driver drowsiness two streams CNNs NTHU-DDD 36 subjects Evaluation dataset
Acc=97.1%

robust over variations
in pose and illumination

Mou et al. [108] 2021 driver drowsiness IsoSSL-MoCo NTHU-DDD
YawDD

36 subjects
107 subjects

Acc=93.71%
Acc=98.65%

pretrain on MRL dataset + NTHU-DDD
leveraging self-supervised learning

Krishna et al. [104] 2022 smart transportation vision transformers + Yolov5 UTA-RLDD,4

Custom
60 subjects,
39 subjects

train Acc = 96.2%
valid Acc = 97.4%
custom Acc = 95.5%

attention-based model + object detection
vigilent/drowsy detection

Chen et al. [106] 2022 driver drowsiness
multiple viewing angle
sampling strategy for
data augmentation

private 5 subjects Acc = 97.5%
F1 = 97.5%

simulated driving,
sleep deprivated subjects
small-scale dataset

Tamanani et al. [105] 2023 public transportation
facial region diagnosis
(with Haar-cascade),
CNN classification

UTA-RLDD,
private

60 subjects,
10 subjects

avg Acc = 0.918
precision = 0.928
recall = 0.920
F1-score = 0.920

authors evaluated their method
on a customized dataset

Khan et al. [64] 2023 public transportation handcrafted features,
heuristics private 50 subjects

(33 M, 17 F)

Precision = 0.89
Recall = 0.98
F1-score =0.93

IoT-based Non-Intrusive
to enhance Road Safety

Pandey et al. [103] 2023 driver drowsiness mutlistream classifcation
YoLov3 + LSTM UTA-RLDD 60 subjects Acc=97.5%

Spatio-temporal feature;
TransGAN; YOLOv3
Temporal feature; LSTM

Lu et al [107] 2023 driver drowsiness DL with 3 modules YawDD 107 subjects
Acc=86.7%
Precision = 91%
F1-score =88.8%

targets arbitrary head poses

participants, where each participant collected three different
classes including alertness, low vigilance, and drowsiness.
It contains variations in gender, ethnicity, age, acquisition
device, and also accessories like glasses, facial hair and
different viewing angles in different real-life environments and
backgrounds. The position of the acquisition device is placed
such that both eyes are visible and the device is within one
arm length away from the subject. This database is often used
to evaluate algorithms for driver’s drowsiness detection with
vision-based approaches [105].

The academic NTHU-DDD dataset5 [102] was collected
by NTHU Computer Vision Lab at National Tsing Hua
University. This is another video dataset for detecting driver’s
drowsiness. They used active infrared illumination to alleviate
the poor illumination issue. All videos were captured by a
stand-alone surveillance camera D-Link DCS-932L with a
resolution of 640x480 pixels. The capture device is placed on
the top left to emulate the position in the car without blocking
the driver’s view. Each subject recorded two different sessions
including day-time and night-time sessions. Subjects are asked
to perform actions indicating different drowsiness levels while
playing a plain driving game, such as normal driving, slow
blink rate, yawning, falling asleep and bursting out laughing.
The dataset includes variations in illumination, scenarios, skin
color, gender, age and also differences in hairstyles, clothing
and glasses/sunglasses to cover the most realistic driving
scenarios. Compared to UTA-RLDD, although this database

5NTHU-DDD: http://cv.cs.nthu.edu.tw/php/callforpaper/datasets/DDD/

was also recorded under indoor settings, its applications are
much more limited, because the use-case collected here is
more controlled.

The YawDD dataset6 [110] is recorded by an in-car camera
capturing the driver’s facial characteristics in an actual car
during talking, singing, being silent, and yawning. It contains
two different camera installations: (1) under the front mirror
and (2) on the driver’s dashboard. In total 322 RGB videos
were recorded with large variations in illumination, gender,
ethnicity, and with and without glasses/sunglasses. Additional
29 videos, one for each subject, are added under second setup
containing all sequences of performed actions. Compared to
UTA-RLDD or NTHU-DDD this database is more realistic in
the data acquisition, as the videos are collected in a real vehicle
with individuals sitting behind the wheel. This allows the
design of drowsiness detection algorithm under more realistic
scenarios. The challenge in this database accounts for the
placement of the camera under the mirror. Under this viewing
angle face detection is much harder.

Media Research Lab from the Technical University of
Ostrava proposed the MRL Eye Dataset7 [111] which could
be used to detect eye blinking and relate this to drowsiness
detection by combining eye blinking rate to drowsiness levels.
This database was not originally designed for drowsiness
detection. But it can be leveraged to detect visual features
of the human eyes related to drowsiness. It is a large-scale

6YawDD: https://traces.cs.umass.edu/index.php/Mmsys/Mmsys
7Project page MRL Eye Dataset: http://mrl.cs.vsb.cz/eyedataset
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dataset of human eye images and consists of 84,898 images 
from 37 individuals, while 33 male and 4 female subjects are 
included. This dataset further modulated variations in capture 
devices, capture spectra (RGB + IR), lightning conditions, 
image resolutions and eye openness levels. Unlike previous 
databases, this database restricts the area of faces to only 
the eye regions making the detection of subtle facial micro-
expressions impossible.

The FatigueView dataset8, introduced by Yang et al. [112], 
is a large-scaled dataset of videos designed for driver’s drowsi-
ness detection. This dataset boasts practicality, diversity, and a 
wide range of environments. It encompasses images captured 
by both RGB and infrared cameras, positioned in five different 
angles. The dataset includes genuine instances of drowsy 
driving and displays various visual indications of different 
drowsiness levels. Notably, the dataset features a substantial 
17,403 instances of yawning, significantly s urpassing current 
widely used datasets. The authors evaluated the dataset using 
SOTA algorithms, therefore establishing numerous baseline 
results that can guide future algorithm advancements. Unlike 
the NTHU-DDD, this database is collected in a single office 
environment by sitting the participants on an upholstered office 
chair. While the acquisition environment is not diverse enough 
compared to NTHU-DDD or UTA-RLDD, it covers a much 
broader viewing angle.

The National Cheng Kung University Driver Drowsiness 
Dataset (NCKUDD) [113] consists of videos from a total of 
25 participants captured during a normal driving condition. 
The camera is placed in front of the driver to unobtrusively 
capture the driver’s facial expression. Recordings contain both 
daylight and dark environments and include normal, sleepy, 
distracted, talking/eating scenarios while driving, talking on 
the phone while driving, and other abnormal driving patterns. 
Compared to other vision-based databases so far, this database 
may contain footage of participants maneuvering the car for 
real. While this fact might be considered advantages, it may 
include situations that endanger the driver’s safety.

A novel database is introduced by Martin et al. [114] called 
the Driver&Act dataset9, uniquely designated for fine-grained 
recognition of driver behavior in autonomous vehicles. This 
comprehensive dataset encompasses more than 9.6 million 
frames spanning 12 hours, capturing individuals engaged in 
distracting actions during both manual and automated driving 
scenarios. The dataset utilizes a capture device that integrates 
RGB, IR, depth, and 3D body pose data from six different 
perspectives. Among its objectives, this database particularly 
aims to excel in the identification o f i ntricate a ctions and 
features a multi-modal approach to activity recognition. As 
opposed to other drowsiness detection databases, this database 
specifically target the use-case of autonomous driving and was 
not originally addressed for drowsiness detection only.

Ortega et al. [115] proposed DMD, which is another large-
scale multi-modal driver monitoring dataset10 for attention and 
alertness analysis. This is an extensive dataset with 37 drivers

8Project page FatigueView Dataset: https://fatigueview.github.io/#/
9Project page Drive&Act: https://driveandact.com/
10Project page DMD dataset: https://dmd.vicomtech.org/

which includes real and simulated driving scenarios. Targeted
tasks contain levels of distraction, gaze allocation, drowsiness
detection, hands-wheel interaction and context data. It contains
in total 41 hours of RGB, depth and infrared videos from 3
cameras capturing face, body, and hands. Compared to other
existing similar datasets, the authors motivated their proposed
database to be more extensive, diverse, and multi-purpose.
Unlike UTA-RLDD, NTHU-DDD or YawDD, this database
does not consider drowsiness as the main focus of distraction
and considers much more diverse activities causing the drivers
to shift their attention from the road, such as talking on the
phone, playing with the car interface, or typing into a car
navigation system.

Recently, Yilmaz et al. [116] introduced a novel dataset,
termed SUST-DDD11, aimed at driver drowsiness detection.
This dataset is meticulously curated and benchmarked using
a range of deep learning techniques to effectively predict
driver drowsiness. The dataset compilation involved 19 partic-
ipants who were instructed to record themselves while driving
using their personal cell phones positioned in front of the
driver’s seat. To closely replicate real-world driving scenarios,
participants were required to operate their own vehicles and
utilize their individual phones. Notably, this dataset encapsu-
lates genuine driving situations encompassing diverse lighting
conditions, distinct video sizes, and varying resolutions due to
each participant’s unique phone specifications. This database
is most similar to YawDD and NCKUDD, however with the
difference that both YawDD and SUST-DDD use user-specific
cell phones, while only SUST-DDD includes real driving
scenarios. The difference between NCKUDD and SUST-DDD
is that NCKUDD uses a camera installed in front of the driver,
while in SUST-DDD custom cell phones are used as recording
devices within custom vehicles to simulate a more natural
driving experience.

The ULg Multimodality Drowsiness Database12 (DROZY)
[69] is a database which is not only based on vision capture
to detect drowsiness. Here, a total of 14 subjects (3 males,
11 females) have participated in the data collection process.
Experiments were conducted in a quite and isolated laboratory
environment. Participants have no sleeping disorders and a
sleep diary was kept individually. Tea and coffee were avoided
during the acquisition process to keep the subjects really
drowsy instead of faking it. In this database, four different
electrical bio-signals such as electroencephalogram (EEG),
electroculography (EOG), electrocardiogram (EKG) and elec-
tromyogram (EMG) were acquired. Similar to UTA-RLDD,
this database was also not specifically designated to target
driver’s drowsiness detection but includes much more sensory
inputs especially measuring physiological entities compared to
UTA-RLDD.

Last but not least, another EEG-based database is pro-
posed by Zhao et al. [84]. They collected 32-channel EEG
data during a sustained-attention driving task for drivers’
drowsiness detection. In Table IV, we referred this database
to the Multi-channel EEG recordings. It consisted of more

11SUST-DDD: https://www.kaggle.com/datasets/esrakavalci/sust-ddd
12Project page DROZY: http://www.drozy.ulg.ac.be/
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than 62 sessions for 27 subjects. Each session includes a 90-
minute sustained-attention task in which an immersive driving 
scenario is simulated. The participants were asked to drive 
on a four line highway and keep the car in the center of the 
lane. Random car drifts are induced expecting the participants 
to respond accordingly. The driver’s drowsiness is inferred 
from the required response time in this lane-keeping task. 
This dataset is specifically c ollected f or t argeting t he driver’s 
drowsiness detection task.

In this section, we have seen a wide range of databases 
that motivate research on drowsiness detection. Both visual 
and biosignal-based databases are investigated here. While 
most databases, such as NTHU-DDD, YawDD, FatigueView, 
NCKUDD, Drive & Act, DMD, and SUST-DDD, are intended 
for driver drowsiness detection, other databases, such as UTA-
RLDD, MRL Eye Dataset, and ULg Dataset, are targeting the 
more general drowsiness detection tasks. Especially the UTA-
RLDD database is collected under unconstrained real-world 
indoor scenarios, which can be used to develop drowsiness 
detection applications more general for smart environments. 
But also NHU-DDD collected under indoor scenarios while 
sitting can be extended to build general drowsiness detection 
applications for smart environments as well.

VI. PERFORMANCE AND EVALUATION METRICS

In this section, we present common evaluation metrics used 
to compare SOTA drowsiness detection algorithms. Popular 
evaluation metrics for this classification task include accuracy 
(Acc) [3], [99], [100], precision [4], [64], [105], recall [4],
[64], [105], and F1-score [64], [99], [101], [105] defined as 
follows:

precision =
TP

TP + FP
, (1)

recall =
TP

TP + FN
, (2)

F1− score = 2×
precision× recall

precision+ recall
, (3)

where TP stands for true positive accounting for the number
of correct drowsiness predictions, FP stands for false positive
accounting for the number of incorrect drowsiness predictions
(type I error), TN stands for true negative accounting for the
number of correct non-drowsiness predictions and finally, FN
stands for false negative accounting the number of incorrect
non-drowsiness prediction (type II errors). Detailed results
in terms of accuracy and F1-score [99] are calculated for
assessing the detection performance. Whereas accuracy is a
common measure used for balanced data and F1-score is a
better choice for strongly unbalanced data.

Further metrics include area under the receiver operating
characteristic (ROC) Curve (AUC-ROC) [129], [130] which
evaluates the classifier’s ability to distinguish between drowsy
and non-drowsy instances across different threshold values
and Mean Squared Error (MSE) [131], [132] or Root Mean
Squared Error (RMSE) [133], [134] which quantifies the av-
erage squared differences between predicted drowsiness levels
and actual levels. Dua et al. [135] reported their results further

in terms of a confusion matrix. This tabular representation
comprises all four metrics (TP, TN, FP, and FN) representing
the performance of the binary drowsiness detection classifier.
Based on the four metrics, the authors also provide evaluation
metrics such as sensitivity, specificity, precision, and F1-
score. The mathematical formulation for specificity is given
in equation (4) as:

Specificity =
TN

TN + FP
. (4)

It is noteworthy, that the term sensitivity is commonly used
as a synonym to the term recall and thus there is no need
to duplicate the equation. Some works also simply reported
the ”Accuracy” of their algorithm. Accuracy in this sense is
dependent on the FN and FP, but unlike F1-score, does not
consider the possible imbalance in the data. Even though it is
not reported in detail in most works, the accuracy can be given
simply by the ratio of misclassified samples to all evaluated
samples, regardless of their ground-truth label balance.

Another performance metric, when driver drowsiness detec-
tion is considered as a regression task instead of a classification
task, is the case to predict the accuracy of continuous drowsi-
ness level. Such a performance measure proposed by Wei et
al. [136] is called the drowsiness index (DI). They measured
the difference between the individual response time (RT) and
the true alert state (alert RT) in a simulated lane-keeping task.
The formulation is given by equation (5) as:

DI = max

(
0,

1− e−α(τ−τ0)

1 + e−α(τ−τ0)

)
(5)

where τ denotes the RT of the given lane-departure event, a
is a constant, and τ0 denotes the true alert RT. In their work,
they continuously predict this score and related this measure
to the continuous driver’s drowsiness level.

Paulo et al. [72] also used a leave-one-subject-out cross-
validation strategy to validate their proposed classification
method. Because the authors intended to perform classification
without individual-dependent calibration from EEG signals,
they first carried out the validation at the subject level to
understand the individual contribution. By further selecting
groups of subjects with major individual contributions, a better
cross-subject generalizable model is created.

In this section, the performance and evaluation metrics
commonly used to assess the effectiveness of the algorithms
investigated in this survey are explained in detail. These
metrics help to assess the effectiveness, accuracy, and reliabil-
ity of drowsiness detection systems and algorithms, enabling
researchers and developers to improve their models for better
real-world applicability and safety. The performance metrics
used are also reported in Table I, II and III, which show the
achieved performance on bench-marking datasets for each of
the three measurement techniques considered.

VII. TECHNICAL AND PRACTICAL LIMITATIONS

Application areas of drowsiness detection are broad. It
is of paramount importance across diverse domains due to
its profound impact on safety [18]–[20], productivity [30],
and healthcare [10]. As extensively studied in this survey,
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whether on the road, in workplaces, or in critical operational 
environments, the ability to accurately identify and mitigate 
drowsiness can have far-reaching implications. In this section, 
we focus on identifying certain weaknesses in current algo-
rithms and uncovering limitations in existing research. We do 
this with respect to two main categories, i.e., vision-based and 
physiological signal-based approaches.

A. Limitations on vision-based technique

a) From the database perspective: The increasing num-
ber of public benchmark databases for driver drowsiness
detection is partially due to the rising number of fatal traffic
accidents, but also following the trend towards autonomous
driving [114]. The National Highway Traffic Safety Admin-
istration (NHTSA) published the Drowsy Driving Research
and Program Plan [6] in 2016 estimating that 2% to 20% of
annual traffic deaths are attributable to driver drowsiness. As
we have observed in previous Section V, there are several
vision-based databases that can be leveraged as benchmarking
systems for developing driver drowsiness detection solutions
[102], [109], [110], [112]. However, a major limitation is
that these databases often contain only simulation data or
were collected under strictly controlled environments, such
as indoors or in parked vehicles as reviewed in [5]. This
makes developing solutions that would work in real life
scenarios more challenging. Additionally, it makes estimating
the performance in real deployment questionable as the data
does not represent all the variations in such scenarios. To
alleviate this problem, the trend moves from simulation data
to real-world data. Additional databases have been curated
that have been collected under real driving conditions and
incorporated various aspects of the real environment, such
as different lightening and road physics [113], [114], [116].
However, it is not only tedious but also risky to collect data
in a moving vehicle and it is difficult to capture all variability
mimicking a real environment [116]. In addition, problems
such as occlusion-free capturing and accurate labeling also
play an important role, which lead to works as in [109], [137]
dealing with capturing of realistic and diverse drowsiness data.

b) From the algorithmic perspective: Most vision-based
driver drowsiness detection schemes focus on observing the
individual’s facial attributes, such as face expression [138]–
[143], head position [144], pupil diameter state, eye blink
and eye movement (PERCLOS) [4], [145], [146]. With the
advancement of deep learning, more accurate and efficient
extraction of face and facial landmarks becomes possible,
making the drowsiness detection on facial features more ac-
curate and real-time [62], [147], [148]. Popular face detection
methods include MTCNN [149] and RetinaFace [150] that
allow more precise and accurate face detection under more
challenging environments. Other approaches like accurate fa-
cial landmark detection in the wild [151] also help to improve
the detection of fine-grained facial expressions under varying
and challenging situations. For integrating face recognition
on devices with limited hardware resources, previous works
leveraged extremely lightweight face recognition networks
from knowledge distillation or model quantization [152],

[153]. To overcome the limitation of occlusion in vision-
based drowsiness detection, research can benefit from methods
developed for improving face detection performance under
masked faces as in [154], [155]. Working on robust vision-
based algorithms coping with variety of challenges faced
under real life scenarios is thus a very promising future
research direction. Multi angles processing [106] and key
frames selection [107] are also the upcoming challenges for
video processing in vision-based drowsiness detection.

c) From the biased data perspective: Proper datasets
play a pivotal role in the training of deep neural networks.
When datasets lack representativeness, trained models can
become biased and struggle to generalize to real-world sce-
narios. This concern is particularly pronounced in models
trained within specific cultural contexts, potentially leading to
inadequate generalization due to limited racial diversity repre-
sentation. This challenge is amplified in the context of driver
drowsiness detection, where publicly available vision-based
datasets often focus on specific ethnic groups, resulting in an
incomplete picture. Ngxande et al. [156] addressed this issue
by utilizing a GAN-based method for data augmentation. They
used a population bias visualization strategy to group similar
facial attributes and highlight the model weaknesses in such
samples. The approach involved fine-tuning the CNN model
using a sampling technique for faces with subpar performance.
Experimental outcomes demonstrated the effectiveness of this
approach in enhancing driver drowsiness detection for ethnic
groups that were underrepresented. Under the same context
of data, studies [157], [158] dealing with how to induce
drowsiness and collecting realistic drowsy driving data both
in real traffic and under simulation are thus very important for
developing robust detection algorithms.

d) From on-site hardware limitation perspective: The
requirement for a real-time and on-site driver monitoring
system is crucial to avert motor vehicle accidents attributed
to driver inattentiveness or drowsiness. However, onboard
hardware often possesses limited computational resources.
Recent advancements in deep learning, particularly model
compression and distillation techniques, have made it feasible
to construct compact yet highly accurate models on embedded
systems [159], [160], such as those integrated into vehicles.
Reddy et al. [24] proposed employing model compression
to transition from a resource-intensive baseline model to a
lightweight model suitable for deployment on an embedded
board device. The suggested model based on facial landmarks
achieved an accuracy of 89.5% for a 3-classes classification
task, operating at a speed of 14.9 frames per second (FPS)
on the Jetson TK1 platform. With the European Union (EU)
mandating the introduction of driver drowsiness and alert-
ness warning (DDAW) systems for all new vehicles from
2024 [157], the development and installation of accurate and
resource-efficient algorithms to detect drowsiness in real time
in the vehicle is becoming an urgent issue.

e) From data synthesis perspective: Because of the con-
siderable expenses associated with dataset acquisition and the
lack of adequate datasets discussed earlier, we propose to use
synthetic data to study the common characteristics and the var-
ious hidden impacts in data for drowsiness detection. Inspired
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by the insights gained from the synthetic data, we can further 
extend to other downstream tasks. This also allows us to 
uncover different causal aspects for drowsiness detection. Most 
works focus on finding the correlations in signal variability to 
the different states of drowsiness, but less on the causality 
aspects. We consider this to be a very promising research 
direction with regard to explainability. Kong et al. [161] 
proposed to use Granger Causality Network to investigate 
driver fatigue and alertness state in EEG signals in 2015. 
The whole experiment included twelve young and healthy 
participants by recording their mental states under different 
simulated driving conditions and the data was analyzed by 
using Granger-Causality-based brain effective networks. Using 
such foundation models for other tasks, such as training face 
recognition solutions, have already gained increased interest 
[162], [163].

B. Limitations on physiological signal based technique

Physiological signal based techniques shares, to some de-
gree, most of the limitations related to vision based tech-
niques discussed above. Here, we focus on these limitations
specifically linked to the nature of physiological signal based
technique.

a) From motion artifacts perspective: Multiple studies
have investigated the correlation between EEG and driving
behavior [16], [17], [68], [70], consistently highlighting EEG
as the most predictive physiological indicator of drowsiness.
The fluctuation in band activities within EEG signals in the
spectral-frequency domain offers dominant insights into vary-
ing levels of drowsiness. In contrast to vision-based detection
methods that often identify drowsiness after the onset of actual
sleep or during advanced drowsiness stages, technologies
based on physiological signals enable the early alerting of
drivers [5], averting potentially catastrophic accidents. How-
ever, a challenge arises from relevant signal extraction from
motion artifacts by capturing biological signals either due to
the motion of vehicles, individuals, or remote capture. This
makes developing robust solutions what would work in real
driving scenarios more challenging. Therefore, there are ex-
tensive approaches dealing with the removal of motion artifacts
from EEG recordings. Relevant works include using methods
like signal decomposition [164], wavelet decomposition [165],
[166], and detrended fluctuation analysis [167].

b) From data transmission perspective: Physiological
signals have demonstrated their stability, reliability and pre-
cision, as they are less influenced by external factors like
e.g., occlusions or variability in lightening, resulting in fewer
false positive detections [168]–[170]. Nevertheless, such phys-
iological sensing methods involving cables or wired electrodes
can be obtrusive and inconvenient for signal capture. Conse-
quently, there is a noticeable trend towards wireless sensing
and communication to alleviate these issues [86], [89], [91].
The hurdle lies in maintaining consistent connectivity and
addressing weak signal strength in wireless setups. These
challenges even exist under laboratory setup and become even
more pronounced in uncontrolled environments, particularly
when utilizing wearable platforms with a limited count of dry

electrodes as stated by Gerwin Schalk [171], a neuroscientist
at New York State Department of Health’s Wadsworth Center.
Stable wireless data transmission and communication are thus
a necessary requirement for developing high performance
solutions. Signal imputation in case of data leakage is another
solution to address the issue besides implementing fusion
techniques. It is known that deep learning based models are
often used to detect outliers or handle missing data both in
handling image data or time-series [172]–[174].

c) From the multimodal perspective: Often drowsiness
detection scheme based on only one modality is not robust
enough and thus a fusion of several complementary modalities
or methods would lead to a better overall system performance
[101], [175]–[177]. Samiee et al. [178] introduced data fusion
using image-based features and driver-vehicle interaction as
a strategy to address the issue of signal loss and boost the
overall resilience of the driver drowsiness detection system.
The outcome underlined the system’s primary strengths, which
encompass dependable and reliable detection and a capacity
to withstand input signal losses effectively. Sedik et al. [178]
investigated sensor fusion techniques in their research. Their
approach involves integrating EEG, EOG, ECG, and EMG
signals, resulting in enhanced system accuracy, faster detection
time, and a robust drowsiness detection scheme. Signal pro-
cessing techniques fuse FFT and Discrete Wavelet Transform
that are applied for feature extraction and noise reduction.
Various machine learning and deep learning classifiers are
utilized for both multi-class and binary-class classifications.
The proposed methodologies are validated through simulations
in two scenarios addressing these classification tasks. The out-
comes demonstrate that the proposed models exhibit high per-
formance in detecting drowsiness state from medical signals,
achieving detection accuracy of 90% and 96% for the multi-
class and binary-class scenarios, respectively. Recent works
on multi-modal drowsiness detection systems also focused on
the explainability of the algorithms it used as in [98]. The
interpretability of such models would strengthen confidence
in the detection systems and increase their reliability, which
is particularly important as the EU will make the installation
of DDAW systems in new vehicles a legal requirement from
2024 [157].

VIII. POTENTIAL DIRECTIONS FOR RESEARCH

Table V summarizes the limitations described in section VII
and provides a better overview of the relative strengths and
weaknesses of the current sensing modalities and algorithms
for drowsiness detection. It’s important to emphasize that this
assessment relies on investigated research works in this survey.
Any negative aspect identified within a category should not be
interpreted as a reflection of its potential; rather, it’s viewed
as a future research challenge.

Biosignals captured with EEG and EOG measurements
are more precise [97], but less appropriate for use-cases as
driver’s drowsiness detection. Both vehicle and subject motion
would strongly affect the performance and the accuracy of
the feature extraction process of most proposed methods in
the literature. Trends towards wearable sensors reduced the
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TABLE V
BENCHMARK DROWSINESS DETECTION SYSTEM WITH RESPECT TO FEATURES. LABEL ANNOTATIONS: X NEGATIVE, O NEUTRAL, AND + POSITIVE. WE

NOTE THAT THIS ASSESSMENT IS BASED ON CURRENT EXISTING RESEARCH AND THE NEGATIVITY IN ANY ASPECT OF ANY CATEGORY DOES NOT
REPRESENT THE POTENTIAL OF THIS CATEGORY BUT IS SEEN AS A FUTURE RESEARCH CHALLENGE. THEREFORE, THIS TABLE IS DYNAMIC AND CAN BE

CHANGED WITH FUTURE RESEARCH EFFORTS.

data
accessability unobstrusive processing

complexity
calibration
complexity

noise
coupling

motion
artifect occlusion transmission

stability
detection
accuracy practability

EEG o x x x + x + + + x
-wearable o o o x x x + x x o
ECG x x x o + x + + + x
-wearable x o o o x x + x x o
Vision + + + + + + x + + +

TABLE VI
THE DIAGRAM HIGHLIGHTS THE SENSOR TYPES UTILIZED FOR VARIOUS DROWSINESS DETECTION APPLICATIONS REPORTED IN PREVIOUS WORKS. THIS

ALLOWS US TO PROMPTLY PINPOINT AREAS WHERE SPECIFIC SENSOR TYPES ARE ABSENT, PROMOTING FUTURE RESEARCH IN THOSE DOMAINS. THIS
TABLE DOES NOT LIMIT THE RESEARCH IN THE FIELD OF DROWSINESS DETECTION AND IS THUS DYNAMIC AND CAN BE CHANGED WITH FUTURE

RESEARCH EFFORTS.

Application areas Public transportation Aviation transportation Driver Monitoring Workplace Safety Healthcare Smart Homes

EEG ✓ ✓ ✓ ✓ ✓
ECG ✓ ✓ ✓ ✓
Vision ✓ ✓ ✓ ✓ ✓

limitation of electrode-based applications of the EEG and
EOG approaches to certain extent. However, headphone-based
devices [82] including the biosignal measurements are also
not practicable for real world driving scenarios. Drivers are
not safe wearing headphone devices while driving. Therefore,
future research directions involve the development of more
robust algorithms mitigating these motion artifacts (e.g., by
using de-trending, or signal decomposition techniques) or
require more appropriate setups without affecting the drivers
while driving under real world scenarios. This can include
automatic learnable augmentation [179] techniques that would
enrich the training data with more realistic variation.

Confusion may arise between the terms driver fatigue detec-
tion and driver drowsiness detection [180], [180]. Fatigue state
describes the degree of fatigue, which may not necessarily
involve drowsiness or subject falling asleep. Many individuals
can experience fatigue while still remaining cognitive vigilant
and are still capable of driving safely. Therefore, it is essential
to prioritize the detection of drowsiness, as drivers in this
state are unconscious while driving. To tackle this issue, heart
rate variability (HRV) derived from ECG-signals are often
employed as a feature for detection. However, ECG signals in
relation towards drowsiness are often hard to draw. Changes in
the parasympathetic and sympathetic activity of the body can
be related to different biological processes beyond drowsiness
detection. Several works [87], [88], [97] investigated the dis-
criminative power of ECG-based features towards drowsiness
and future trends hint towards more complex fusion methods
[77], [181] or more generalized self-learning models [77],
[108].

Table V indicates a clear advantage of vision-based solu-
tions over a wide range of challenges faced by other two
investigated measures, but also emphasized that such solutions
are strongly affected by any application scenario where the
measured subject might be occluded or under less favorable

capture conditions [99]. Features considered like the PERC-
LOS indicates the percentage of eye closures. This features
strongly relates to the accuracy and efficiency of face detection
and facial landmark detection. Video-based approaches of
drowsiness detection often combine techniques for keyframe
selections and final drowsiness state classification [107]. Other
works intend to face the challenge of variation in head poses as
in [106]. Therefore, we believe that future research directions
in vision-based approaches should consider these relevant
topics, such as accurate and fast keyframe selections and
creating more robust algorithms dealing with the dynamic
challenges posed in a real-world setting.

Finally, Table VI shows the investigated measuring modal-
ities successfully associated with different application areas.
This allows researchers to have a clearer view to position their
future research in the missing areas of drowsiness detection.
However, this table should not limit the research in the field of
drowsiness detection and is thus dynamic and can be changed
with future research efforts.

IX. CONCLUSION

Detecting drowsiness is of high significance in guaranteeing
safety in various domains such as in workplaces requiring
high concentration of employees, under real driving situations,
in public transportation, and for aviation. Alert and well-
rested employees also lead to enhanced productivity and
better personal healthcare. This work is a pioneering work
covering a wide application area of drowsiness detection
with its modern applications and methods. We categorized
our researched works into three measuring techniques, with
multi-channel EEG signals, ECG signals, and vision-based
detection schemes. We summarized and compared popular
benchmarking databases and common evaluation metrics used
to assess the performance of the developed drowsiness detec-
tion algorithms.
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We identified s trengths a nd w eaknesses i n c urrent al-
gorithms and discussed the limitations of current research 
categorized under both physiological-based and vision-based 
approaches. We pinpointed challenges in accurate and real-
time detection, in stable data transmission using wireless 
sensing technologies, and in building a bias-free system among 
others. We provide possible solutions like mitigating the bias 
by using synthetic, adversarial data [156] or data augmenta-
tion [182] techniques. Overcoming the hardware limitations 
requires model compression techniques to build small-scale 
but still highly accurate models, and leveraging the fusion 
of complementary modalities, methods, or sensors to lead to 
more robust and accurate detection resilient to noise or data 
loss. Finally, we believe that drowsiness detection remains an 
actively evolving field with abundant opportunities to explore, 
both when it comes to sensing technology and algorithmic 
development. The primary goal of this work is to provide an 
initial comprehensive survey of drowsiness detection within 
contemporary applications and methodologies.
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L. H. Barrero, and S. S. Sana, “Extraction of decision rules using
genetic algorithms and simulated annealing for prediction of severity
of traffic accidents by motorcyclists,” J. Ambient Intell. Humaniz.
Comput., vol. 12, no. 11, pp. 10051–10072, 2021.

[95] F. Fahrurrasyid, G. I. Hapsari, L. Meisaroh, and G. A. Mutiara, “Smart
helmet GPS-based for heartbeat drowsiness detection and location
tracking,” Journal of Biomimetics, Biomaterials and Biomedical En-
gineering, vol. 55, pp. 226–235, 4 2022.

[96] S. Heydari, A. Ayatollahi, A. Najafi, and M. Poorjafari, “Detection of
drowsiness using the pulse rate variability of finger,” SN Comput. Sci.,
vol. 3, no. 5, p. 359, 2022.

[97] G. Lenis, P. Reichensperger, D. Sommer, C. Heinze, M. Golz, and
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