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Abstract

UNIVERSITY OF TECHNOLOGY SYDNEY

Faculty of Engineering and Information Technology

Robotics Institute

Doctor of Philosophy

by Mengya Xu

Simultaneous localization and mapping (SLAM) has been a hot topic in mobile robots for

decades. Classical SLAM systems do not control the motion of the robot, which is called

passive SLAM. In contrast, active SLAM algorithms control the motion of the robot to

complete certain tasks and, at the same time, maintain a good SLAM estimate. Active

SLAM is a very important decision-making problem when a robot is navigating in an

unknown environment. A good active SLAM algorithm can help improve the estimation

accuracy of the map and robot localization, and additionally take into consideration other

tasks such as coverage and time of exploration at the same time. Active SLAM in static

environments has been well-studied in the last decades. It is always combined with the

exploration tasks, where the exploration-exploitation dilemma is usually a challenge. Ac-

tive SLAM in deformable environments is also an important research topic due to its wide

applications in many different areas, such as robotic surgery. A few groups have completed

some good work on SLAM in deformable environments. In most of the work, the motion of

the robot is controlled by humans or predetermined. However, it would be more desirable

if the robot could decide on its actions online based on different situations.

There are two typical methods to solve the SLAM back-end problem, including the opti-

mization based method and the filter based method. The Extended Kalman Filter (EKF)

based methods have been dominant in both classical and active SLAM for a long time in

earlier stages of SLAM because of their high computational efficiency as compared with
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the optimization based approaches. However, it suffers from the inconsistency problem

because of the incorrectly calculated dimension of unobservable space due to linearization

errors, leading to inaccurate SLAM estimates. Some research has enhanced the consistency

of EKF SLAM in the literature. Especially, a Right Invariant Extended Kalman Filter

(RIEKF) based SLAM algorithm has been proven to outperform other typical algorithms.

Using all the information, the optimization based methods can achieve accurate SLAM

estimates as well as consistent uncertainty estimates. However, the computational cost of

optimization based SLAM is very high due to the large number of robot poses involved.

This dissertation focuses on the EKF method and its invariant format, aiming to solve the

active SLAM problem in both static and deformable environments. Firstly, an improved

EKF based active SLAM method is designed to explore 2D feature-based static envi-

ronments. Simulation results show the great potential of using RIEKF in active SLAM.

Therefore, secondly, we extend the RIEKF based active SLAM algorithm to 3D cases.

The environments are 3D and have obstacles, and we improved the exploration frame-

work accordingly. Both simulations and real experiments demonstrate that our proposed

method performs better than the EKF based methods. Finally, we propose an EKF based

active SLAM algorithm for 3D feature-based deformable environments. The algorithm

is designed based on possible assumptions of the feature dynamic model. We have got

good results in both simulation and real-world experiments, where the robot can observe

the whole environment efficiently with more accurate estimates. This is the first step in

developing an efficient active SLAM algorithm in deformable environments.
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Chapter 1

Introduction

1.1 Motivation

SLAM is the process of mapping an area while keeping track of the location of the robot

within that area. SLAM has been a hot topic in mobile robots for decades because of its

wide usage and great importance in various scenarios. Classical SLAM systems do not

control the motion of the robot, which is called passive SLAM. In contrast, active SLAM

algorithms control the motion of the robot to achieve certain tasks and, at the same time,

maintain an accurate SLAM estimate.

Active SLAM is a decision-making problem where the robot’s motion is planned at the

same time as the SLAM process. A good active SLAM algorithm can help improve the

estimation accuracy of the map and robot localization, and additionally take into consid-

eration other tasks such as coverage and time of exploration at the same time. Active

SLAM is important in many scenarios. The research on active SLAM in unknown static

environments was started two decades ago and has been extensively explored [2–4]. One

of the most important performance criteria for active SLAM is the quality of the SLAM

estimate. In most cases, an objective function built by the Fisher information matrix

or covariance matrix in the estimation process is used to select robot motion ([2, 5, 6]).

Active SLAM is always combined with exploration tasks, where the robot is expected to

1



Chapter 1. Introduction 2

explore an unknown environment as soon as possible and, at the same time, keep an accu-

rate SLAM estimation. In these problems, how to deal with the exploration-exploitation

dilemma is usually a challenge.

Active SLAM in deformable environments is also an important research topic due to

its wide applications in many different areas, such as robotic surgery. In recent years,

active SLAM has played an increasingly important role in deformable environments like

those in the human body. A few groups have completed some good work on SLAM in

deformable environments. When an RGB-D sensor is used to observe the environment, a

common approach is to deform the prior or build map directly based on the observations

[7][8][9][10][11]. In some cases, high accuracy is required, but the sensor vision is limited;

extra techniques are needed to provide additional information. For example, in some

surgical cases, a computed tomography (CT) is used to provide an ideal prior model for

recovering the deformation [12][13], while [14] uses GPU and ORB-SLAM to obtain a pose

estimation first. Many works like [15][16] have investigated more challenging cases when

only one monocular camera can be used. In [17], some fundamental questions about SLAM

in deformable environments are discussed, such as the observability and the consistency.

Existing robots have been successfully used to reconstruct the structure of organs like the

stomach and intestine so that the pathological parts can be distinguished. However, the

motion of these robots needs to be predetermined or controlled by humans, which limits

their application scenarios and scope. In this case, it is more desirable if the robot can

autonomously plan its motion online based on different situations. The environment in

the human body is deformable and highly dynamic. It is necessary for the robot to take

these changes into consideration so that it can successfully reach the target region by itself

and describe the environment accurately. Thus, an accurate and efficient active SLAM

algorithm needs to be designed for deformable environments.

The EKF algorithm is a typical estimation-theoretic based approach used to solve SLAM

problems. The EKF based methods have been dominant in both classical and active SLAM

for a long time in earlier stages of SLAM because of their high computational efficiency as

compared with the optimization based approaches. Traditional EKF SLAM takes great

advantage of the low computational cost when the number of features in the environment

is limited. Still, it has been proved to get inconsistent estimates due to the wrongly
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captured unobservable directions ([18–21]). In particular, the obtained covariance matrix

in EKF SLAM is smaller than the actual estimate uncertainty, especially when the robot

orientation error is large. Clearly, using the over confident covariance matrix obtained in

EKF SLAM to guide the planning may lead to an unreliable robot trajectory in active

SLAM.

Due to the inconsistency of EKF SLAM, optimization based SLAM methods become

popular in the last decade, and it has also been frequently used in active SLAM. Using

all information to estimate the SLAM results, the optimization based methods can obtain

more accurate SLAM estimates and consistent uncertainty estimates. However, using all

information on the other side leads to high computational costs. Especially when it is

applied to the active SLAM problem where the SLAM algorithm needs to be performed

frequently to predict the performance of each candidate action, the computational cost is

really high.

As studied in ([22–24]), the SLAM problem has a nontrivial Lie group structure, and

the Right Invariant EKF (RIEKF) algorithm designed on a specific Lie group structure

is applied to solve the SLAM problem. It has proved that for feature based SLAM,

the linearized system of RIEKF approach can automatically and correctly capture the

unobservable direction of SLAM, ensuring strong consistency properties. The RIEKF

based SLAM method is shown to be able to get better SLAM results with much improved

consistency as compared with not only the traditional EKF based methods but also some

improved ones [23] such as the observability constrained EKF (OC-EKF) [19]. When

compared with the optimization based SLAM, its performance is shown to be comparable

to iSAM [25] and close to full optimization based SLAM in many cases [26, 27].

1.2 Aims and objectives

This research aims to design effective active SLAM algorithms for feature based environ-

ments. We will mainly focus on the EKF based methods, especially the Right Invariant

EKF algorithm. These algorithms will be designed for both static environments and de-

formable environments.
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According to the aims, this research can be divided into the following tasks:

i. RIEKF based active SLAM in 2D static environments. Motivated by the

recent research results on RIEKF SLAM, the first objective of this thesis is to apply

RIEKF to the active SLAM algorithm, developing an efficient and accurate planning

framework for the robot to explore unknown 2D environments.

ii. RIEKF based active SLAM in 3D static environments. In this task, we aim

to extend our RIEKF based 2D active SLAM algorithm to 3D cases and improve

the planning framework to solve the exploration-exploitation dilemma.

iii. Active SLAM in 3D deformable environments. The third objective of this

thesis focuses on 3D deformable environments. We aim to design an active SLAM

framework, where the robot is expected to take the environment changes into con-

sideration so that it can successfully reach the target region by itself and map the

latest environment accurately.

1.3 Contributions

We improved the exploration framework where both the predicted SLAM results for choos-

ing control actions and the actual estimated SLAM results applying the selected control

actions are computed using RIEKF algorithms. This is the first research work in this direc-

tion to consider a 2D case and apply the greedy method in the planning. The advantages

over traditional EKF based active SLAM are the more accurate and consistent predicted

uncertainty estimates, which result in the robustness of the active SLAM algorithm. The

advantage over optimization based active SLAM is the reduced computational cost. Sim-

ulation results are presented to validate the advantages of the proposed algorithm.

As an extension of the 2D algorithm, we consider using the RIEKF method in active

SLAM in 3D environments with obstacles. Similar to the 2D cases, both the predicted

SLAM results for candidate control actions and the actual estimated SLAM results after

applying the selected control actions are computed using RIEKF algorithms. Different

from the previous work that used a weighted objective function to determine the robot’s
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motion in 2D, the newly designed planner is a combination of an efficient global planner and

an accurate local planner in 3D. Results of the simulation and the real-world experiment

demonstrate that our proposed method improves the estimation accuracy significantly

and, at the same time, maintains a high exploration efficiency.

Finally, we consider the active SLAM problem in 3D deformable environments which has

not been studied yet. Here, we have some reasonable assumptions about the feature dy-

namic model and the observation model. Based on these assumptions, an EKF based active

SLAM framework is designed to estimate the SLAM result accurately and efficiently. The

planner proposed is a combination of a global planner and a local planner. We compare

the combined framework with using the local greedy method only and using the global

planner only. Simulation results under different scenarios have shown that the proposed

active SLAM algorithm provides a good balance between accuracy and efficiency as com-

pared to the local planner and the global planner. Besides the simulation experiments, we

also design an active SLAM system in a real-world phantom environment. This system

uses a UR robot to handle an endoscope, which can move the camera to the expected

poses that are calculated by our active SLAM algorithm. This system has been used to

test the EKF based SLAM and active SLAM algorithms.

1.4 Publications

i. M. Xu, Y. Song, Y. Chen, S. Huang and Q. Hao. Invariant EKF based 2D Active

SLAM with Exploration Task. In 2021 IEEE International Conference on Robotics

and Automation (ICRA), 2021, pp. 5350-5356, doi: 10.1109/ICRA48506.2021.9561951.

ii. S. Huang, Y. Chen, L. Zhao, Y. Zhang and M. Xu. Some research questions for slam

in deformable environments. In 2021 IEEE/RSJ International Conference on Intelli-

gent Robots and Systems (IROS), 2021, pp. 7653-7660, doi: 10.1109/IROS51168.2021.9635883.

iii. M. Xu, L. Zhao, S. Huang and Q. Hao. Active SLAM in 3D Deformable Envi-

ronments. In 2022 IEEE/RSJ International Conference on Intelligent Robots and

Systems (IROS), 2022, pp. 7952-7958, doi: 10.1109/IROS47612.2022.9982224.
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iv. M. Xu, S. Chen, L. Zhao, S. Huang and Q. Hao. Invariant EKF based 3D Active

SLAM with Exploration Task. Submitted to IEEE Transactions on Emerging Topics

in Computing (TETC) in Sep. 2024.

1.5 Thesis outline

This thesis is organized as follows:

� Chapter 1: This chapter discusses the background and motivation of the thesis,

followed by the aims and objectives. We then highlight our contributions and pub-

lications.

� Chapter 2: This chapter presents the review of relevant literature on active SLAM

algorithms in both static environments and deformable environments.

� Chapter 3: This chapter covers the background knowledge of EKF SLAM and RIEKF

SLAM. The general EKF SLAM framework is first introduced, followed by the stan-

dard EKF SLAM. The 2D and 3D RIEKF algorithms are then introduced, respec-

tively.

� Chapter 4: This chapter introduces our first work about RIEKF based active SLAM

framework in 2D static environments. We first describe the problem we considered;

then our proposed RIEKF based active SLAM method is presented in detail. In the

experiments section, we introduce the experiment design and show the experiment

results. The analysis of using different strategies under the considered criterion is

also presented in the experiment section. Finally, we summarize the main results of

this work. This work has been published in the IEEE International Conference on

Robotics and Automation (ICRA) 2021 [28].

� Chapter 5: This chapter proposes a 3D active SLAM framework that is extended from

the 2D case. The problem we consider in this work is given in the problem statement

section. We then introduce each component of our proposed combined planner in

detail. The experiments section presents the results and analysis of different planners
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in different platforms, including simulation experiments in MATLAB and Gazebo

and real-world experiments. The summary of this work is provided at the end of

this chapter. This work has been submitted to IEEE Transactions on Emerging

Topics in Computing (TETC) in Sep. 2024.

� Chapter 6: This chapter presents our work of active SLAM in deformable envi-

ronments. We first describe the task of active SLAM in deformable environments,

followed by the EKF based deformable SLAM model under reasonable assumptions.

With the SLAM model, we then concretely describe the problem we consider and

propose an efficient active SLAM framework to solve the problem. The framework is

introduced in detail according to its components. We design two simulation environ-

ments to test our algorithms, and in the models and simulation settings section, we

provide the details of these two environments. The simulation results section evalu-

ates the performance of different algorithms in these two environments, respectively.

We also carry out real-world experiments. The experiment settings and the main

results are presented in the real-world experiments section. The summary and some

discussions of this work are given in the summary section. The simulation part of

this work has been published in IEEE/RSJ International Conference on Intelligent

Robots and Systems (IROS) 2022 [29].

� Chapter 7: This chapter contains two sections. The first section gives the conclusion

of this thesis, and the second section discusses potential future works.



Chapter 2

Literature Review

The task of exploring and modeling an unknown environment can be generally divided into

three sub-tasks, including localization, mapping and motion control. Fig. 2.1 proposed

by Makarenko et al. in [1] illustrates the relationships among the sub-tasks. Region I

represents simultaneous localization and mapping (SLAM). As the name shows, SLAM

is a method for autonomous mobile robots to build a map of an unknown environment

while locating the robot within it [30]. Localization and mapping began to be solved

simultaneously after the probabilistic approaches went mainstream in the 1990s. The

poses of the robot and the location of the landmarks need to be estimated without any

prior knowledge of the environment. Several families of algorithms have been designed to

solve the SLAM problem in the last decades [2, 31–33]. The integration of motion control

and mapping is active mapping or classic exploration, as Region II shows. It assumes that

the sensor localization is known, aiming to search the optimal robot motion so that it

can describe the environment accurately. There are different strategies to solve the classic

exploration problem [34–37]. This problem is especially addressed in the field of computer

vision for environment reconstruction [38, 39]. Region III represents active localization,

which is the integration of localization and motion control. It assumes the map of the

environment is known. The aim is to control the robot’s motion to improve the robot pose

estimation. This problem was first formulated by Fox et al. [40] and Borgi and Caglioti

[41] and further investigated by many researchers [42–45]. The integration of all three

components in Region IV is active SLAM. In this problem, the robot motion is planned

8
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at the same time as the SLAM process, aiming to reduce the estimation uncertainty of

the robot localization and map representation. Before the name “active SLAM” is given

by Davison and Murray [46], it is also called active exploration [47], adaptive exploration

[48], integrated exploration [1], and autonomous SLAM [49]. Active SLAM is illustrated

as Region IV in Fig. 2.1.

Figure 2.1: The relationships among the sub-tasks in modeling unknown environments
[1].

2.1 Traditional methods for solving active SLAM problem

Motion control in SLAM is firstly addressed by Feder et al. in [2]. The objective of motion

planning is to maximize the information obtained from observations so as to improve

the estimation accuracy. It decouples the active SLAM problem into three stages: 1)

Identification of the potential actions, 2) Utility computation, 3) Action selection and

execution. This a traditional way to solve the active SLAM problem [1, 2, 50]. Placed et

al. [4] have reviewed related work on each stage. Here, we also follow the three stages to

review some of the work and focus more on work in the second stage.

2.1.1 Identification of potential actions

In traditional active SLAM approaches, the first step is to generate a set of available

actions for the robot to execute. The actions can be goal points on the map, and they
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can also be the robot motions. The format of the goal points strongly depends on the

map representation. There are mainly four types of map representations to describe the

environment, including topological maps, metric maps, metric-semantic maps, and hybrid

maps. Topological maps use graphs to describe the environment information [51], but they

are not frequently used in active SLAM [52, 53]. Metric maps can be divided into sparse

maps and dense maps. Sparse maps use a set of features to represent the environment.

This kind of representation has been widely used in optimal control [54–56]. They are

the most typically used map representations in active SLAM. Occupancy grid maps are

one of the most typically used dense maps. This kind of map representation is firstly

proposed for perception and navigation [57, 58], and has been widely used in active SLAM

[44, 59–62]. In 3D cases, the map is usually built based on octrees [63, 64] or voxel [65].

All of them have been used in active SLAM problems [66–69]. Metric-semantic maps

extract the semantic information from the environment and associate it to classical metric

maps [70–74], but only a few researchers consider this kind of representation in active

SLAM [75, 76]. Hybrid and hierarchical maps combine some of the map representations to

accomplish certain tasks like navigation [77], SLAM [78], or describing complex dynamic

environments [79]. Only very few works use the hybrid maps in active SLAM [80]. In our

research, we focus on the back end of the SLAM process, and the map we use is metric

based.

A popular framework for active SLAM is selecting the best action from a finite set of

candidate actions [81][82]. Usually, a set of goal points is generated to guide the motion of

the robot. The simplest way to choose the goal position is random-based exploration [83,

84]. In practice, frontier-based exploration [85][36] is a more widely used approach, where

a small subset of locations in the map is selected. The frontier is the region between the

known and unknown areas of the map. It has been used in 2D environments with different

kinds of map representations. Frontiers can be easily identified in topological maps as

nodes without neighbors in certain directions [52]. In 2D occupancy grid maps, different

frontier detection algorithms have been proposed, such as geometric based methods [86–

88], RRTs based method [62, 89, 90] and sample based method [91]. Frontier based method

is not widely used in 3D cases because of the high computational and storage cost to store

and analyze the map information. Some works also use the above method in 3D cases
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[92, 93], but most research make efforts to reduce the computational cost by evaluating

map portions incrementally [69, 94] or only along surface [95], or by sampling particles in

the known space [96]. Usually, after the frontiers are detected, a clustering step, like K-

means [97] or mean-shift [89], is applied to restrict the dimension of the frontiers. However,

traditional frontiers base exploration does not consider the estimation uncertainty. As

studied in [49, 98, 99], revisiting previously observed areas may obtain more information.

Therefore, to deal with the exploration-exploitation dilemma, the usual practice is to

include the loop closure areas in the set of the goal points [100, 101], or switch between

exploring frontiers and revisiting the previously observed regions [98, 102, 103]. Despite

identifying global goal points, some work selects the goal points within a local area around

the robot, which is widely used in reinforcement learning based methods [104, 105]. The

disadvantage of this strategy is that only locally optimal results can be obtained, and when

the decision making horizon is too short, wrong decisions may be made [106, 107]. Instead

of selecting a specific destination, [54] introduces an attractor to influence the motion of

the robot. The attractor is also selected from a series of potential points according to

some specific criteria that balance the activities of exploring, improving localization and

improving the map. Once selected, the attractor is in the form of an artificial feature, helps

the robot to decide its action by influencing the information gain of the control actions.

2.1.2 Utility computation

The utility computation stage is the most focused stage by researchers in classical active

SLAM. In this stage, the candidate actions will be evaluated according to some criterion.

In traditional exploration tasks, the utility function is usually formulated by the travel

distance [36] or navigation time [92], and this kind of utility function can be used in all

kinds of map representations [69, 101, 108]. Another typical method is considering the

expected unknown area to be observed [83, 84, 89]. This kind of method is usually used

in occupancy grid maps by counting the number of the known and unknown cells [1].

However, these approaches mainly focus on map coverage and collision avoidance, leaving

the estimation uncertainty during the SLAM process unconsidered.
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In classic active SLAM, one of the most important performance criteria is the quality of

the SLAM estimate. Traditionally, the active SLAM problem is solved by minimizing a

certain criterion in terms of the information gain, and the objective is to obtain more

information [2, 5, 6]. To solve the exploration-exploitation dilemma, some works directly

add a term of the information gain into the objective function [1, 52, 59], and some set

thresholds to balance different factors [54, 89, 109]. However, tuning the parameters is

complicated and makes a fair comparison of different metrics difficult [110].

To evaluate the information gain, the most common idea is to compare the uncertainty

matrices. There are two groups of methods to quantify the uncertainty. One is using the

information theory (IT), and the other is based on the theory of optimal experimental

design (TOED). Information theory based methods mainly aim at occupancy grid maps,

while the theory of optimal experimental design based approaches focus on Gaussian dis-

tributions over features and poses. In this section, we will first introduce these two groups

of uncertainty quantifying approaches. After that, we focus on different methods of cal-

culating the uncertainty of SLAM estimate under Gaussian distribution.

2.1.2.1 Uncertainty quantification

By using information theory, the uncertainty is quantified in the joint belief state to rep-

resent the entropy [111]. In the early stage, entropy only considers the map uncertainty,

assuming no error in robot localization [36, 92, 112]. Later, Bourgault et al. [48] noticed

that large errors in robot localization lead to wrong map uncertainties. Therefore, the

robot localization uncertainty is taken into consideration to calculate the entropy [113].

However, the entropy of the SLAM posterior after a candidate action is executed is com-

putationally intractable [113]. To address this challenge, many approaches rely on entropy

approximations. These methods typically involve computing the utility of map and robot

pose independently and then combining them heuristically [48, 102, 113, 114]. However,

additional weights are usually needed to balance the two terms [81, 82]. Some work avoids

this by embedding the robot pose uncertainty in a combined Shannon-Rényi utility func-

tion [59, 115]. Alternatively, the expectation-maximization (EM) algorithm [116] directly

integrates the influence of the robot’s uncertainty within a virtual map. In particle filter
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SLAM, a similar approximation can be done by calculating the weighted mean of all possi-

ble particles [113, 117]. Instead of using Shannon’s entropy directly as the utility in active

SLAM, its expected reduction is commonly used to assess the utility. Concretely, the

utility function is the difference between the entropy of the actual state and the expected

entropy after an action is executed as the utility function, which is known as mutual infor-

mation [48, 118]. Another commonly used utility function is Kullback-Leibler divergence

(KLD) [119], which measures not only the change in the form of a probability density

function but also how much its mean has translated [120].

For the approaches based on TOED, the uncertainty is quantified directly in the task

space. Different from the IT based methods that count the number of cells in the grid

map, the TOED based approaches apply to Gaussian variables. In TOED, the covariance

matrix of executing a candidate action is predicted and compared. The one with a smaller

covariance matrix is preferred. To compare the covariance matrices of the candidate

actions, the optimality criteria is proposed and compared, including the A-optimality,

T-optimality, E-optimality and D-optimality. A-optimality and T-optimality calculate

the trace of the covariance matrix, where T-optimality captures the average variance,

while A-optimality captures the harmonic mean variance [121]. E-optimality considers

the maximum/minimum eigenvalue, capturing the radii of the covariance ellipsoid [122].

D-optimality captures the volume of the ellipsoid by calculating the determinant of the

covariance matrix [123]. Feder et al. [2] first used the optimal criteria in their work, where

the inverse of the estimation error covariance matrix of the next step is maximized to

obtain the desired action. After that, many active SLAM methods were proposed based

on TOED, especially on T-optimality [54, 124] and D-optimality [102, 104].

The covariance matrix can be large and dense, which makes the quantification compu-

tationally intensive. Therefore, many works perform quantification on the inverse of the

covariance, that is, the Fisher information matrix (FIM). However, it is still computa-

tionally expensive, especially when the state space gets large. To bypass this problem,

some works alternatively analyze the connectivity of the underlying pose-graph in active

graph-SLAM. It was firstly noticed in [125] that a graph with minimum spanning trees

is D-optimality. Following that, the relationship between the spanning trees and the op-

timality criteria is further investigated and extended [126–129]. These results have been



Chapter 2. Literature Review 14

used to solve different active SLAM tasks [3, 55, 130].

2.1.2.2 Uncertainty calculation for different SLAM algorithms

As one of the most popular SLAM methods, the EKF algorithm is also used in most

of the earlier active SLAM works. However, it has been realized that the EKF based

SLAM may result in inconsistent estimates [18][19][20][21] because of the errors introduced

in the linearization process. Particularly, the covariance matrix obtained in the EKF

based SLAM is too optimistic, which is smaller than the actual estimate uncertainty. The

problem is more serious when the robot orientation error is large. Obviously, using the

over confident covariance matrix in active SLAM may lead to a poor robot trajectory. To

solve the inconsistency problem in SLAM estimates, many researches try to reduce the

influence of the robot orientation errors, like adding constrains and changing the SLAM

format.For example, [19] proposed the observability constrained EKF (OC-EKF) SLAM.

Although the SLAM estimates are improved, the inconsistency problem is not overcome

completely.

The optimization based method is another typical method used to solve the SLAM prob-

lem. As all the information is used, the optimization based methods can obtain consistent

uncertainty estimates and, as a result, much more accurate SLAM estimates. However,

using all information conversely brings a big problem in the computational cost. Especially

when it is used to solve the active SLAM problem, the optimization process will be per-

formed frequently to predict the performance of the candidate robot’s actions, leading to

high computational cost. Therefore, most works on the optimization based active SLAM

focus on improving its efficiency. For example, [131] proposed a sparsification method to

reduce the computational complexity of the decision making process. In [132], an efficient

active SLAM approach based on submap joining, graph topology and convex optimization

is proposed and is shown to be effective in reducing the computational complexity.In [133],

the authors propose a strategy for maintaining a sparse and scalable state representation

for large scale mapping. The matrix operations are performed by blocks, which leads

to extremely fast matrix manipulation and arithmetic operations used in nonlinear least

squares.
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Very recently, the Right Invariant Extended Kalman Filter (RIEKF) algorithm was de-

signed and applied in SLAM [22][23][24][134][26]. The RIEKF based SLAM algorithm has

been shown to be able to produce more accurate SLAM estimates with much improved

consistency as compared with the traditional EKF based SLAM, as well as some improved

ones [23]. In [134], the RIEKF SLAM has been shown to have some good convergence

properties. Compared with the optimization based SLAM, the performance of the RIEKF

based SLAM algorithm is also pleasant. The computational cost of RIEKF SLAM is close

to the traditional EKF SLAM. The estimation accuracy of RIEKF SLAM is shown to be

comparable to iSAM [25], and even close to the full optimization based SLAM in many

cases [26][27].

2.1.3 Action selection and execution

In this stage, the candidate actions are evaluated according to the utility function, and the

optimal action is selected and executed. When the set of actions is discrete, the problem

can be solved by enumeration, where the action with the maximum/minimum utility will

be selected [36, 89, 93]. When the actions are the robot motions, the selected action can

be directly executed by the robot. When the actions are the goal points, an additional

path planner is needed to guide the robot to move toward the goal point without collision.

Depending on the representation of the environment, plenty of path planning algorithms

have been well used in simulation and in reality, such as A* [135] and RRT [136] in

occupancy grid map, and visibility graph-based planner in topological feature graph [52].

Recently, [137] presented a visibility graph-based planning framework for navigating in

both known and unknown environments.

Active SLAM problem can also be regarded as a stochastic optimal control problem, and

this can be solved by using differential dynamic programming (DDP) or model predictive

control (MPC). In [2], the greedy method was proposed, which aims to minimize the

estimation error in the next step. Huang et al. [5] extended the greedy method into a

multi-step look-ahead method. A variant of nonlinear MPC was proposed to obtain a

multi-step optimization in EKF based SLAM system within a finite time horizon.
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2.2 Active SLAM in deformable environments

SLAM in deformable environments is a very challenging research area. There are some

works focusing on SLAM in dynamic environments, especially in the field of service robots

[138] and autonomous driving [139], where features from moving objects need to be dis-

tinguished and removed from the SLAM process. Dynamic SLAM framework has been

recently investigated by many researchers, where the motion of the moving objects is

considered [140–142]. However, the moving objects are assumed to be rigid, so the envi-

ronments are partially dynamic. For SLAM in deformable environments, there is no static

part, and all the features considered in the SLAM estimate are dynamic.

Although there have been some initial works presented by different research groups, many

basic research questions have not been discussed clearly. Most of the existing researches

focus on the representation of the deformation and the reconstruction work. To build the

deformable map, different data structures and geometric structures are designed according

to different kinds of sensor data. When an RGB-D sensor is used, the observation can

be used to build the map directly. For example, the DynamicFusion algorithm [7] uses

volumetric data structure to represent the non-rigid scenes. In [9], SurfelWarp is pro-

posed using a surfel based representation of the geometry. For surgical cases, a GPU is

usually used to help with real-time stereo vision. MIS-SLAM [14] is a GPU-based SLAM

algorithm. It combines the pose estimation with the ORB-SLAM [143], to deal with the

deformable inside body environment. When using a monocular camera only, the problem

becomes more challenging. DefSLAM, proposed in [15], presents a complete framework fus-

ing energy-minimization pose estimation and isometric Non-rigid Structure-from-Motion

(NRSfM) techniques [144–147]. However, the NRSfM problem itself is still a challenging

problem in computer vision. More recently, [148] proposed NR-SLAM, a novel nonrigid

monocular SLAM system founded on the combination of a dynamic deformation graph

with a visco-elastic deformation model.

Although progress has been made in the area of SLAM in deformable environments, many

fundamental questions remain unanswered. The active SLAM problem is one of the chal-

lenging questions. Planning for mobile robots in deformable environments has also received
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attention a couple of decades ago [149, 150]. However, due to the unavailability and com-

plexity of simulators for mobile robots in deformable environments and the difficulty in

map representation, no efforts have been made towards developing a deformable active

SLAM framework.

2.3 Reinforcement learning based active SLAM

In recent years, reinforcement learning (RL) has been used in robot path planning to

accomplish different tasks due to its outstanding performance in large sequential decision

making problems. All the above problems can be solved in a way of RL. In exploration

tasks, RL can be combined with the frontier based exploration to help determine the

frontier [61]. There are also works using RL to generate the robot motion [151][152]

directly according to the current state. When a goal position is given, the problem becomes

a navigation problem, and plenty of RL based methods have been proposed to solve it

[153][154][155]. The objective of the task is usually achieved by adjusting the reward

function. The efficiency of the RL based methods is high when we focus on a single

objective or conflict-free objectives, for example, map completeness in exploration and

traveling time in navigation. However, it is challenging to design an effective reward

function when complex factors are considered at the same time, such as map completeness

and map accuracy. In [151] and [152], map accuracy is considered in the reward function as

information gain and is compared with other reward settings. However, their focus is still

on map completeness and trajectory length. In [156], a two-level framework is designed to

achieve different tasks. The high level planner considers map coverage to determine the

goal positions, and the low level planner calculates the robot path to maximize the map

accuracy. In that work, the RL model is only trained for the low level planner focusing on

map accuracy, and in the high level, traditional geometric coverage planners are used. As

an improvement of [156], [157] designs RL models for the high level planner and low level

planner separately, but both planners exploit the local information of the environment

around the robot.
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2.4 The focus of this thesis

In this thesis, we consider the point feature based map representation, where the obser-

vation noises and odometry noises are under Gaussian distribution. Focusing on the EKF

and RIEKF algorithms, we aim to design efficient and accurate active SLAM frameworks

for both static and deformable environments.



Chapter 3

EKF and RIEKF Algorithms

In this chapter, we introduce the mathematical and background knowledge about EKF and

Right Invariant EKF (RIEKF) SLAM, which is required in this thesis. We start with the

general framework of EKF SLAM. The uncertainty representation of the standard EKF

framework will be first recalled. After that, the RIEKF algorithm will be introduced. The

Jacobians of the 2D and 3D EKF and RIEKF will be presented, respectively.

3.1 The general EKF SLAM framework

In the considered SLAM problem, the n-th step state with M point features is a Gaussian

model Xn ∼ N (X̂n,Pn), where X̂n is the mean estimate of Xn and Pn is the covariance

matrix. It can be written as:

Xn = (Rn,xn, f
1
n, · · · , fMn ), (3.1)

where Rn, xn and f jn (j = 1, · · · ,M) are respectively the robot orientation, robot position,

and the coordinate of the j-th feature, all described in the fixed world coordinate frame.

A general motion model for a moving robot and static features can be represented by

Xn+1 = f(Xn,un,wn), (3.2)

19
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where un is the odometry, and wn ∼ N (0,Φn) is the odometry noise at time n.

Suppose there are K features
{
f1n+1, · · · , fKn+1

}
observed at time step n+1, the observation

model can be given by

Zn+1 = hn+1(Xn+1, ξn+1)

=


h1n+1(R

T
n+1(f

1
n+1 − xn+1))
...

hKn+1(R
T
n+1(f

K
n+1 − xn+1))

+ ξn+1,
(3.3)

where ξn+1 ∼ N (0,Ψn+1) is the observation noise. The covariance matrix Ψn+1 is a

block diagonal matrix consisting of all Ψi
n+1 (i ∈ On+1), where On+1 is the set of features

observed at time n+ 1.

Suppose X̂n is the mean estimate of Xn and en ∼ N (0,Pn) is the Gaussian noise vector,

the RIEKF framework can be given in Algorithm 1.

Algorithm 1 The general EKF framework

Input: X̂n, Pn, un, Zn+1

Output: X̂n+1, Pn+1

Propagation:

X̂n+1|n ← f(X̂n,un,0), Pn+1n ← FnPnF
T
n +GnΦnG

T
n

Update:

Sn+1 ← Hn+1Pn+1|nH
T
n+1 +Ψn+1

Kn+1 ← Pn+1|nH
T
n+1S

−1
n+1

yn+1 ← Zn+1 − hn+1(X̂n+1|n,0)

Xn+1 ← X̂n+1|n ⊕Kn+1yn+1

Pn+1 ← (I−Kn+1Hn+1)Pn+1|n

Here, Sn+1 is the innovation covariance, yn+1 is called innovation, and Kn+1 is the Kalman

gain. The operator ⊕ is called retraction in differentiable geometry [158], and the choices

of ⊕ of EKF and RIEKF are different.
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3.2 The standard EKF SLAM

The robot orientation is usually described by Euler angles, and then the state can be

defined as:

Xn = (θn,xn, f
1
n, · · · , fMn ), (3.4)

In the standard EKF SLAM, the ⊕ is the standard “+”, so the estimation error can be

written as

en = Xn − X̂n+1|n, en+1|n = Xn+1 − X̂n+1|n (3.5)

The Jacobians in Algorithm 1, Fn,Gn, andHn+1, can be calculated by Fn = ∂f
∂X(X̂n,un,0),

Gn = ∂f
∂w (X̂n,un,0), Hn = ∂hn+1

∂X (X̂n+1|n).

We then get:

en+1|n = Fnen +Gnwn

Zn+1 − hn+1(X̂n+1|n) = Hn+1en+1|n + ξn+1

(3.6)

The Kalman gain Kn+1 can be obtained using Fn, Gn, and Hn+1. Given yn+1 = Zn+1 −

hn+1(X̂n+1|n,0), the estimate of the error Xn+1 − X̂n+1|n can be calculated by en+1 =

Kn+1yn+1. Therefore, the state can be updated accordingly:

Xn+1 = X̂n+1|n +Kn+1yn+1 (3.7)

3.3 RIEKF based SLAM

SLAM problem has a nontrivial Lie group structure. Different from the EKF method,

RIEKF performs the linearization on Lie groups. The linearized system of RIEKF ap-

proach can automatically and correctly capture the unobservable direction of SLAM, en-

suring strong consistency properties [23].
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3.3.1 2D RIEKF

The 2D RIEKF SLAM algorithm was first proposed in [23]. In the considered 2D SLAM

problem, the notation Rn in eq. (3.1) is the rotation matrix related to the orientation θ:

R(θ) =

 cos(θ) − sin(θ)

sin(θ) cos(θ)

 .

And we denote SO(2) as the set of all 2D rotation matrices.

The set of all such possible states is denoted as

G(M) =
{(

R,x, f1, · · · , fM
)
|R ∈ SO(2),x and f i ∈ R2

}
. (3.8)

It is a Lie group with the group action

X1 ⊕X2 =
(
R1R2,R1x2 + x1, · · · ,R1f

M
2 + fM1

)
, (3.9)

for all X1,X2 ∈ G(M).

Denote g(M) as the associated Lie algebra of G(M), which is isomorphic to R2M+3. And

the exponential mapping exp(·) from g(M) to G(M) is defined by

exp(e) =
(
R(δθ),B(δθ)δx,B(δθ)δf1, · · · ,B(δθ)δfM

)
, (3.10)

where

eT = (δθ, δxT , δf1
T
, · · · , δfMT

),

B(δθ) =

 sin(δθ)
δθ −1−cos(δθ)

δθ

1−cos(δθ)
δθ

sin(δθ)
δθ

 .
(3.11)

Then we can define the stochastic model on the proposed Lie group by

X = exp(e)⊕ X̂, (3.12)

where X̂ represents the mean, and e ∼ N (0,P) is the error with covariance matrix P.

Then X is said to be log-Gaussian, denoted by X ∼ Nlog(X̂,P).
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Considering the specific 2D SLAM problem, the process model is

Xn+1 = f(Xn,un,wn) =



R(θn + ωn +wω
n)

R(θn)(vn +wv
n)

T

f1n
...

fMn


, (3.13)

where un =

 ωn

vn

 is the control input, and wn =

 wω
n

wv
n

 is the noise.

Due to different linearization process (compared to the traditional EKF), the Jacobians

in Algorithm 1, Fn is the identity matrix I2M+3, Gn, and Hn+1, are given by

Gn =



1 01,2

−J x̂n R(θ̂n)

−J f̂1n 02,2
...

−J f̂Nn 02,2


, Hn+1 =


∇h1

n+1H
1
n+1

∇h2
n+1H

2
n+1

...

∇hK
n+1H

K
n+1

 , (3.14)

where J represents the skew symmetric matrix:

J =

 0 −1

1 0

 ,

∇hj
n+1 is the Jacobian of hj

n+1 computed at R(θ̂n|n−1)
T (p̂

lj
n|n−1 − x̂n|n−1), and

Hj
n+1 =

[
02,1 −R(θ̂n+1|n)

T 02,2j−2 R(θ̂n+1|n)
T 02,2K−2j

]
.
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3.3.2 3D RIEKF

The 3D RIEKF SLAM algorithm was first proposed in [134]. In 3D cases, the set of all

such possible states is denoted as

G(M) =
{(

R,x, f1, · · · , fM
)
|R ∈ SO(3),x and f i ∈ R3

}
. (3.15)

The Lie group action is the same as that in the 2D case:

X1 ⊕X2 =
(
R1R2,R1x2 + x1, · · · ,R1f

N
2 + fN1

)
, (3.16)

for all X1,X2 ∈ G(M).

The process model can be written as:

Xn+1 = f(Xn,un,wn),

= (Rnexp
SO(3)(ωn)R

u
n,xn +Rn(vn +wv

n), f
1
n, · · · , fMn ),

(3.17)

where un =

 Ru
n

vn

 is the odometry, and wn =

 ωn

wv
n

 is the odometry noise at time n,

and expSO(3)(·) is the exponential map of SO(3).

Denote g(M) as the associated Lie algebra of G(M), which is isomorphic to R3M+6. The

error state e in Lie algebra can be constructed as:

eT = ((eR)T , (ex)T , (e1)T , · · · , (eM )T ). (3.18)

The exponential map on this Lie group can be defined by:

exp(e) =(expSO(3)(eR), Jr(−eR)ex,

Jr(−eR)e1, · · · , Jr(−eR)eM ),
(3.19)

where Jr(a) =
∑∞

k=0
(S(a))k

(k+1)! , and S(·) is the skew symmetric operator that transforms a

3D vector into a skew symmetric matrix. Then the error state en, the estimated state X̂n,
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and the true state Xn satisfy

Xn = exp(en)⊕ X̂n. (3.20)

The Jacobians in Algorithm 1, Fn is the identity matrix I3M+6, Gn, and Hn+1, are given

by

Gn =



R̂n 03,3

S(x̂n + R̂nu)R̂n R̂n

S(f̂1n)R̂n 03,3
...

S(f̂Mn )R̂n 03,3


, Hn+1 =


∇h1

n+1H
1
n+1

∇h2
n+1H

2
n+1

...

∇hK
n+1H

K
n+1

 , (3.21)

where ∇hj
n+1 is the Jacobian of hj

n+1 computed at R̂T
n|n−1(f̂

j
n|n−1 − x̂n|n−1), and

Hj
n+1 =

[
03,3 − R̂T

n+1|n 03,3j−3 RT
n+1|n 03,3K−3j

]
.

3.4 Summary

We introduced the EKF and RIEKF SLAM algorithms mathematically in this chapter.

We first presented the general EKF SLAM framework; then we gave the detailed equations

of EKF and RIEKF SLAM, respectively. Both 2D and 3D cases are considered. These

equations are the foundation of our active SLAM methods which will be introduced in the

following chapters.



Chapter 4

Invariant EKF based 2D Active

SLAM with Exploration Task

In this chapter, we introduce our first framework in RIEKF based 2D active SLAM prob-

lem. We propose to use the RIEKF SLAM algorithm in active SLAM, where both the

predicted SLAM results for choosing control actions and the actual estimated SLAM re-

sults applying the selected control actions are computed using RIEKF algorithms. The

advantages over traditional EKF based active SLAM are the more accurate and consis-

tent predicted uncertainty estimates, which result in the robustness of the active SLAM

algorithm. The advantage over optimization based active SLAM is the reduced computa-

tional cost. Simulation results are presented to validate the advantages of the proposed

algorithm.

4.1 Problem statement

For the active SLAM problem considered in this chapter, given a complex indoor envi-

ronment, we assume only the size of the environment is known. The robot starts from a

fixed location in the environment. The objective is to plan the robot trajectory for a given

time horizon so that it can explore the environment as much as possible and estimate the

observed features and the robot poses accurately.

26
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4.2 Method

4.2.1 Proposed active SLAM method

In this work, the RIEKF SLAM algorithm is used to predict the uncertainty of the SLAM

estimate after taking a potential control action, and it is also used to perform the SLAM

estimation after a control action is taken.

We use a one-step look-ahead strategy to maximize the information that will be obtained

in the next step. In the RIEKF based method, the information gained in terms of the

SLAM estimate can be described by the resulting covariance matrix after the control action

is taken.

Concretely, given X̂n and Pn, we would like to select the control vector un such that a

certain metric (e.g. the trace) of the covariance matrix of the next step is optimized. That

is, we want trace(Pn+1) to be as small as possible:

obj = min trace(Pn+1), (4.1)

where Pn+1 is obtained by Algorithm 1.

Note that the feature observation Zn+1 is not available when planning is performed, so we

assume that no new feature will be observed. Whether an old feature can be observed at

time n+ 1 is determined according to the predicted state estimate X̂n+1|n and the sensor

range.

In the proposed method, in order to take into account the exploration task in the planning,

we consider not only the SLAM uncertainty, but also the distance, d, between the predicted

robot position, x̂n+1|n, and the goal point.

Thus, the objective function to be minimized is a weighted sum of trace(Pn+1) and d

obj = wptrace(Pn+1) + wdd, (4.2)
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where the relative weights wp and wd are dependent and can be adjusted continuously or

as an abrupt mode switch.

4.2.2 Goal point selection

In each step of the planning, there is one goal point selected to be the next destination

which is used in the objective function (4.2).

We first generate a list of exploration points based on the size of the environment called

Le. For example, the exploration points can be uniformly distributed in the environment.

The number of exploration points depends on the sensor range of the robot.

The goal point is selected according to the current state, similar to [54]. There are three

states in total, called explore, improve localization, and improvemap.

The three states are described as follows.

� Explore. When the uncertainty is below a threshold lowerbound, the state is trans-

formed to explore. The goal point is set to be the closest exploration point selected

from the exploration point list Le. We write the selected point as pexplore. When

the robot has approached the destination, pexplore is labeled to be explored and

deleted from the exploration point list. Once all the exploration points are explored,

the explore state is no longer available, and the lowerbound becomes invalid. The

task of the robot is to improve localization or improve the map according to the

upperbound.

� Improve localization. When the uncertainty is exceeding the threshold upperbound,

the state is changed to improve localization, and we want the robot to re-visit a good

feature, pgood, whose uncertainty is low enough. To keep the re-visiting efficiency,

pgood should not be too far away from the robot. Thus, the goal point is set to be the

feature with the lowest uncertainty within a predetermined distance from the robot.

� Improve map. Otherwise, the state is changed to improvemap and a poor feature,

ppoor, is selected to be the goal point, of which the uncertainty is the highest within

a given distance from the robot.
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With the goal point selected as above, we can obtain the distance d in (4.2) as:

d =



dexplore, trace(P) < lowerbound and Le ̸= ∅

dpoor, lowerbound ≤ trace(P) < upperbound

or (trace(P) < upperbound and Le = ∅)

dgood, trace(P) ≥ upperbound,

(4.3)

where dexplore, dpoor and dgood are the distances from the estimated robot pose to pexplore,

ppoor and pgood respectively. And P is the covariance matrix.

The thresholds are constantly adjusted according to the number of the observed features

and the current steps:

upperbound = wkk + wnn,

lowerbound = wkk + wnn− const,
(4.4)

where wk is the weight of the number of the observed features k, wn is the weight of the

current total step n, and const is a constant. As the values of the objective function are

different in different algorithms, the values of wk and wn are adjusted according to the

environment and the algorithms.

4.3 Experiments

4.3.1 Simulation settings

In this section, we evaluate the proposed RIEKF based active SLAM by comparing it with

EKF based active SLAM and two optimization based active SLAM.
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The process model for the active SLAM is shown in Section 3.3.1. And the specific

observation map hin+1 for the i-th observed feature f i at the (n+ 1)-th step is

hin+1(q) =

 √
q21 + q22

atan2(q2, q1)

 , (4.5)

where q = [q1, q2]
T = R(θn+1)

T (f in+1 − xn+1).

In our simulation, there are 50 features generated randomly in the range of 100 m ×

100 m, and the total step of the robot is set to be 500. The initial robot pose is

[0, 0, 0], and the sensor range is 20 m. The covariance matrix of control noise Φn is

diag[(0.02rad)2, (0.03m)2, (0.03m)2]. And the covariance matrix of observation noise Ψi
n

is set as diag[(0.04m)2, (0.04rad)2].

The compared EKF based active SLAM is similar to that in [54]. It uses the same approach

as RIEKF based active SLAM but replaces RIEKF with EKF.

In the first compared optimization based method, to calculate the next control, the in-

formation matrix of the next step can be directly obtained and maximized. Thus, its

objective function is set to be:

obj = wp log(det(Λn+1)) + wdd, (4.6)

where Λn+1 is the information matrix.

The main computational requirement is the evaluation of the covariance update. In the

EKF based method, the complexity is ∼ O(M2), while in the traditional optimization

based method, the complexity is ∼ O(n2M2), where n is the current time step, and M

is the number of the feature. The dimension of the information matrix is very large due

to the increased robot poses involved. To reduce the computational complexity, in the

second compared optimization based method, we use the lower bound based optimization

method proposed in [132] and [55]. Instead of processing the large information matrix, a

lower uncertainty bound in terms of the log determinant of a weighted Laplacian matrix is

calculated. We write the predicted lower uncertainty bound as LBn+1, then the objective
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function becomes:

obj = wp log(det(LBn+1)) + wdd. (4.7)

The detailed formula about LBn+1 can be found in [132] and [55].

We compare the performance of these algorithms in terms of coverage, accuracy and pro-

cessing time. The coverage is compared by counting the number of unexplored features.

The accuracy is measured by calculating the maximal/average error between the estimated

values and the ground truth, including the robot pose error and the feature position error.

We record the processing time of both the decision making part and the SLAM part to

compare the speed of determining the next control and the speed of estimating the cur-

rent state, respectively. For each algorithm, we perform the simulation several times and

present a representative result.

4.3.2 Results of using a predetermined path

We first present the different SLAM results using a predetermined path based on the EKF,

optimization and RIEKF. The predetermined path is set to be a circle of which the radius

is 45m.

(A) EKF (B) NLS (C) RIEKF

Figure 4.1: Result of using the predetermined path based on different SLAM methods
in the environment with 50 randomly distributed features.

As Fig. 4.1A shows, the result of EKF SLAM is clearly inconsistent, as the actual feature

positions of most of the features are out of the 99% confidence ellipses. The nonlinear least

squares optimization (NLS) based SLAM and RIEKF based SLAM can both obtain good
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quality estimates as shown in Fig. 4.1B and Fig. 4.1C, respectively. However, because the

path is predetermined, 9 features remain undetected.

Figure 4.2: The pose error of using the predetermined path based on EKF, the
optimization algorithm and the RIEKF.

Fig. 4.2 shows the robot pose error of using the predetermined path. Because of the

inconsistency issue, the average errors of the EKF based method are almost ten times

larger than those of the RIEKF based method. The RIEKF based method achieves much

better results, and the pose error is similar to that of the optimization based method.

Table 4.1 shows the pose and feature estimation error of using the different approaches.

The estimation error of optimization based algorithm is the smallest among the three

algorithms.

Table 4.1: Estimation error comparison

Predetermined path
EKF NLS RIEKF

Maximum error robot (m) 7.8303 0.3450 2.4603

Average error robot (m) 4.7247 0.1631 0.5094

Maximum error feature (m) 8.9188 0.3182 0.3548

Average error feature (m) 5.9575 0.1777 0.2032

‘Maximum error robot’ and ‘Average error robot’ are, respectively, the maximal and aver-

age errors of the robot pose. ‘Maximum error feature’ and ‘Average error feature’ represent

the maximal and average errors of the landmarks, respectively.
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4.3.3 Comparison of the different active SLAM methods

4.3.3.1 Coverage

In this part, we show the coverage performance of the different methods under the same

planning environment. The ground truth of the robot trajectory and the features and

the results based on different methods (including the estimated poses and the estimated

features, and the covariance ellipse of the features) are shown in Fig. 4.3A, Fig. 4.3B,

Fig. 4.3C, and Fig. 4.3D.

(A) EKF (B) NLSI

(C) NLSlb (D) RIEKF

Figure 4.3: Result of using different active SLAM methods in the environment with 50
randomly distributed landmarks/features.

The performance of the coverage task is much better when the planning method is used,

compared with the results given by the predetermined path. Fig. 4.3A shows the result of



Chapter 4. Invariant EKF based 2D Active SLAM with Exploration Task 34

the EKF based active SLAM algorithm. The accuracy is improved a lot by using the active

SLAM algorithm. In general cases, there are 3 to 8 features remaining undetected, which is

also better than using the predetermined path. Fig. 4.3B and Fig. 4.3C show the results

of using the traditional optimization method and the lower bound based optimization

method, respectively. There are 3 features left unseen in both of them. As shown in

Fig. 4.3D, when applying the RIEKF based active SLAM algorithm, all features can be

detected. Usually, all features can be detected within 290 steps.

4.3.3.2 Accuracy

In this part, we compare the accuracy performance of the obtained active SLAM results

using the different methods. The results of the pose error based on different methods are

shown in Fig. 4.4.

Figure 4.4: The robot pose error of using different active SLAM methods. The results
of the two optimization based methods (NLSI and NLSlb) are very similar.

Two optimization algorithms achieve the best accuracy. The estimation error of the

RIEKF based method is much smaller than the EKF based method in most cases. The

average robot pose error and maximum robot pose error shown in Table 4.2 suggest that

the RIEKF based method can obtain much smaller errors than EKF.

Besides the robot pose error, Table 4.2 also shows the maximum feature estimation error

and the average feature estimation error in the last step. Similar to Section 4.3.2, the

optimization algorithms have some advantages. Compared with the EKF based algorithm,

the RIEKF based one can get smaller maximum error and average error.
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By comparing Table 4.1 and Table 4.2, we can see the improvement in the accuracy by

using planning algorithms.

Table 4.2: Estimation error comparison

Active SLAM
EKF NLSI NLSlb RIEKF

Maximum error robot 4.4331 0.0592 0.0459 0.2634

Average error robot 2.3257 0.0186 0.0161 0.1254

Maximum error feature 4.5722 1.8556 1.1315 0.1629

Average error feature 2.8808 1.1821 0.7541 0.1175

4.3.3.3 Processing time

For efficiency, we first compare the processing time in the SLAM part. The result is as

expected. The optimization based method takes much longer time than the EKF and

RIEKF based method. EKF based method and RIEKF based method take almost the

same time for the SLAM part. Then, our focus is on the processing time in the decision

making part.

Figure 4.5: The comparison of the decision making time.

We can see in Fig. 4.5 that the EKF based method costs the least time, and the tradi-

tional optimization method NLSI costs much more time than others. The average value

shows that the RIEKF based method costs about two times longer than the EKF based

method. The lower bound based optimization method NLSlb is remarkable in reducing

the computation time. Its speed in the first 300 steps is almost the same as the RIEKF
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based method. However, with the increase in the number of steps, its computation time

increases gradually.

4.4 Summary

In this chapter, we proposed an RIEKF based active SLAM algorithm in 2D cases. Be-

cause of the improved consistency, the proposed algorithm shows superior performance in

accuracy as compared with EKF based active SLAM. It is also demonstrated that the pro-

posed algorithm has acceptable performance in accuracy and much lower computational

cost as compared with optimization based active SLAM algorithms. In the next chapter,

we will consider 3D cases.



Chapter 5

Invariant EKF based 3D Active

SLAM with Exploration Task

In this chapter, we introduce the RIEKF based active 3D SLAM algorithm that is extended

from the 2D case. A new framework that combines a local planner and a global planner

is proposed to solve the exploration problem. We first introduce the planning method

that minimizes a certain criterion to get the action in each step, which we call the local

planner here. Secondly, a global planner for efficient exploration is presented. Finally,

we propose a combined planner that combines the local planning method and the global

planning method.

5.1 Problem statement

For the active SLAM problem considered in this chapter, given a complex indoor envi-

ronment, we assume the size of the environment is known. The robot starts from a fixed

location in the environment. The objective is to plan the robot trajectory for a given

time horizon so that it can explore the environment as much as possible and estimate the

observed features and the robot poses accurately.

37
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5.2 Method

To solve this problem, we propose an RIEKF based active SLAM framework as shown

in Fig. 5.1. In our proposed method, the RIEKF SLAM algorithm is used in the SLAM

module and the local planner module. In the SLAM process, it is used to perform the

SLAM estimation after a control action is taken, as presented in Section 3. In the local

planner, RIEKF is used to predict the uncertainty of the SLAM estimate after taking a

potential control action, which will be introduced in Section 5.2.2.

Figure 5.1: Our active SLAM framework.

In the following part of this section, we first introduce the global planner for efficient

exploration. Secondly, we introduce the planning method that minimizes a certain criterion

to get the action in each step, which we call the local planner here. Finally, we show how

the combined planner works by combining the global planner and the local planner.

5.2.1 Global planner

The global planner takes the estimated robot pose and the observation information as

input and outputs the goal points to guide the robot to explore the environments. In this

part, a coarse occupancy grid map and a visibility graph are built. In each episode of the

planning process, a goal point is generated according to the grid map, and a rough path is
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planned from the robot to the goal point using the visibility graph method. An episode is

ended once the robot reaches the current goal point. The visibility graph is also updated

at the end of each episode.

5.2.1.1 Map building

In our work, we assume only the size of the environment is known, but the actual robot

pose is unknown. The estimated robot pose from the SLAM process and observation are

used to build the grid map. The grid map here is independent of the feature map estimated

in the SLAM module. The resolution of the occupancy grid is determined by the robot

sensor range and the environment complexity. As the global planner is a rough planner

aiming to guide the robot to explore the environment as soon as possible, the resolution

of the grid can be lowered to improve the planning efficiency.

There are three states of the cells in the grid, occupied, free, and unknown. When

determining the state of a cell, we consider the center of each cell. We use Le to represent

the set of the centers of all cells, as shown in the global planner module in Fig. 5.1. Here, we

call these centers exploration points. The states of the exploration points roughly indicate

the environment information, and they are only updated at the end of each episode.

The introduction of the three states is as follows.

� Occupied. An exploration point is labeled as occupied if the point is within the

robot sensor range but currently unobserved. The state occupied means the point is

blocked by some obstacles and currently unreachable by the robot.

� Free. Once an exploration point is observed by the robot, it is marked as free. An

exploration point with state free is thought to be reachable by the robot.

� Unknown. All exploration points that are never covered by the robot sensor range

are thought to be unknown. If the state of an exploration point is unknown, the

area around the point is thought to be unexplored by the robot.
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5.2.1.2 Goal selection

The goal point is selected from Le according to the current state of the exploration points

and the pose of the robot. We first determine the frontiers of the explored area of the

environment. Similar to the definition in [36], a frontier represents the boundary between

the known and unknown areas. Here, an exploration point is defined to be a frontier if

its state is free and there is at least one unknown point adjacent to it. More specifically,

given a free exploration point p, whose coordinate is [x, y, z], if one of the six points,

whose coordinates are [x ± 1, y, z], [x, y ± 1, z], or [x, y, z ± 1], is labeled to be unknown,

the point p is determined to be a frontier.

We determine all frontiers in this way and save them in a frontier set Lf ∈ Le. These

frontiers will be evaluated by calculating an objective function, and the one with the

highest score will be selected as the goal point. Here, we consider the exploration efficiency,

where the robot is expected to observe more unknown areas. Therefore, the point that is

surrounded by more unknown points will get a higher score. When counting the number of

the unknown points surrounding a frontier pf , we just consider the local area surrounding

pf . In our work, the local area is set to be an a× b× c box centered at pf , and only the

points within the box will be counted. The values of a, b and c are determined according

to the robot sensor range. We use the notation r(pf ) to represent the number of unknown

points surrounding pf , then the objective function can be formulated by:

objg = r(pf ). (5.1)

Fig. 5.2 gives an example. Fig. 5.2A shows an indoor environment where the robot starts

from [1, 1.5, 0.5] and has reached the first goal point. The coordinate of the first goal point

is [3.5, 3.8, 0.5], and is shown by a yellow dot. The corresponding exploration points and

their states have been updated and are shown in Fig. 5.2B, where the blue points are free,

the red points are occupied, and the yellow points are unknown. With the information of

the point state, the goal point can be determined by maximizing objg in eq. (5.1) resulting

the yellow dot at [6.5, 5.3, 0.5] in Fig. 5.2A.
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(A) Indoor environment (B) Exploration points

Figure 5.2: An example of the goal selection and visibility graph building process in
the global planner.

5.2.1.3 Visibility graph for robot navigation

The visibility graph in our method aims to guide the robot to avoid obstacles so that it

can reach the goal point without being blocked. As this is a rough planner, a set of sparse

sub-goals is enough to guide the robot.

To make the robot successfully avoid the obstacles on the way to the goal point, we need

to indicate the corners of the obstacles first.

When considering the 3D environment, we can identify the corners in different layers. As

shown in Fig. 5.2B, the environment is divided into 3 layers. We take the second layer as

an example. An occupied point p is labeled as a corner if two points that are adjacent to

p and along different axes are free. Specifically, given the coordinate of p is [x, y], then

there are four points adjacent to p, and their coordinates are [x, y ± 1] and [x± 1, y]. We

take [x, y+1] and [x− 1, y] as an example. They are along different axes. If both of them

are free, we consider p as a corner. In the figure, the larger red point is a corner of the

second layer.

When planning the robot path, we need a free point to guide the robot to bypass the

corner. We still use the example of p that is described above. We have assumed that p is

a corner, and [x, y + 1] and [x− 1, y] are free. Then, if [x− 1, y+ 1] is free, we assign the

point [x− 1, y+1] to be a visibility vertex of the visibility graph. As Fig. 5.2B shows, the

blue asterisk (*) is a visibility vertex. After indicating the vertices, the visibility graph

can be built by connecting the vertices with non-blocking visibility edges. Two vertices
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can be connected if the edge between them does not go through any occupied or unknown

regions.

Given the robot position and the goal, we would like to search the graph for the shortest

path between them. This can be solved by the visibility graph method [159]. The visibility

vertices involved in the path are set to be the sub-goals for the robot to follow.

5.2.2 Local planner

The input of the local planner module is the goal point generated from the global planner,

the estimated robot pose and feature positions and the covariance matrix from the SLAM

module. The local planner uses the greedy method, where the information that will be

obtained in the next step is maximized to obtain the control action of the robot. The

information gained in terms of the SLAM estimate can be described by the resulting

covariance matrix after the control action is taken and the information from the new

observations is used.

Specifically, given X̂n andPn, the trace of the covariance matrix of the next step, trace(Pn+1),

is minimized to obtain the optimal control vector un:

obj = min trace(Pn+1), (5.2)

where Pn+1 is obtained by Algorithm. 1.

Note that the feature observation Zn+1 is not available when the planning is performed, so

we assume that no new feature will be observed. Whether an old feature can be observed

at time n + 1 is determined according to the predicted state estimate X̂n+1|n and the

sensor range.

Note that the covariance matrix here is also calculated using RIEKF, so the final robot

action is determined by the RIEKF result.
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5.2.3 Combined planner

The combined planner is a combination of the local planner and the global planner, aiming

to improve the SLAM estimation accuracy while exploring the environment.

In each episode, we use the global planner to generate a goal point to guide the robot to

observe more unknown regions. A series of sub-goals from the robot to the goal point is

also generated by the global planner to avoid collision. Then, we use the local planner to

follow the sub-goals in order and, at the same time, improve the accuracy by minimizing

the SLAM estimation uncertainty of the next step calculated using RIEKF.

In particular, the robot action un is selected from a set of candidate actions U = {ui
n | i =

1, 2, ..., Nu} in each step, where Nu is the number of the candidate actions. The robot pose

after taking each candidate action is predicted, and the distance D between the predicted

robot pose and the current sub-goal is calculated. The action set is sorted according to

the distances from small to large, and then the first nu candidate actions are selected to

be the new action set. This process ensures that all actions in the new action set are likely

to guide the robot to approach the goal point. The final action will be selected from the

new action set using the local planner, which minimizes the trace of the covariance matrix

that is based on RIEKF, as shown in eq. (5.2).

5.3 Experiments

Our algorithm is tested both in simulation and in the real world. In each of the exper-

iments, the robot starts from a fixed pose, aiming to explore the whole environment as

soon as possible and, at the same time, obtain more accurate SLAM estimates.

We do simulations in both MATLAB and Gazebo. In the simulation part, four algorithms

are compared:

i. RIEKF based combined planner. This is our proposed method, as Fig. 5.1

shows, where RIEKF is used in the local planner and SLAM modules.
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ii. RIEKF based global planner. In this algorithm, we still use the global planner

that we propose to generate the goal points. After the goal point is generated, a short

distance prior strategy is used for the robot to reach the goal. Therefore, RIEKF is

not used in the planning process, but only used in the SLAM process.

iii. RIEKF based circle planner. In this algorithm, we still use the global planner

that we propose to generate the goal points. After the goal point is generated, a

short distance prior strategy is used for the robot to reach the goal. After reaching

each goal, the robot rotates on the spot for 360 degrees. RIEKF is not used in the

planning process, but only used in the SLAM process.

iv. EKF based combined planner. The framework is the same as Fig. 5.1, except

that we use EKF instead of RIEKF in both the local planner and the SLAMmodules.

After testing and evaluating in the simulation platforms, our proposed combined planner

is also applied to the real-world robot for further verification.

(A) Environment 1 (B) Environment 2

Figure 5.3: Simulation environment in MATLAB. The gray structures are walls and
obstacles. The green stars are sparsely distributed features.

5.3.1 Simulation in MATLAB

We designed two complex indoor environments in MATLAB, as shown in Fig. 5.3. En-

vironment 1 is a room-like environment with obstacles. Environment 2 is a corridor-like

environment with passages of varying widths. The features are sparsely distributed in the

environments, and the simulated robot can move in the 3D space.
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In our experiments, we set two groups of noise levels for both environments. Table

5.1 shows the covariance of odometry noise, Φn, and covariance of observation noise,

Ψn+1. In each environment, each algorithm is run 10 times starting at the same pose

[0, 0, 0, 1, 1.5, 0.5], and the total time step is set to be 300.

Table 5.1: Covariances of noises

Noise level Φn Ψn

i 0.0052 × I6
1 0.0052 × I3

ii 0.012 × I6 0.012 × I3
1 Im is the m×m identity matrix.

(A) RIEKF based combined planner (B) RIEKF based fast gobal planner

(C) RIEKF based circle global
planner

(D) EKF based combined planner

Figure 5.4: Results in MATLAB Environment 1 under noise level ii. The yellow dots
are the goal points. The black/blue lines are the actual/estimated robot paths, and the
coordinate systems on the blue line suggest the estimated robot pose at each step. The

robot paths and features are in the 3D space, and the robot poses are 6 DOF.

Fig. 5.4 shows the resulting robot trajectories and the estimates of robot pose and feature

positions by using different algorithms in Environment 1 in a representative run of noise
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(A) RMSE for robot
orientation

(B) RMSE for robot
position

(C) RMSE for feature
position

Figure 5.5: Accuracy (RMSE) of different algorithms in MATLAB Environment 1
under noise level ii.

level ii as described in Table 5.1. Instead of searching for the shortest path to the goal

point, the RIEKF and EKF based combined planners consider minimizing the estimation

uncertainty at each step.

We use the root mean squared error (RMSE) to evaluate the accuracy of each algorithm.

Fig. 5.5 shows the average RMSE of 10 runs at each step under noise level ii. We can see

that our proposed RIEKF based combined planner can get more accurate robot pose and

feature position estimates during the whole time horizon.

Table 5.2: Comparison in MATLAB Environment 1

Noise RIEKF RIEKF RIEKF EKF
level Combined Global Circle Combined

Num i 49.1 47.1 45 49.1
features ii 49.9 43.8 42 46.6

Steps i 207 212 299 207
ii 208 205 299 227

RMSE i 0.1253 0.2419 0.2599 0.2510
(Pose) ii 0.3574 0.5046 0.5046 0.9115

RMSE i 0.1253 1.4862 1.4058 0.2510
(Feature) ii 0.3574 2.4530 1.9899 0.9115

Plan i 0.2368 0.1771 0.1299 0.2340
time ii 0.3248 0.3886 0.1478 0.3098

1 The total number of features in the environment is 50.

We record the detailed data in Table 5.2 to compare the performance of different al-

gorithms. Besides the accuracy (RMSE), the table also shows the number of features

observed in the whole time horizon (Num features), the time steps used to cover the entire
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environment (Steps) and the planning time (Plan time). The number of features (Num

feature) can be used to evaluate the exploration completeness, and Steps can be used to

evaluate the exploration efficiency. The planning time is the time for the robot to decide

its motion according to the current situation at each step. It includes the time for map

building, goal selection, reference path planning and motion planning. For each noise level,

the corresponding values in the table are the average values of 10 runs, so the values could

be non-integers.

(A) RIEKF based combined planner (B) RIEKF based gobal planner

(C) RIEKF based circle global
planner

(D) EKF based combined planner

Figure 5.6: Results in MATLAB Environment 2 under noise level ii. The yellow dots
are the goal points. The black/blue lines are the actual/estimated robot paths. The

robot paths and features are in the 3D space, and the robot poses are 6 DOF.

The data supports that the RIEKF based combined planner can always get the most

accurate estimates of the robot poses and feature positions. What’s more, by using the

RIEKF based combined planner, the robot can cover the entire environment and finish the

exploration task in fewer time steps. All features can be observed during the exploration
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process in almost all runs. The planning time of the circle global planner is the smallest

because no decision needs to be made when the robot rotates at the goal point. For the

RIEKF based combined planner, RIEKF based global planner and EKF based combined

planner, the planning time doesn’t differ too much, but because of the use of RIEKF in

the planning process, the accuracy of RIEKF based combined planner improved a lot.

Similarly, we compare different algorithms in Environment 2 under two noise levels. Fig.

5.6 shows the results of using different algorithms in a representative run of noise level ii.

Obviously, the EKF based planner cannot complete the exploration task because of the

large errors caused by inconsistency. The results of the three RIEKF based planners are

hard to evaluate according to the figures.

Table 5.3: Comparison in MATLAB Environment 2

Noise RIEKF RIEKF RIEKF EKF
level Combined Global Circle Combined

Num i 58 58 58 56
features 1 ii 58 57 58 42

Steps i 399 355 506 399
ii 399 356 546 -2

RMSE i 0.0017 0.0021 0.0017 0.1317
(Pose) ii 0.0275 0.0560 0.0794 2.3583

RMSE i 0.0007 0.0008 0.0015 0.2824
(Feature) ii 0.0331 0.0382 0.0543 1.6312

Plan i 0.0539 0.00375 0.0361 0.0686
time ii 0.0666 0.0680 0.0256 0.0448

1 The total number of features in this environment is 60.
2 The EKF based planner cannot complete the exploration task
within the given time steps (1000 steps).

We also record the average data in Table 5.3. The data supports that the EKF based

method can only succeed in the exploration task when the noise level is really small.

Otherwise, it will fail because of the large estimation errors. It cannot select a proper goal

point to guide the robot to explore the environment. For three RIEKF based methods,

the RIEKF based circle planner has advantage over others in terms of observed features,

but it takes much more time steps to complete the exploration task. The RIEKF based

global planner takes relatively fewer time steps to complete the exploration task, but its

estimation errors are larger than the combined planner. The RIEKF based combined
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planner has great advantages in estimation accuracy. The planning time of the RIEKF

based circle planner is the smallest, because no decision needs to be made when the robot

rotates at the goal point. For the RIEKF based combined planner, RIEKF based global

planner and EKF based combined planner, the planning time doesn’t differ too much.

In general, the use of RIEKF in the SLAM estimation process can help obtain more

accurate estimates than using EKF, and further helps the planning process. The use of

RIEKF in the planning process can help select an efficient and accurate trajectory for the

robot to complete the exploration task.

5.3.2 Simulation in Gazebo

In the Gazebo simulator, TurtleBot equipped with lidar (Rplidar) and RGB-D (Kinect)

camera is used. Images of AprilTag are set on the wall and will be detected and recog-

nized as features by the robot during the exploration process. Note that the features and

observations are all 3D in the experiments, and the system is based on 3D algorithms.

The simulation environment is as shown in Fig. 5.7.

Figure 5.7: Simulation environment in Gazebo.

Similarly, we test three RIEKF based planners and an EKF based combined planner in

this environment. Each of them is tested three times under the same noise level, and the
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(A) RIEKF based combined planner (B) RIEKF based gobal planner

(C) RIEKF based circle global
planner

(D) EKF based combined planner

Figure 5.8: Results in the Gazebo environment.

average results are calculated. The results of the four planners in a representative run are

shown in Fig. 5.8.

All of the RIEKF based planners can guide the robot in exploring the environment com-

pletely. The EKF based combined planner failed to complete the exploration task within

the given time horizon in two of the three tests. Because the EKF based planner cannot

build an accurate map for the environment, the selected goal point cannot guide the robot

in exploring the whole environment.

The detailed data are recorded in Table 5.4. The RIEKF based combined planner can

get the most accurate SLAM estimates and leave fewer features undetected. The RIEKF

based circle planner takes the fewest steps in exploring the whole environment, because

the environment is relatively small, but its estimation accuracy is the worst. The EKF



Chapter 5. Invariant EKF based 3D Active SLAM with Exploration Task 51

Table 5.4: Comparison in Gazebo

RIEKF RIEKF RIEKF EKF
Combined Global Circle Combined

Num features 1 9.3 8.6 9.0 7.3

Steps 50 53 44 - 2

RMSE (Pose) 0.0921 0.1247 0.1672 0.2163

RMSE (Feature) 0.1112 0.1528 0.1926 0.2076

Plan time 0.0506 0.0273 0.0168 0.0558

1 The total number of features in this environment is 10.
2 The EKF based planner cannot complete the exploration task
within the given time steps (500 steps).

based combined planner only successfully explores the environment once, but the errors

are very large compared with the RIEKF based ones.

5.3.3 Real-world experiment

To test the performance of the proposed framework in real-time operating systems, we

implement these three RIEKF based planners and an EKF based planner in an autonomous

robot, LIMO, shown in Fig. 5.9. This robot can be viewed as a size-scaled road vehicle

equipped with a 2D Lidar and an RGB camera. For the real-world experiments, due to

equipment limitations, the robot can only move in a 2D plane. However, the features and

observations are all in 3D, and the system is still based on 3D algorithms.

Figure 5.9: Autonomous robot, LIMO.

We design the testing environments in a squared area, as shown in Fig. 5.10. Obstacles

are built within this area, and images of AprilTag are posted randomly on the walls and
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Figure 5.10: Real-world environment.

obstacles. We test the same four planners in this environment three times under the same

noise level. The results of a representative run are shown in Fig. 5.11.

(A) RIEKF based combined planner (B) RIEKF based gobal planner

(C) RIEKF based circle planner (D) EKF based combined planner

Figure 5.11: Results in the real-world environment.
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Similarly, for each algorithm, we record the average data in the three tests to compare

their performance. For the performance in accuracy, it is hard to obtain the ground truth

of the robot pose, so we just compare the RMSE for feature position. The results of the

four planners are shown in Table 5.5. For the EKF based combined planner, it cannot

complete the exploration task because of large estimation errors caused by inconsistency.

Then, we compare the performance of three RIEKF based methods. As we can see, the

number of observed features of the three planners doesn’t differ much, but in general, the

RIEKF based combined planner costs the fewest time steps to complete the task. The

RMSE (feature) of the combined planner is also smaller than the other two. The main

gap in planning time lies in reference path planning, because recursion is used to find

the reference points, and the time varies depending on the robot position, goal position

and the current map. The combined planner can make decisions with less average time,

and more importantly, it is more stable, which means the robot can always explore the

environment in an efficient path.

Table 5.5: Comparison in real-world environment

RIEKF RIEKF RIEKF EKF
Combined Global Circle Combined

Num features 1 12 12 12 11

Steps 128 135 158 - 2

RMSE (Pose) 0.1078 0.1394 0.1189 0.4526

RMSE (Feature) 0.0772 0.5311 0.3221 0.5138

1 The total number of features in this environment is 16.
2 The EKF based planner cannot complete the exploration task
within the given time steps (500 steps).

5.4 Summary

In this chapter, we propose a combined planner based on RIEKF for efficient and accurate

exploration of unknown 3D static environments. Our proposed planner contains an efficient

global planner that generates goal frontiers for the robot to explore the environment as soon

as possible and an accurate local planner that determines the robot’s motion considering

SLAM estimation uncertainty. Our method is tested in both simulation and real-world

environments. The combined framework is shown to have a good balance in exploration
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efficiency and estimation accuracy. Compared with using the global planner only, the

combined planner can guide the robot to explore the environments in fewer time steps

and, at the same time, describe the environment more accurately. Comparison with EKF

based framework demonstrates large advantages of using RIEKF in active SLAM. In the

next chapter, we will consider active SLAM in deformable environments.



Chapter 6

Active SLAM in 3D Deformable

Environments

This chapter considers the active SLAM problem for 3D deformable environments where

the trajectory of the robot is planned to optimize the SLAM results. We first introduce

the EKF SLAM framework in deformable environments. Secondly, a planning strategy

combining an efficient global planner with an accurate local planner is proposed to solve

the problem. We test our algorithms in two simulation environments and present the

results. Finally, we design a real-world system to test our deformable SLAM and active

SLAM algorithms.

6.1 Problem statement

We consider the active SLAM problem in 3D deformable environments. In our proposed

method, the RIEKF SLAM algorithm is used to predict the uncertainty of the SLAM

estimate after taking a potential control action in the local planning part, and it is also

used to perform the SLAM estimation after a control action is taken in the SLAM pro-

cess. The environment we consider is deformable and highly dynamic. Active SLAM in

dynamic environments has also been investigated by many researchers, but it’s different

from deformable environments. The environments they considered are usually partially

55
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dynamic, and the moving objects need to be distinguished and removed from the SLAM

process. However, in deformable environments, there are no static parts, and the dynamic

part needs to be taken into consideration. The robot considers the environment changes,

aiming to reach the target region by itself successfully and map the latest environment

accurately.

6.2 EKF SLAM in deformable environments

It is well known that the SLAM problem in deformable environments is not solvable unless

some assumptions on the possible deformation and/or robot trajectory are made [17].

In our considered problem, the robot odometry model, observation model and feature

dynamic models are formulated according to the available information considering the

3D case. In this section, we will introduce the EKF based 3D SLAM in deformable

environments.

In the considered 3D feature based EKF SLAM problem, the state with M features at

n-th step is

Xn = (R(Θn),xn, f
1
n, · · · , fMn ), (6.1)

where R(Θn) ∈ SO(3), xn ∈ R3 and f jn ∈ R3 (j = 1, · · · ,M) are respectively the robot

orientation, robot position, and the coordinate of the j-th feature, all described in the

fixed world coordinate frame. Note that the feature positions are also changing over time.

Figure 6.1: SLAM models in deformable environments.
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The SLAM models in deformable environments are shown in Fig. 6.1. The robot motion

model is the same as in SLAM in static environments. In general, for the SLAM problem

in deformable environments, some knowledge of both the global rigid motion and the local

deformation of the features is available. Therefore, we can assume that the movement of

the features includes the global transformation t and the local deformation d, and rt and

rd are the corresponding rotation matrices.

Thus, the process model of the SLAM problem is

Xn+1 = f (Xn,un,wn) =



R(Θn + ωn +wω
n)

xn +R(Θn)vn +wv
n

f1n + rttn + rdd
1
n +w1

n

...

fMn + rttn + rdd
M
n +wM

n


, (6.2)

whereXn ∼ N (X̂n,Pn), un = [ωn,vn] is the control input, andwn =
[
wω

n ,w
v
n,w

j=1:M
n

]
∼

N (0,Φn) is the noise.

Note that the feature movement noise wj
n contains two parts, the global transformation

noise wt
n,j and the local deformation noise wd

n,j . That is, w
j
n = wt

n,j +wd
n,j .

The observation model also contains two parts, the measurement of the features and the

measurement of the structure.

Zn = [zfn; z
c
n] = hn(Xn, ξn). (6.3)

Feature measurement zfn,j is the observations from the robot sensor to the j-th feature,

just as in static environment.

Structure measurement zcn,j1,j2 are the observations of the constraints between each pair

of features, f j1=1:M and f j2=1:M . In our experiment, the structure measurement between

feature f j1 and f j2 is set to be the relative position between them:

zcn,j1,j2 = f loc(n, j2)− f loc(n, j1) + ξcn, (6.4)
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where f loc(n, j) is the feature’s position relative to f1n in the local coordinate, given by

f loc(n, j) = f jn − f1n. (6.5)

The observation noise ξn = [ξfn, ξcn] ∼ N (0,Ψn), where ξfn and ξcn correspond to the

feature measurement noise and the structure measurement noise, respectively.

Similarly, the EKF based SLAM algorithm in deformable environments is also as Algorithm

1 shows.

6.3 Active SLAM in deformable environments

In this section, we first introduce the traditional planning method that minimizes a cer-

tain criterion to get the action in each step, which we call local planner here. Secondly,

the global planner that is similar to [160] but for deformable environments is presented.

Finally, we propose a combined planner that combines the local planning method and the

global planning method.

6.3.1 The active SLAM problem

For the active SLAM problem considered in this thesis, given a deformable object of which

the global transformation model and the local deformation model are known, we assume

there are a known number of features distributed on the surface of the object, and some

prior knowledge of the feature distribution is known. The robot starts from a fixed location

in the environment. The objective is to plan the robot trajectory for a given time horizon

so that it can observe the object completely and estimate the observed features and the

robot poses accurately.

6.3.2 Local planner

The local planner is the greedy method, where the information that will be obtained in the

next step is maximized to obtain the control action of the robot. The information gained
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in terms of the SLAM estimate can be described by the resulting covariance matrix after

the control action is taken and the information from the new observations is used.

Concretely, given X̂n and Pn, we would like to select the control vector un such that a

certain metric (e.g. the trace) of the covariance matrix in the next step is optimized. That

is, the trace(Pn+1) is expected to be as small as possible:

obj = min trace(Pn+1), (6.6)

where Pn+1 is obtained by Algorithm 1.

Note that the feature observation Zn+1 is not available when the planning is performed, so

we assume that no new feature will be observed. Whether an old feature can be observed

at time n + 1 is determined according to the predicted state estimate X̂n+1|n and the

sensor range.

6.3.3 Global planner

In global planning, the objective is to generate a set of viewpoints so that the robot can

observe each feature at least once by visiting the viewpoints. Here, a viewpoint g is a 3D

position. The reward of each viewpoint, r, is defined as the number of unobserved features

that can be observed at g. In our proposed method, the global planner is a coarse but

efficient planner. To simplify the calculation process, we do not consider the orientation

of the robot, so features that are within the distance of the sensor range are considered

to be able to be observed. Note that the reward of each candidate viewpoint is updated

according to the previously selected viewpoints. As the same feature can be observed from

multiple viewpoints, once it is observed by the selected viewpoint, it needs to be removed

from others’ field-of-view, and thus the reward needs to be updated accordingly.

Algorithm 2 presents the process of viewpoint set generation, which is similar to the sam-

pling process shown in [160]. The algorithm first generates a set of viewpoint candidates

Gcand distributed uniformly in the 3D space around the object. Secondly, the rewards of

all viewpoint candidates in Gcand are computed based on the initial robot pose and the



Chapter 6. Active SLAM in 3D deformable environments 60

initially estimated feature positions. More concretely, the reward of each candidate view-

point is the number of features that can be observed in the viewpoint minus the number

of features that have been observed by the robot in the initial pose.

Algorithm 2 Viewpoint set generation algorithm

Require: traversable space S

Ensure: viewpoint set Gfinal
1: Generate a set of viewpoint candidates Gcand in S

2: For each candidate gi, calculate the number of the unobserved features that can be

observed at gi, and set it to be its reward ri

3: cbest =∞

4: for i = 1 : K do

5: G = ∅

6: G′cand = Gcand
7: R =

∑length(G′
cand)

i=1 ri

8: while R ̸= 0 do

9: Probabilistically pick viewpoint g′ from G′cand
10: Remove g′ from G′cand
11: G ← G ∪ g′

12: Update ri for all viewpoints in G′cand
13: R =

∑length(G′
cand)

i=1 ri

14: end while

15: Compute cost c using equation (6.7)

16: if c < cbest then

17: Gfinal = G, cbest = c

18: end if

19: end for

20: return Gfinal

Next, a process is iterated K times to determine the final viewpoint set Gfinal that contains

the viewpoints to be visited in order. Here, K is the number of sample sets to be compared,

which can be determined according to the experiment requirement. In each iteration, a
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subset of viewpoints G is generated from Gcand according to their rewards. Concretely, the

viewpoints are selected with probabilities proportional to their rewards and put in G. After

a viewpoint is selected, the rewards of the remaining viewpoints are reduced accordingly.

Each iteration process finishes when the total reward of the remaining candidate viewpoints

is zero.

After the sampling process, we obtain K sets of viewpoints. The one with the minimum

cost function will be selected to be the final viewpoint set Gfinal. The cost function is

defined as

c =

I∑
i=1

dgi,i+1, (6.7)

where dgi,i+1 is the Euclidean distance between two adjacent viewpoints gi and gi+1 in G.

After the viewpoint set is determined, the viewpoint gi is set to be the current goal

point gcur one by one from i = 1 : Ng in the order of the set, where Ng is the number

of viewpoints in the set. In each step, the robot selects the action that minimizes the

distance d between the position of the robot xn+1|n and the position of the current goal

point gcur:

obj = min d(xn+1|n,gcur), (6.8)

Once all the viewpoints are visited, the next viewpoint will be the first viewpoint of the

set. That is, visiting these viewpoints in sequence and repeating in a loop.

6.3.4 Combined planner

The combined planner is a combination of the local planner and the global planner, aiming

to balance the performance in accuracy, coverage and processing time. We use the global

planner to generate the viewpoint set to ensure that all features can be observed as soon

as possible. At the same time, the local planner, which aims to minimize the uncertainty,

will be used to improve the accuracy.

In particular, the robot action un is selected from a set of candidate actions U = {ui
n|i =

1, 2, ..., Nu} in each step, where Nu is the number of the candidate actions. The robot pose

after taking each candidate action is predicted, and the distance d between the predicted
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robot pose and the current goal point is calculated. The action set is sorted according to

the distances from small to large, and then the first nu candidate actions are selected to

be the new action set. This process ensures that all actions in the new action set are likely

to guide the robot to approach the goal point. The final action will be selected from the

new action set using the local planner, which minimizes the trace of the covariance matrix,

as shown in eq. (6.6). Here, nu is the number of actions in the new action set, where a

smaller value of nu means a larger probability of the robot to approach the goal point. If

nu = 1, it becomes the global planner. On the contrary, if nu = Nu, it is the same as the

local planner.

(A) Mesh model of the polygon
environment

(B) Feature model of the polygon
environment

(C) Mesh model of the heart
environment

(D) Feature model of the heart
environment

Figure 6.2: Environment models.
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(A) Predetermined (B) Local

(C) Global (D) Combined

Figure 6.3: Result of using different active SLAM methods in the polygon
environment.

6.4 Models and simulation settings

The process model and feature movement models for the active SLAM are described in

Section 6.2. As stated above, the movement of the features includes the global transforma-

tion t and the local deformation d. Here, we consider the linear case only, that is, rt = I3

and rd = I3.

For the feature measurement model, the j-th feature observed at the n-th step is given by

zfn,j = R(Θn)(xn − f jn) + ξfn. (6.9)

Two environments with different target deformable objects are used to validate the al-

gorithms in simulation, where the target object is what we want to estimate. One is a
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polygon environment that contains a created simple object model, as shown in Fig. 6.2A

and 6.2B. The other is a heart environment that contains a heart model segmented from

a CT scan, downloaded from OpenHELP [161], as shown in Fig. 6.2C and 6.2D. Our

objective is to observe the target object and obtain an accurate SLAM estimate.

For the polygon model, we set 14 point features to form a prismatic impenetrable object,

as shown in Fig. 6.2B. Globally, the object moves back and forth along the x-axis regularly

by small degrees; that is, all features move forward 0.1 cm and then come back in the next

step. Locally, the deformation is a regular expansion and shrinkage. In our simulation,

we set the first feature to be the anchor point. All the other features move away from

the anchor point 0.2 cm in each time step for 3 steps and then move back 3 steps in the

same distance. The total step of the robot motion is set to be 100. The initial robot

pose is [0, 0, 0, 0, 0, 0], and the sensor range is 3 cm. The covariance matrix of control

noise [wω
n ,w

v
n] is diag[(0.02rad)2, (0.02rad)2, (0.02rad)2, (0.03cm)2, (0.03cm)2, (0.03cm)2].

The covariance matrix of feature movement noise wj
n = wt

n,j + wd
n,j is diag[(0.03cm)2 +

(0.05cm)2, (0.03cm)2 + (0.05cm)2, (0.03cm)2 + (0.05cm)2]. And the covariance matrix of

observation noise ξjn also contains two parts. For the feature measurement noise ξfn, the

corresponding covariance matrix is diag[(0.02cm)2, (0.02cm)2, (0.02cm)2]. For the struc-

ture measurement noise ξcn, the corresponding covariance matrix is diag[(0.5cm)2,

(0.5cm)2, (0.5cm)2]. Note that the deformable objects are impenetrable, so in the planning

algorithms, we restrict the robot to keep a safe distance of 0.3 cm from the object’s surface.

The heart model was segmented from a CT scan of a healthy, young male undergoing shock

room diagnostics. There are thousands of vertex that form the mesh model, as shown in

Fig. 6.2C. In the experiment, we randomly picked fifty of them to be the features that

are used in the decision making process and the SLAM estimation process, as the green

stars show in Fig. 6.2D. The models and parameters used in the heart model are the

same as those in the polygon model, except that the sensor range is set to be 10 cm, and

the safe distance between the robot and the object surface is 3 cm. Note that the global

transformation and local deformation are applied to all vertex of the model, but we just

consider the estimate of the selected features. The total step of the robot is set to be 200.
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6.5 Simulation results

The coverage is compared by counting the total number of the observed feature times in

the whole time horizon, and the time steps that all features have been observed at least

once. The accuracy is measured by calculating the maximum/average error between the

estimated values and the ground truth, including the robot pose error (position error and

orientation error) and the feature position error. We record the processing time of the

decision making part to compare the computational cost of determining the next control.

For each algorithm, we perform the simulation 5 times and label them as No. 1-5. The

corresponding figures shown in this section are the representative ones.

6.5.1 Polygon environment

We first present the SLAM results in the polygon environment. The ground truth of the

robot trajectory and the features and the results based on different methods (including

the estimated poses and the estimated features, and the covariance ellipse of the features)

are shown in Fig. 6.3.

Table 6.1: Coverage comparison for the polygon environment

No. Predetermined Local Global Combined

1 354 681 289 583
Observed 2 393 687 257 515
feature 3 359 750 266 505
times 1 4 338 655 324 586

5 292 702 253 518

1 35 – 3 19 24
2 24 – 26 24

Steps 2 3 24 – 22 29
4 25 – 22 24
5 24 – 19 22

1 The total number of feature times that are observed in the whole
time horizon. If 3 features are observed 2 times each, then the feature
times is 6.

2 The time steps that all features have been observed at least once.
3 ‘–’ means the robot does not observe all the features within the time
horizon.
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6.5.1.1 Coverage

In this part, we show the coverage performance of the different methods. The performance

of the coverage task is evaluated by counting the total number of the observed feature times

in the whole time horizon and the time steps needed to observe all the features at least

once, as Table 6.1 shows. Four methods are performed, including using a predetermined

path, the global planner, the local planner and using the proposed combined planner.

(A) Predetermined (B) Local

(C) Global (D) Combined

Figure 6.4: Results of using different active SLAM methods in the heart environment.

When the predetermined path is used, although all features can be observed at least once

eventually, it takes at most 35 steps. What’s more, as the path is predetermined without

considering the movement of the object, it has the risk of collision. Although this can be

solved by setting the path radius larger, the premise is that there is enough free space

around the object, which is impractical in many cases. However, this can be easily solved

by using active SLAM algorithms by restricting the motion of the robot.
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The number of observed features by using the local planner is the largest. However, it

cannot observe all features within the time horizon. This is because the local planner only

considers the information gain to improve the accuracy, causing the robot to continuously

revisit the previously observed features to reduce the estimation error, as shown in Fig.

6.3B.

The global planner costs the least steps (i.e., 19 steps) to observe all features at least

once in this experiment. However, the total number of the observed feature times in the

whole process is the least. The reason is that when we select the viewpoints, we consider

the largest number of features that can be observed at that viewpoint. In the planning

process, we only consider to minimize the distance between the robot and the goal point. It

is possible that the total number of the observed feature times is small, because the robot

may not observe all features that are expected to be observed at the selected viewpoints,

especially when the environment is deforming. For the same reason, it is possible that the

steps needed for observing all features are large.

For the proposed combined planner, its performance is as expected. More features can

be observed during the whole process compared with the global planner and using a

predetermined path. The number of steps used to observe all features is much smaller

when compared with the predetermined path and the local planner.

6.5.1.2 Accuracy

In this part, we compare the accuracy performance of the obtained active SLAM results

using different methods. The results of the pose error based on different methods in a

single run are shown in Fig. 6.5A.

Here, the robot position error and robot orientation error at the n-th step are calculated

by:

eθ =

√
(Θn − Θ̂n)T(Θn − Θ̂n), ex =

√
(xn − x̂n)T(xn − x̂n) (6.10)

where Θn − Θ̂n is the error between the orientation ground truth and the estimated ori-

entation, and xn − x̂n is the error between the position ground truth and the estimated

position.
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The combined planner and the local planner perform almost the same in terms of the pose

error. The global planning algorithm, using the predetermined path, obtains relatively

larger errors. The average robot pose error and maximum robot pose error of all runs are

shown in Table 6.2. It suggests that the combined planner can obtain much smaller errors

than the global planner or using a predetermined path. Compared with the local planner,

the combined planner is roughly the same.

Table 6.2: Estimation error comparison for the polygon environment

Active SLAM
Predetermined Local Global Combined

Max error position (cm) 0.7433 0.240 0.2750 0.2258

Ave error position (cm) 0.1878 0.0810 0.1219 0.0925

Max error orientation (rad) 0.1153 0.0983 0.1956 0.1283

Ave error orientation (rad) 0.0562 0.0427 0.0985 0.0596

Max error feature (cm) 0.3316 0.3477 0.3434 0.2622

Ave error feature (cm) 0.1799 0.1199 0.1421 0.1109

Besides the robot pose error, Table 6.2 also shows the maximum and average feature

estimation errors in the last step. The error of the j-th feature can be obtained by

calculating the Euclidean distance between the feature position ground truth and the

estimated feature position.

ep =

√
(f j − f̂ j)T(f j − f̂ j), (6.11)

Obviously, the combined planner has advantages over the local planner. Compared with

the global planner or using a predetermined path, the combined one can get much smaller

maximum errors and average errors.

6.5.1.3 Processing time

For efficiency, we compare the processing time in the decision making part, that is, the

time used to calculate the next action of the robot. Fig. 6.5C shows the results of a

single run. We can see that using a predetermined path costs the least time, since there is

no decision to make. The combined method costs about 2.5 times longer than the global

planning method. The local planner costs much longer time than the others. What’s more,
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(A) Robot position error (B) Robot orientation error

(C) Decision making time

Figure 6.5: Comparison of using different active SLAM methods in the polygon
environment.

the decision making time cost by the local planner is related to the number of features,

because we need to predict the visibility of all features to calculate the covariance matrix.

6.5.2 Heart environment

Further tests were run for the heart environment. The same four strategies are compared,

and the results are shown in Fig. 6.4.

Table 6.3: Coverage comparison for the heart environment

No. Predetermined Local Global Combined

1 1358 2042 864 1619
Observed 2 1181 2098 1233 1597
feature 3 1579 2134 1089 1515
times 4 1216 2019 1097 1594

5 844 2108 922 1664

1 66 31 72 25
2 71 62 63 35

Steps 3 70 51 48 35
4 65 75 47 35
5 65 74 30 30
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6.5.2.1 Coverage

The coverage performance in terms of the observed feature times and the steps to observe

all features are shown in Table 6.3. We can see the great advantage of using the combined

planner over using a predetermined path and the global method. The combined planner

uses much fewer steps to observe all features, and during the whole time horizon, the

observed feature times are much more than those two. Although the local planner has

more observed feature times in the whole time horizon, it costs more steps to observe all

features at least once.

Table 6.4: Estimation error comparison for the heart environment

Predetermined Local Global Combined

Max error position (cm) 11.0275 0.4094 0.6529 0.5740

Ave error position (cm) 0.6714 0.0998 0.1582 0.1203

Max error orientation (rad) 0.0825 0.0432 0.0747 0.0694

Ave error orientation (rad) 0.0215 0.0178 0.0233 0.0206

Max error feature (cm) 0.4554 0.3384 0.2892 0.1975

Ave error feature (cm) 0.1670 0.1025 0.1186 0.1047

6.5.2.2 Accuracy

The robot pose errors based on different methods in a single run are shown in Fig. 6.6A. It

is obvious that the combined method gets relatively smaller errors than using a predeter-

mined path and the global method. The detailed values about the maximum and average

errors of 5 runs are shown in Table 6.4. It also suggests that the combined planner can

get much more accurate results compared with those two methods. The errors obtained

by the local planner and the combined planner are close, and much smaller than those

obtained by the other two methods.

6.5.2.3 Processing time

The performance in processing time is as expected. The result of a single run is shown in

Fig. 6.6C. The combined planner costs about 2 times longer than the global planner.
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(A) Robot position error (B) Robot orientation error

(C) Decision making time

Figure 6.6: Comparison of using different active SLAM methods in the heart
environment.

6.6 Real-world experiments

In this section, we design an active SLAM system in a real-world phantom environment.

This system uses a UR robot to handle an endoscope, which can move the camera to

the expected poses that are calculated by our active SLAM algorithm. We first keep the

environment static and test the SLAM and active SLAM algorithms. Both EKF based

methods and RIEKF based methods are tested. After that, we make the environment

deformable and analyze the motion model of the features. We design an EKF based active

SLAM method and test it in the deformable environment.

6.6.1 Experiment settings

In the experiment, we use Olympus ENDOEYE FLEX 3D to detect the AprilTags inside a

phantom. As we focus on the active SLAM algorithms rather than the feature recognition,

we skip the feature extraction step. Instead, we put some AprilTags on the manikin surface

to be the features. We use the first 12 tags in the tag family “TAG36H11”. These AprilTags

can be detected by the endoscope cameras. Here, we use the images from the left camera

to recognize the tags and calculate the poses of these tags. We use a UR16e robot to
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control the endoscope to move to the desired poses. A 3D printed handler is used to link

the UR robot and the endoscope. The phantom environment and the robot system are

shown in Fig. 6.7A and Fig. 6.7B.

(A) Environment inside the phantom (B) Endoscope handled by the
UR16e robot

Figure 6.7: Real-world phantom experiment settings.

In this system, we first keep the environment static, testing the EKF and RIEKF SLAM

algorithms with a predetermined path, and the EKF and RIEKF based active SLAM

algorithms where the camera pose at each step is determined by the greedy method. Then

we make the environment deformable. With the motion model of the features, we test the

EKF based SLAM and active SLAM algorithms in this system.

6.6.2 SLAM and active SLAM in the static environment

For the SLAM algorithms, the camera pose at each step is predetermined. A serials of

control command are given to the UR robot, so that it can move the endoscope camera to

the specific poses. The SLAM results of using EKF and RIEKF are shown in Fig. 6.8A

and Fig. 6.8B, respectively. Obviously, the RIEKF based SLAM algorithm can get much

more accurate results than the EKF based one.
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(A) EKF result algorithm (B) RIEKF result algorithm

Figure 6.8: SLAM results of using EKF and RIEKF algorithms in the static phantom
environment.

The active SLAM algorithm is to use a greedy method to improve the predetermined

path. Concretely, given a predetermined pose at step i, noted as pi, we aim to find a

better pose around pi, so that a more accurate SLAM estimate can be obtained. At

each step, given a predetermined pose pi, we sample a serial of available poses centered

at pi. We predict the features that can be detected at each candidate pose, and further

predict the corresponding SLAM result. The one with the smallest uncertainty, that is,

the smallest trace of the covariance matrix, will be selected to be the next camera pose.

Once the next camera pose is determined, the UR robot can control the endoscope to the

desired pose. The pose of the end effector can be calculated from the camera pose by

frame transformation. The translation matrix between the end effector and the camera

can be obtained by doing hand-eye calibration. We use MoveIt to control the end effector

to move to a specific pose. MoveIt is a toolbox that incorporates the latest advances in

motion planning, manipulation, 3D perception, kinematics, control and navigation. Here,

we send the calculated goal pose to it; then it can control the end effector to move to that

pose.

The results are shown in Fig. 6.9. No clear difference is observed between EKF and

RIEKF based active SLAM. This might be due to the small environment used.
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(A) EKF based active algorithm (B) RIEKF based active
algorithm

Figure 6.9: Active SLAM results of using EKF and RIEKF algorithms in the static
phantom environment.

6.6.3 SLAM and active SLAM in the deformable environment

To make the phantom deformable, we use a pump to inflate and deflate the model regularly.

We use an RGB camera to record the motion of the features several times and analyze

their motion model. The motion of each tag is described under the frame of Tag0 at

time 0, which we denote as f0. Tag0 is the tag whose tag id is 0. As the motion of the

environment is regular, we divided the motion period into several phases. For each phase,

we analyze the position of each feature under f0 and store the data accordingly. In the

experiment, as long as anyone tag is observed and f0 is known, we can derive the current

phase of the feature motion, and further infer the current positions of each feature. We

can also predict the next positions of the features using the feature motion model, so that

we can better determine the next robot motion.

Similarly, we test the EKF based deformable SLAM algorithm in the deformable envi-

ronment, and compare it with the traditional EKF based SLAM, where the features are

assumed to be all stationary. A predetermined path of the robot is given to test the al-

gorithms. For the active SLAM algorithm, we also use the greedy method to improve the

predetermined path, as we do in the static phantom environment. The results are as Fig.

6.10 shows.

We compare the number of features that are observed within the given time horizon.

As Table 6.5 suggests, by using the predetermined path, the robot leaves two features

unobserved. By considering the feature motion model in the decision making process, the
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(A) Traditional EKF based SLAM

(B) EKF based deformable SLAM (C) EKF based active deformable
SLAM

Figure 6.10: Results of using different algorithms in the deformable phantom
environment.

active SLAM algorithm successfully observes all features within the given time horizon. We

also calculate the average robot pose errors of using each algorithm. We can see in Table

6.5 that the deformable SLAM algorithm where the feature motion model is considered

can get smaller estimation errors than the traditional EKF SLAM. By using the active

SLAM algorithm, we can get the most accurate SLAM estimates.

Table 6.5: Comparison of feature number and robot pose error in real-world
deformable environment

EKF Deformable EKF Active

Number of observed features 10 10 12

Average pose error (cm) 0.2888 0.0925 0.0582
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6.7 Summary

In this chapter, we proposed an active SLAM algorithm for 3D deformable environments.

Because of the combination of the efficient global planner and the accurate local planner,

the proposed algorithm shows better performance in accuracy as compared with the global

planner. It is also demonstrated that the proposed algorithm has satisfactory performance

in accuracy and much lower computational cost as compared with the local planner.

We also developed a real-world active SLAM system. We successfully test the EKF and

RIEKF based SLAM and active SLAM algorithms in a static manikin environment. The

RIEKF based algorithms are shown to be able to get more accurate SLAM results than the

EKF based ones in the real-world static environment. After that, we make the phantom

deformable and get an approximate motion model of the features. With the motion model,

we test the EKF based deformable SLAM algorithm in the deformable environment and

get better SLAM results than the EKF SLAM algorithm. We also test the active SLAM

algorithm and get some good results.

Currently, we haven’t applied RIEKF in deformable environments. As the use of RIEKF

is to solve the inconsistency problem in EKF SLAM, firstly, we need to prove that the

inconsistency problem also exists in the EKF based deformable SLAM. However, no one

has proven the inconsistency of EKF based deformable SLAM yet. If the inconsistency does

exist, we also need to prove that the RIEKF algorithm can solve the inconsistency problem.

If RIEKF is theoretically proven to be able to work better in deformable environments

than standard EKF, we will carry out experiments to test the SLAM results, and then

design active SLAM algorithms accordingly.



Chapter 7

Conclusion and Future Work

This chapter briefly reviews our contributions, identifies limitations and explores future

research plans.

7.1 Contributions

This thesis has developed three active SLAM algorithms as follows.

i. We applied RIEKF to the active SLAM algorithm, developing an efficient and accu-

rate planning framework for the robot to explore unknown 2D environments.

ii. We extend our RIEKF based 2D active SLAM algorithm to 3D cases, and improve

the planning framework to solve the exploration-exploitation dilemma.

iii. Taking the environment changes into consideration, we developed an EKF based

active SLAM framework for 3D deformable environments.

In Chapter 4, we proposed to use RIEKF SLAM algorithm in 2D active SLAM where

both the predicted SLAM results for choosing control actions and the actual estimated

SLAM results applying the selected control actions are computed using RIEKF algorithms.

This is the first research work in this direction that considers the 2D cases and applies the

greedy methods in the planning. The advantages over traditional EKF based active SLAM

77
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are the more accurate and consistent predicted uncertainty estimates, which result in the

robustness of the active SLAM algorithm. The advantage over optimization based active

SLAM is the reduced computational cost. Simulation results are presented to validate the

advantages of the proposed algorithm.

In Chapter 5, we consider using RIEKF method in active SLAM in 3D environments with

exploration tasks. Similar to the 2D cases, both the predicted SLAM results for candidate

control actions and the actual estimated SLAM results after applying the selected control

actions are computed using RIEKF algorithms. Different from the previous work that used

a weighted objective function to determine the robot’s motion in 2D, the newly designed

planner is a combination of an efficient global planner and an accurate local planner in 3D.

Results of the simulation and the real-world experiment demonstrate that our proposed

method improves the estimation accuracy significantly and, at the same time, maintains

a high exploration efficiency.

In Chapter 6, we consider the active SLAM problem in 3D deformable environments. An

EKF based active SLAM framework is designed to estimate the SLAM result accurately

and efficiently. The planner proposed in this work is a combination of a global planner

and a local planner. We compare the combined framework with using the local greedy

method only and using the global planner only. Simulation results under different scenarios

have shown that the proposed active SLAM algorithm provides a good balance between

accuracy and efficiency as compared to the local planner and the global planner. Besides

the simulation experiments, we also design an active SLAM system in a real-world manikin

environment. This system uses a UR robot to handle an endoscope, which can move the

camera to the expected poses that are calculated by our active SLAM algorithm. This

system has been used to test the EKF based SLAM and active SLAM algorithms, and the

RIEKF based SLAM and active SLAM algorithms. We have got good and stable SLAM

and active SLAM results when the environment is static.

Throughout this thesis, the experimental evaluations of our proposed active SLAM algo-

rithms show good performance in the environments we considered.
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7.2 Limitations and future work

The research topics covered in this thesis are long-standing robotic problems, and our

solutions are far from being completed. Here, we present some limitations of this thesis

and provide a few possible future research directions.

Firstly, in our active SLAM algorithms, we mainly consider the greedy method when

determining the robot pose of the next step. Although greedy methods are computationally

efficient, their global optimality is not guaranteed. Some other planning strategies, such

as multiple steps look ahead, will be investigated and evaluated. Future research work will

also include other active SLAM problems where not only an exploration task is needed.

Secondly, the environments used for testing our algorithms are relatively simple. Our work

is based on a point feature map, which assumes the features are known to us. However, in

reality, how to extract and recognize features from various environments is an important

and challenging task. In the future, we will investigate more practical non-feature-based

active SLAM problems.

Finally, we will consider to investigate the use of RIEKF in deformable SLAM. As the

use of RIEKF is to solve the inconsistency problem in EKF SLAM, firstly, we need to

prove that the inconsistency problem also exists in the EKF based deformable SLAM. If

it exists, the next task is to find whether there is a specific Lie group structure to set up

RIEKF SLAM in deformable environments, and whether the RIEKF algorithm can solve

the inconsistency problem. Finally, experiments will be carried out to test the results, and

the active SLAM algorithm will be designed accordingly.
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