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Abstract 

The COVID-19 pandemic, caused by the novel coronavirus SARS-CoV-2, which is believed 

to have originated from bats, emerged as a global health crisis in late 2019. The virus rapidly 

disseminated across the globe, resulting in widespread illness, significant mortality, and 

unprecedented societal disruption. According to the WHO there have been over 775 million 

reported cases of infection and over 7 million cumulative deaths attributed to COVID-19. 

Fortunately, the pandemic has come under control thanks to the dedicated efforts of medical 

professionals and innovative scientists. A substantial amount of virus genome sequence data 

has been generated, facilitated by advancements in sequencing technology, particularly through 

the use of on-site sequencers that enable the sequencing of virus genomes from a wide range 

of sources. Consequently, it is crucial to study the relationship between virus genome 

sequences and their host ranges, as this knowledge can provide essential insights for preventing 

and anticipating zoonotic transmission of novel viruses. 

The virus infection cycle within host cells is well-characterised and comprises several major 

steps: virus entry, viral gene expression, viral genome replication, virion assembly, and release 

of new virions, among others. These steps exhibit variability based on the inherent nature and 

sequences of various viral genomes, as the efficiency of virus infection is closely linked to the 

interactions among diverse viral proteins. The viral proteins are synthesised based on virus 

genome sequences and their interplay with various host cell regulatory mechanisms. Therefore, 

studying the relationships between virus genome sequences and the steps of the virus infection 

cycle can enhance our understanding and prediction of virus host adaptation. In this thesis, 

particular emphasis will be placed on viral gene expression and virus entry. 

Regarding host regulation and its potential impact on virus adaptation, RNA editing represents 

a crucial regulatory mechanism. RNA editing is a post-transcriptional molecular process that 

alters the nucleotide sequence of an RNA molecule, resulting in divergence between the RNA 

sequence and its corresponding DNA template. These modifications can profoundly affect 

RNA function, including alterations in mRNA and tRNA, leading to modified amino acid 
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sequences and inefficient protein translation. Thus, studying the roles of RNA editing in virus 

infections, particularly in viral gene expression and virus entry, can enhance our understanding 

of host immune responses and virus host adaptation. One of the most well-studied forms of 

RNA editing is adenosine-to-inosine (A-to-I) editing. This specific type of editing is catalysed 

by the enzyme family known as adenosine deaminases acting on RNA (ADAR). During A-to-

I editing, an adenosine (A) nucleotide is deaminated to form inosine (I), which is recognised 

as guanosine (G) by the cellular machinery during translation. Another recently discovered A-

to-I editing enzyme is adenosine deaminases acting on tRNA (ADAT), which converts 

adenosine (A) to inosine (I) on tRNA anti-codons, thereby expanding the tRNA pairing codons. 

In the initial part of this thesis, I summarise all findings to date regarding RNA editing in the 

context of virus infections as literature review sections. 

Virus codon usage biases within viral genome sequences are a major determinant of viral gene 

expression, as viral gene expression relies on the host’s translational machinery to produce 

viral proteins. In this thesis, I employed statistical analysis to compare the Relative 

Synonymous Codon Usage (RSCU), an important metric for codon usage biases, between 

human and non-human viruses. This analysis identified codons with significantly different 

usage biases in human viruses. Correlation analysis revealed that A/U-rich codons are more 

abundant in human viruses, suggesting that human viruses are naturally more susceptible to 

ADAR editing. Additionally, statistical comparisons indicated that human viruses are more 

enriched in ADAT-related codons, highlighting the potential roles of ADAT editing in virus 

infections. 

Subsequently, I evaluated the virus codon fitness (VCF) in human hosts by training a Random 

Forest (RF) model to predict host labels based on virus RSCU matrixes and other genomic 

features. Utilising RSCU to predict host labels yielded high accuracy (~0.8) and demonstrated 

high reliability with >0.6 accuracy when training the model with only 5% of the data. The 

prediction accuracy further improved when additional features, such as Taxonomy data and 

CDS length, were incorporated. To further assess the reliability of this prediction, I employed 

the Leave-One-Out (LOO) method to predict the host of one virus using a model trained on all 

other viruses. This approach successfully predicted the human host label for all historically 

dangerous pandemic-causing viruses. The prediction probability of the trained model serves as 

the readout of the human virus codon fitness score (HVCF), which is used to evaluate virus 
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codon fitness in human hosts. I also applied the HVCF method to various scenarios, including 

evaluating HVCF from virus genomes sequenced from human and non-human sources, and 

assessing the HVCF of SARS-CoV-2 genomes sequenced during the COVID-19 pandemic. 

These applications provided insights into the codon adaptations of different viruses for 

different reality purposes. The findings suggest that it is practical to use machine learning 

methods to evaluate codon fitness in hosts, ultimately contributing to the prediction of virus 

hosts for newly emerged viruses based on sequenced virus genomes. 

Another critical step in the virus infection cycle, virus entry, fundamentally relies on protein-

protein interactions (PPI) between viral Spike proteins and host receptors. For instance, the 

entry of SARS-CoV-2 into host cells requires PPI between its Spike protein and human ACE2 

and TMPRSS2. Until now, many deep learning models can evaluate PPI based on protein 

sequences. However, methods to efficiently examine PPI changes caused by mutations are 

lacking for proving the PPI prediction. Here, I employed fluorescence resonance energy 

transfer (FRET) to examine PPI between proteins of interest fused with fluorescence reporter 

tags. Plasmids were constructed for intracellular transfection to express these fusion proteins. 

The fluorescence profiles detected using flow cytometry were converted into single-cell FRET 

efficiency using a previously established bioinformatics tool. The FRET-based PPI detection 

assay successfully detected PPI between SARS-CoV-2 Spike protein and human ACE2 and 

TMPRSS2. Additionally, RNA editing events on ACE2 and TMPRSS2 were identified using 

next-generation RNA sequencing from samples extracted from cells expressing ADAR, ACE2, 

and TMPRSS2. Although I planned to mutate the fusion protein plasmids according to detect 

the alterations in FRET efficiency caused by RNA editing events, I was unable to complete 

this task. 

In this thesis, I have successfully investigated the codon characteristics of human viruses and 

evaluated their codon fitness in the human host using a machine learning model. Additionally, 

I established a FRET-based PPI detection assay to assess interactions between virus Spike 

proteins and human receptors. These findings advance our understanding of viral gene 

expression and virus entry mechanisms, thereby enhancing our ability to predict the host range 

of unknown viruses. 



- 4 -

Keywords:  

Literature review, RNA editing, Virus infections, Adenosine deaminase 

CHAPTER

Literature Review of 

RNA Editing in 

Virus Infections 

by Shuquan (Steve) Su 



- 5 -

Chapter 1. Literature Review of RNA Editing in Virus 
Infections 

1.1. Introduction 

Virus mutation is a natural process whereby changes occur in the genetic material of a virus. 

These changes can happen through various mechanisms, such as errors during replication, 

recombination, or through the influence of external factors. Mutations can lead to changes in 

the viral characteristics, affecting its transmissibility, virulence, and resistance to vaccines and 

treatments. While most mutations are neutral or even detrimental to the virus, occasionally, a 

mutation can provide a competitive advantage, allowing the virus to spread more effectively 

or evade the immune response. This evolutionary process is a critical aspect of virology, 

influencing disease outbreak patterns and the development of effective vaccines and 

therapeutic strategies. 

Surprisingly, hosts can also induce viral mutations through specific cellular mechanisms, one 

of which is RNA editing, a process that can lead to virus mutations. RNA editing is a post-

transcriptional molecular process through which the nucleotide sequence of an RNA molecule 

is altered, leading to a difference between the RNA sequence and its corresponding DNA 

template. The modifications can have profound effects on the RNA's function, including 

alterations in the coding potential of messenger RNAs (mRNAs), which can lead to the 

production of proteins with modified amino acid sequences. RNA editing has great impacts on 

expanding the genetic diversity of RNA molecules.  

Before going into research chapters, this chapter will earnestly review research discoveries and 

literatures in this research field of RNA editing (A-to-I editing to be specific) and its impacts 

on virus infections. The detailed literature review will help understand the field of A-to-I 

editing in virus infections, which leads to my interests in this field then proposing potential 

knowledge gaps. 
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1.2. Deaminase: an enzyme that creates special mutations 

1.2.1. History of adenosine deaminase discovery 

The major type of RNA editing, A-to-I editing, as a primary form of RNA modification, is one 

of the major contributors of nucleotides variations for either host or virus. Inosine (I), 

recognised as a nucleotide, was initially identified in the wobble position of tRNA by Francis 

Crick, co-discoverer of the DNA double helix, in 1966. This finding revealed that inosine 

functionally mimics guanosine (G) in Watson-Crick base pairing[5]. The enzyme responsible 

for inosine formation, ADAR (Adenosine Deaminase Acting on RNA), was not discovered 

until 1987 through studies on Xenopus laevis embryos. These studies linked ADAR to 

activities involved in unwinding double-stranded RNA, and it was later identified that ADAR 

catalyses the conversion of adenosine to inosine via deamination, a process known as A-to-I 

editing[6-8]. A-to-I editing is the most abundant form of found RNA editing event in 

Metazoans[9, 10], with humans exhibiting the highest levels of this editing, particularly in non-

coding regions, among primates[11]. This widespread occurrence underscores the significant 

biological functions and evolutionary implications of A-to-I RNA editing. 

The human genes responsible for the biochemical reaction of adenosine deamination were 

subsequently named Adenosine Deaminase Acting on RNA, or ADAR. The human genes 

responsible for the biochemical reaction of adenosine deamination were subsequently named 

Adenosine Deaminase Acting on RNA, or ADAR. ADAR genes are extensively distributed 

across a broad range of organisms, excluding protozoa, yeast, and plants[12], and display high 

conservation across different species[13]. Notably, ADAR3, another member within the 

ADAR family, was identified in 1996 by examining sequences homologous to the deaminase 

domain of ADAR1. ADAR3 is found as homolog to rat RED2 and exclusively expressed in 

the human brain[14]. 

The genes responsible for adenosine deamination at the wobble position of tRNA were later 

identified in 1999 and are analogous to the yeast protein tRNA-specific adenosine deaminase 

1 (TAD1)[15]. These genes are later designated as Adenosine Deaminase Acting on tRNA, or 

ADAT, highlighting their unique characteristics and functional divergence from ADAR genes. 
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Moreover, deaminase on tRNA is believed to evolve from cytidine deaminases (CDAs) acting 

on mono-nucleotides, thus ADAT gene is technically the evolutionary ancestors of ADAR[16]. 

Despite its earlier discovery, ADAT has garnered limited attention in the field of RNA editing 

research, particularly in virological studies, compared to ADAR. 

1.2.2. Different members in ADAR and ADAT gene family 

To date, there are three members in the ADAR gene family ADAR1, ADAR2, and ADAR3, 

and three ADAT genes ADAT1, ADAT2, and ADAT3. Various transcripts of ADAR1 and 

ADAR2 have been recognised, arising from diverse mechanisms such as different promoters, 

alternative splicing, and varying ATG start codons [17-20]. According to the NCBI database, 

comprehensive gene information for both the ADAR and ADAT families is summarised in 

Table 1, with details on the various transcripts and isoforms summarised in Appendix 1. 

Research indicates that ADAR1 and ADAR2 are highly conserved with distinct functions 

throughout evolutionary history, suggesting the ADAR gene family are vital for various 

organisms[21]. 

Table 1. Summarised general information of ADAR and ADAT genes from NCBI Gene database. 

The ADAR1 gene expresses two primary isoforms: a longer isoform sized 150 kDa (referred 

to as the reference isoform of ADAR) and a shorter, truncated isoform sized 110 kDa, 

designated as ADAR1L (or ADAR1-p150) and ADAR1S (or ADAR1-p110), respectively[17, 

20, 22-26]. These isoforms are encoded by the same ADAR1 gene but differ in their 

translational start sites (ATG) and promoter sequences, leading to their distinct 
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functionalities[17, 20, 22, 23]. Notably, compared to ADAR1S, ADAR1L has an additional z-

DNA binding domain, which may lead to distinct substrate selections. These differences cause 

the distinct biological functions between ADAR1L and ADAR1S, where ADAR1L is believed 

to be mainly interferon-inducible while ADAR1S is mostly expressed constitutively and vital 

in human developmental process[20, 22-26]. Although ADAR1L can be significantly induced 

by interferon (IFN), it also maintains a level of basal expression[20, 22, 24-26]. The interferon-

inducibility of ADAR1L renders it particularly significant during viral infections, a topic that 

will be explored in greater detail later in this thesis. 

In contrast to the ADAR1 gene, only a single dominant isoform has been identified for both 

ADAR2 and ADAR3, as is the case for all ADAT genes[27]. Although multiple transcripts of 

ADAR2 have been detected, only one is the predominant[19, 27, 28]. 

1.2.3. The general domain structures characterised in ADAR and ADAT genes 

For a comprehensive understanding of the structural attributes and biological roles of ADARs 

and ADATs, Figure 1 illustrates their domain compositions. ADAR1L, the primary 

predominant isoform of ADAR1, is equipped with two z-DNA binding domains, three double-

stranded RNA binding domains (dsRBDs), and a deaminase (or A-to-I editase) domain. As 

previously noted, ADAR1S is differentiated from ADAR1L by the absence of complete z-

DNA binding domains yet retains identical configurations for all other domains. ADAR2 and 

ADAR3 exhibit similar domain compositions, each featuring two dsRBDs and a single 

deaminase domain. Uniquely, ADAR3 incorporates an additional single-stranded RNA 

binding domain, known as the R-domain, which is not present in other ADAR genes. 

Compared to ADAR family, the domains composition of members in ADAT family are 

simpler, which only one deaminase is found respectively in ADAT1, ADAT2, and ADAT3. In 

general, the critical functional domain in both ADARs and ADATs is the deaminase domain, 

which conducting deamination reaction on RNA molecules as their major biological function. 
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1.2.4. The biochemistry conducting to A-to-I editing: Adenosine deamination 

As previously indicated, the deaminase domains of ADARs and ADATs are evolutionarily 

homologous. Consequently, it is not surprising that the biochemical reactions of converting 

adenosine into inosine, or deamination reactions, between ADARs and ADATs are basically 

identical. The deaminase domain, or A-to-I editase, of both ADARs and ADATs catalyses the 

deamination of an adenosine by replacing the amine group (-NH2) on the sixth carbon (C6) 

with a carbonyl group (=O), thereby transforming adenosine into inosine (Figure 2). Although 

the deaminase domain of ADAR3 closely resembles that of ADAR2, with 50% sequence 

identity and a similar targeted substrate pool, the ADAR3 deaminase domain is nonetheless 

Figure 1. Domain structure features of human ADAR and ADAT gene families. ADAR family contains 
three members: ADAR1, ADAR2 and ADAR3. Two ADAR1 isoforms, generated by alternative start 
sites, are studied in this project because both play important roles in host biology, and they are ADAR1L 
(or ADAR1-p150) and ADAR1S (or ADAR1-p110). ADAT family contains three members: ADAT1, 
ADAT2 and ADAT3.     
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catalytically inactive[14, 29, 30]. The molecular characteristics behind ADAR3 deaminase will 

be discussed later. 

Figure 2. Biochemical reaction of A-to-I editing and pairing of post-edited inosines. (A) A-to-I editing
of ADAR genes. Before ADAR editing, the adenosine/A is paired up with uridine/U, whereas the 
inosine/I is paired up with the cytidine/C after ADAR editing. (B) A-to-I editing of ADAT genes. Before 
ADAT editing, the adenosine/A is paired up with uridine/U on tRNA anticodon, whereas the inosine/I 
is paired up with the cytidine/C, adenosine/A, and uridine/U after ADAT editing. 
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Moreover, ADARs function independently of accessory proteins or RNA factors for the 

deamination reaction, which purified ADAR proteins and substrate are found sufficient for A-

to-I conversion[19, 31-33]. Although the chemical reaction is nearly identical for both ADARs 

and ADATs, the biological implications differ significantly because different types of RNAs 

are edited. ADARs are capable to edit most RNA molecules with double-stranded structures 

like mRNA, pre-mRNA, miRNA et al. Inosine within these RNAs typically pairs with cytosine 

(C), resulting in I-C pairings that functionally mimic guanosine (G) in G-C pairings[5-8]. 

Conversely, the inosines on tRNA edited by ADATs, particularly edited by ADAT2 and 

ADAT3, are more flexible in pairing and found capable to pair up with cytosine (C), adenosine 

(A) and uracil (U) in translation process, thus forming either I-C, I-A, or I-U pairing[34-36]

(Figure 2.B). Interestingly, while both ADAR and ADAT editing convert adenosine to inosine, 

their resulting base-pairing options differ, likely due to the high flexibility of the third 

nucleotide in the tRNA anticodon. The distinctions in the editing substrates and the editing 

outcomes indicate the distinct molecular biology of ADARs and ADATs, which will be 

explored further in subsequent sections dedicated to the molecular biology of these enzymes.  
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1.3. In-depth introduction of ADAR gene domain structures and their 
functionalities 

To enhance our understanding of the functionality of RNA editing enzymes such as ADARs 

and ADATs, it is crucial to delve deeper into their molecular structures and characteristics. By 

gaining more detailed insights into their molecular configurations, we can better comprehend 

how these enzymes are regulated and how they edit their substrates. This knowledge is vital 

for exploring the potential roles that ADARs and ADATs may play in viral infections. Such 

insights are instrumental in unravelling the complex interactions between these RNA editing 

enzymes and their substrates, which could ultimately influence the pathogenesis of viral 

diseases. 

1.3.1. The double-stranded RNA binding domains of ADAR gene and their 

recruitment of dsRNA substrates 

Double-stranded RNA binding domains (dsRBDs) are crucial components of ADAR enzymes, 

as they enable the capture of substrate RNA for A-to-I editing, significantly influencing the 

selection of RNA substrates by ADAR[37-39]. Typically, approximately 65 amino acids in 

length, dsRBDs exhibit an---- folding configuration, similar to dsRBDs found in other 

molecules[39]. The presence of bulges and loops within the RNA substrates makes them 

particularly attractive to dsRBDs, markedly affecting the specificity of ADAR across different 

RNA substrates[40]. Once an ADAR enzyme binds to a dsRNA substrate, the proximity of the 

dsRBD-targeted internal loop structures to the editing site plays a critical role in determining 

editing efficiency. However, this proximity does not influence the selectivity of the editing site. 

The choice of specific adenosine targets for deamination is also determined by other factors 

such as the nucleotide mismatches of RNA substrate[41]. This interplay between structural 

attraction and sequence specificity underlines the complex mechanisms by which ADAR 

enzymes select and modify their RNA substrates. 

Both ADAR1L and ADAR1S have three dsRBDs (dsRBD1, dsRBD2, dsRBD3), whereas 

ADAR2 and ADAR3 each have only two (dsRBD1, dsRBD2)[39]. The slight variances within 
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coding sequence of each dsRBDs and the distance in between different dsRBDs contribute to 

the differences in substrate preferences. Additionally, the high structural similarities in dsRBDs 

between ADAR2 and ADAR3 may the reason to similarities in their substrate selection, 

potentially resulting in competitive substrate binding between these two. Functionally, the 

three dsRBDs in ADAR1 exhibit distinct characteristics, each providing varying levels of 

dsRNA binding affinity. Notably, dsRBD3 is considered the most crucial for binding dsRNA 

substrates, while dsRBD2 is the least significant[42]. According to previous studies, the 

molecular mechanism of dsRBDs-dsRNA binding is well-studied with researches to 

ADAR2[4]. Although ADAR1 may be very different than ADAR2 where ADAR2 has two 

dsRBDs but ADAR1 has three dsRBDs and additional z-DNA binding domain[4], this 

knowledge from ADAR2 study helps to understand how dsRBDs recruit and interact dsRNA 

substrates.  

Once ADARs recognize dsRNA substrates through binding affinity to the favoured spatial 

structures of dsRNA, the dsRBDs initiate contact and binding with the dsRNA. This interaction 

involves the dsRBDs contacting adjacent two minor grooves and intervening in the major 

groove between them[39]. The distance between ADAR2 dsRBD1 and dsRBD2 is 93 amino 

acids, but it is only 22 amino acids between dsRBD2 and the deaminase domain[4]. It semes 

that the dsRBD2 can bind a portion of the 15bp duplex and provide sufficient binding affinity 

to facilitate the distortion of the RNA backbone and base flipping required for editing, because 

dsRBD2 is too close to deaminase domain and it is difficult to allow dsRBD2 and deaminase 

bind the same location concurrently[4]. However, the binding of the deaminase domain causes 

the RNA to distort, particularly widening and expanding the 5’ major groove[43]. Then, the 

dsRBDs bind across expanded major grooves[44-46], and the dsRBD2 can bind either the face 

of editing site or opposite face of the editing site[4]. The binding of either dsRBD2 or 

deaminase domain can remodel or reshape the dsRNA conformation and may facilitate binding 

of the other component[4]. The presence of defects in the RNA duplex, such as mismatches, 

enhances the binding affinity of the deaminase domain, but these mismatches can sometimes 

interfere with the simultaneous binding of dsRBD2 and the deaminase domain[4]. 

Additionally, 6 amino acids were found crucial for ADAR2 binding the substrate: F457, D469, 

H471, P472, R474, R477[47]. These residues likely play key roles in stabilising the interaction 

between the dsRBD and the RNA substrate, influencing the enzyme's editing efficiency and 

specificity. 
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Although some dsRNA substrates may have insufficient binding affinity with only catalytic 

deaminase domain due to their conformational features, the dsRBD binding to the adjacent 

duplex structure can also provide additional binding force to stabilise the binding[4]. Thus, it 

is not surprising that editing efficiency can be enhanced when multiple dsRBDs are employed 

to bind the dsRNA[48]. This multipoint binding not only increases the overall stability of the 

enzyme-substrate complex but also enhances the precision with which the enzyme engages its 

target. Furthermore, by introducing mutations into the dsRNA binding domain sequences in 

ADAR transcripts, the substrate selectivity of the resulting mutated ADARs can be altered. 

This change in substrate specificity can lead to variations in the editing target pool among 

different individuals, which could be driven by potential single nucleotide polymorphisms 

(SNPs) within the dsRBD sequences[49]. Such genetic variability can influence the functional 

diversity of RNA editing across populations, contributing to differences in gene expression 

profiles and potentially impacting phenotypic traits and susceptibility to diseases. 

1.3.2. The z-DNA binding domain of ADAR gene and their contribution to 

substrate specificity 

ADAR1 is unique among the ADAR family in that it contains two z-DNA binding domains, 

named Z (closer to the N-terminus) and Z[50, 51]. Unlike the more common right-handed 

B-DNA conformation, z-DNA adopts a left-handed configuration with a zig-zag pattern along

its backbone[52, 53] (Appendix 2). The Z domain is exclusively present in ADAR1L, while 

the Z domain is found in both ADAR1L and ADAR1S, albeit slightly truncated in 

ADAR1S[54]. These z-DNA domains in ADAR1 share a common binding motif with other z-

DNA binding domains found in various molecules, indicating a homology with other common 

z-DNA binding domains from other genes[50]. Interestingly, the molecular interaction 

mechanisms between Z and Z are slightly different[55], with the Zα domain demonstrating 

a higher affinity for z-DNA, suggesting it plays a primary role in recruiting z-DNA[42]. 

ADAR1 Z domain recognises left-handed z-DNA in a conformation-specific manner instead 

of a sequence-specific manner, similar to dsRBDs binding dsRNA[50, 56]. In fact, Z domain 

binds to z-DNA even without base-specific contacts, which residues interact with the 

phosphate backbones[56]. Although Z domain binding is not sequence-specific, some 
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sequence-specific features can facilitate corresponding spatial structures preferred by Z 

domain[57, 58]. Once the Z domain binds z-DNA, it is difficult to dissociate[59]. The binding 

of the Z domain to z-DNA may influence transcription by altering the dynamics of mRNA 

folding. Due to the relatively slow dissociation of the Z domain, more time is available for 

mRNA to form secondary structures, which can ultimately enhance ADAR editing[60, 61]. 

Additionally, the Z domain helps position the deaminase domain closer to its substrates, 

further facilitating the editing process[60, 61]. The editing on DNA should not be happened 

due to the necessity of Hydroxyl group (-OH) within ribose in deamination reaction of 

ADARs[2]. Additionally, Z domain can also bind left-handed z-RNA, which is a RNA 

molecules with z-conformation[60]. Surprisingly, it has been reported that the Z domain 

recruits DNA/RNA hybrids more efficiently than double-stranded z-DNA[62]. However, 

whether such DNA/RNA hybrids are subject to editing by ADAR’s deaminase domain remains 

unknown, and the implications of such interactions in cellular activities have yet to be 

elucidated[63]. 

Mutating individual dsRBDs can alter substrate selectivity without impacting the ability of the 

z-DNA binding domains to bind z-DNA, indicating that the z-DNA binding domains operate 

functionally independent of the dsRBDs[42]. However, it is reported that the mutations in the 

Zα domain that weaken its z-DNA binding capacity can also lead to a reduced dsRNA binding 

capacity of the dsRBDs[64]. This suggests a potential interplay or cooperative structural 

dynamics between the Zα domain and the dsRBDs, even though they generally recruit 

substrates independently[60]. 

1.3.3. The deaminase domain of ADAR gene responsible for adenosine 

deamination and editing sites specificity 

After reviewing the substrates recruiting domains including dsRNA binding domains and z-

DNA binding domains, here is the most crucial domain of ADARs catalytic deaminase domain, 

or A-to-I editase, endowing the unique functionality of A-to-I editing. The interactions between 

dsRBDs and dsRNA, as well as between z-DNA binding domains and double-stranded z-RNA 

or DNA/RNA hybrids, facilitate the recruitment of the deaminase domain closer to the target 
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adenosine, although deamination catalysis and substrate binding are considered independent 

events[2, 41, 65]. Both the binding interactions of dsRBDs and the deaminase domain, along 

with potential interactions involving z-DNA binding domains, are thought to provide sufficient 

biophysical energy for conformational changes that expose the adenosine for editing within the 

catalytic deaminase domain[4]. Interestingly, ADAR editing conducted by the deaminase 

domain can occur without the recruitment help from dsRBDs and z-DNA binding domains, 

especially if the substrates are particularly favourable with enough substrate binding force[48]. 

This highlights the inherent binding affinity and functional autonomy of the deaminase domain. 

The various deaminase domains encoded by different ADAR genes are homologous and share 

the same deamination mechanism, which has been extensively studied with ADAR2 and serves 

as an excellent model for understanding ADAR-dsRNA interactions[2, 4]. Editing of 

DNA/RNA hybrids, although not as well-studied as conventional dsRNA editing, presents an 

area of ongoing research[66]. However, detailed discussion of this type of editing falls outside 

the scope of this thesis, and they won’t be discussed further. 

In fact, besides binding to the target-adenosine-containing strand, ADAR also requires binding 

to the ribose on the complementary unedited strand opposite to the editing strand in the dsRNA 

helix[67]. Thus, the ADAR-dsRNA interaction is more complex than it initially appears. For 

better understanding of ADAR-dsRNA interaction, three important internal regions (Region 1, 

Region 2, and Region 3) inside the deaminase domain is highlighted of protein-RNA 

complex[4] (Figure 3, Appendix 3). These regions approximately covers 20 bp of dsRNA 

substrate along the single side of double-helix (same site as target adenosine), and includes two 

adjacent major groove and the minor groove where the target adenosine is located[4]. Actually, 

ADAR does not necessarily need to bind all three regions in the deaminase domain 

simultaneously, nor does it require a perfect alignment with the dsRNA structure (i.e. GluR-B 

Q/R and R/G editing)[4]. The primary requirement is simply to maintain sufficient structural 

stability to keep ADAR and the dsRNA adequately bound. This flexibility in binding allows 

ADAR to adapt to a variety of RNA structures and sequences, thereby enabling efficient editing 

activity across a diverse range of substrates.  



- 17 -

Region 1 encompasses the minor groove of dsRNA substrates where the edited adenosine is 

located, acting as the core site for the deamination reaction. The recruitment of dsRNA by the 

dsRBDs toward the deaminase domain allows for the residues 486-491 of the deaminase to 

promote the base flipping mechanism essential for editing. This 486-491 loop, by penetrating 

into the dsRNA helix, distorts the RNA backbone on the complementary strand, effectively 

setting the stage for editing[4]. The ADAR flipping loop, which is involved in this base-

flipping mechanism, typically covers three base pairs, linking to a 5’ U and a 3’ G[2]. A crucial 

component of this mechanism is the residue R510, which forms hydrogen bonds with the 3′-

phosphodiester of the 5’-nearest-neighbour nucleotide (typically U at the -1 position). Both 

ADAR1 and ADAR2 share this arginine (R510), whereas in ADAR3, this residue is replaced 

by an alanine, leading to ADAR3’s inactivity in A-to-I editing[2]. In addition to R510, 

hydrogen bonds and salt bridges formed by S495 with phosphates of the (-2)-position 

nucleotide and R481 with phosphates of the (-3)-position nucleotides further stabilise the 

dsRNA distortion and facilitate the base flipping of the target adenosine[4]. Thus, the target 

adenosine is flipped out from the dsRNA helix and join into the zinc-containing reaction 

Figure 3. Overview of three critical regions in ADAR deaminase domain. The three critical regions 
include Region 1 (yellow), Region 2 (cyan), Region 3 (green). This figure is adapted from previous 
publication[4]. 
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core[2, 68] (Figure 4). Base-flipping allows ADAR to access C6 atom of the adenosine[69]. 

Within the catalytic core, a zinc ion (Zn2+) in the active site and it is proved essential for the 

deamination reaction[68, 70]. It is assisted by an inositol hexaphosphate (IP6) molecule, which 

contributes to the protein's folding and is essential for the enzymatic activity[70]. The 

deamination reaction itself is a Nucleophilic Aromatic Substitution (SNAr-type reaction), 

which the zinc-bound hydroxide ion and N1 protonation generates the covalent hydrate of the 

adenine ring (the Messenheimer intermeidate)[68]. The proton is transferred from the hydroxyl 

group to the leaving amine group is followed by departure of ammonia and inosine product 

formation[68].  

Taking a closer look to the reaction core of deaminase domain with study of ADAR2 reaction 

core, the reaction core is stabilised with multiple H-bonds formed between different ADAR2 

Figure 4. 3D structure of the A-to-I editase domain of ADARs and composition of its reaction centre.
The 3D structure of binding interaction between the A-to-I editase domain of ADARs and its dsRNA 
substrate is shown on the right. Its reaction centre and the ADAR-dsRNA interaction site is zoomed in, 
which is shown on the left. The location of the minor groove and major groove are shown. The green 
structure of ADARs is the 454-477 loop. The grey sphere is a zinc ion, and the red structure beside it 
is the target adenosine, The yellow structure is Q488, which is inserted into the double helix structure. 
The R510 is hidden behind the Q488, which is outside the dsRNA double helix. This figure is adapted 
from previous publication[2].  
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residues and nucleotides on this distorted dsRNA substrate. One of the critical aspects of this 

interaction is the intercalation of residue 488 into the dsRNA helix at the minor groove, which 

occupies the space created by the flipped-out edited adenosine. This residue forms hydrogen 

bonds with the 2’-hydroxyl group of the opposite, orphaned nucleotide on the complementary 

strand and its adjacent 5’ nucleotide (the -1 position)[2]. Previous research reported that ADAR 

prefer editing sites with A-C and A-U mismatch over A-A and A-G mismatch[71]. Only three 

residue-orphaned nucleotide combination were reported: E488-U, E488-C and Q488-C, which 

may explain why ADAR prefers editing adenosine in A-C and A-U mismatch over A-A and 

A-G mismatch[2]. The preference for editing at A-C and A-U mismatches is likely due to the

structural incompatibility of a purine in the opposite position, which would clash with the 

insertion of residue 488, thereby impacting editing efficiency[41]. Interestingly, a glutamine 

(Q) in residue 488 results in enhancing base flipping and dramatically enhancing editing

efficiency, and other mutations in Q488 will leads to decrease of editing efficiency[69]. The 

inability of ADAR to edit dsDNA is attributed to structural differences in the helix, the groove 

widths and depths to be specific, which ADAR residues are difficult to intercalate[2]. 

Additionally, the lack of 2’-hydroxyl groups in DNA, which are crucial for ADAR recognition, 

further limits its activity to RNA substrates[2]. In addition, the 2’-hydroxyl group of the edited 

adenosine also form H-bonds with T375, which is also crucial for editing activity[4, 72]. Other 

interactions were also reported in region 1. T490 and I456 also form hydrogen bonds with the 

2’-hydroxyl groups of the (-2)- and (-3)-position nucleotides, respectively, on the 

complementary strand[4]. Additionally, residues G593, K594 and R348 also contact the 

complementary strand and are conserved in ADAR molecules, where mutations in such 

location can cause decrease in editing efficiency[2]. Overall, region 1 of the ADAR2 

deaminase domain is critical for efficient deamination of most substrates, with all contacts to 

the target strand contributing to the stabilisation of the ADAR2 reaction core and the successful 

intercalation of the flipped adenosine.  

Several previous articles suggested that ADAR2 molecule prefer to edit adenosine with 5’ 

nearest-neighbour U or A and 3’ nearest-neighbour G (5’-UAG-3’)[37, 49, 69, 73]. With X-

crystal structure study, this preference can be explained at a molecular level. The preference 

for a 5’-nearest-neighbour U or A (at the -1 position) is influenced by the spatial arrangement 

within the ADAR2 molecule, particularly the interaction of residue G489. This residue G489 

would clash with a 5’ nearest-neighbour G or C, which would destabilize the reaction structure. 
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Substituting a U/A with G/C at this position leads to a significant reduction in editing efficiency, 

by approximately 80%[2]. Furthermore, the residues 486-491 loop penetration also contributes 

to the 5’-nearest-neighbour-U preference[2]. Moreover, the S486 will also form H-bonds with 

2’-hydroxyl group of the 3’-nearest-neighbour G (+1 position) and the +2 position nucleotide 

to stabilise the reaction structure[2, 4]. Replacing 3’ G (+1 position) with other nucleotides will 

partially decrease ADAR editing efficiency[2]. This illustrates how specific nucleotide 

sequences adjacent to the target adenosine are crucial not just for binding affinity but also for 

the structural integrity and effectiveness of the editing mechanism. 

Region 2 of the ADAR deaminase domain plays a critical role in stabilising the interaction 

with the RNA substrate by engaging with the adjacent major groove directed 3’ to the editing 

site[4]. This deaminase region covers 20 bp of RNA, which required stable dsRNA helix (less 

mis-pairing)[4]. Key interactions within this region involve two specific loops located near 

residues R348 and K594. These loops interact with the RNA strand at the +6 and +7 positions 

in the complementary strand, 3’ of the editing site. Notably, the charged side chain of K594 is 

strategically inserted into this major groove, playing a vital role in stabilising the RNA structure 

at these positions[4]. These detailed molecular interactions within Region 2 are integral for the 

proper function of ADAR, as they help to maintain the necessary structural integrity of the 

RNA during the editing process. This ensures that only the correct adenosines are targeted and 

modified, which is vital for the biological outcomes of RNA editing. 

Region 3 of the ADAR deaminase domain interacts with the adjacent major groove that is 5’ 

directed to the editing site[4]. Besides the critical residues, other residues have relatively more 

flexible sequences, which may contribute to the flexibility of dsRNA structure with different 

sequences[4]. A key structural component within this region is the 454-477 loop, which 

intercalates into the dsRNA helix, thereby stabilising the ADAR-dsRNA complex[2]. The 

intercalation of this loop not only stabilizes the complex but also introduces a kink in the 

dsRNA helix. This distortion can potentially affect interactions within the region 5’ to the 

editing site, influencing the overall dynamics of RNA editing[74, 75]. The 454-477 loop is 

disordered before binding dsRNA substrate and only functional after dsRNA substrates are 

recruited[70]. In terms of molecular interactions, Region 3 forms hydrogen bonds and salt 

bridges with the phosphate backbone of both strands, spanning from -4 to -11 base pairs relative 

to the editing site. This region consists of residues 454 to 479, and some residues are highly 
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conserved across different species, reflecting their functional importance. The sequence 

between residues R470 and Q479, in particular, shows higher similarity across species, 

indicating its critical role in the enzyme’s activity[2, 4]. This residue conservation suggests a 

functional importance of this region and ensures the adaptation against alternative substrates 

with different 5’ spatial structures. The side chains of R470, R474, and R477 make contacts 

with the phosphates of -6 and -4 nucleotides on the complementary strand, while K475 binds 

the phosphates of -9 and -10 nucleotides, and H471 binds the phosphate of the -11 

nucleotide[4]. 

As it is mentioned above, the bio-chemical studies of deaminase domain of ADAR are mostly 

based on the studies on ADAR2. Although ADAR1 has not been studied as the same level of 

structural detail, research has identified significant features and differences between ADAR1 

and ADAR2. For instance, residue E1008 in ADAR1, corresponding to E488 in ADAR2, is 

implicated in the base-flipping mechanism essential for RNA editing[76], which the E1008 is 

flanked with two glycine (G) including G1007[76]. The G1007R mutation of ADAR1 is found 

relating to severe diseases like Aicardi-Goutieres Syndrome (AGS) and Dyschromatosis 

Symmetrica Hereditaria (DSH) because this mutation makes ADAR1 catalytically inactive[77, 

78]. Moreover, the mutated ADAR1 becomes a competitive inhibitor of wild-type ADAR1[77, 

78]. If E1008 is mutated into a large, polar residue like glutamic acid (E), glutamine (Q), 

arginine (R), histidine (H) and lysine (K), the catalytic function of ADAR1 can be still 

maintained[76]. Interestingly, some E1008 mutations can lead to increased catalytic efficiency 

to some specific substrates[76]. Conversely, the catalytic function of ADAR1 can be still 

maintained if G1007 is mutated into a small, non-polar residue like alanine (A), glycine (G) 

and valine (V)[76]. But G1007R mutation leads to catalytically inactive ADAR1, which leads 

to Aicardi-Goutières syndrome (AGS) and dyschromatosis symmetrica hereditaria (DSH)[76]. 

Interestingly, wild-type ADAR1 doesn’t edit A-G mismatch efficiently[41, 71], but E1008R 

mutation provide a better editing efficiency against A-G mismatch. Further quantitative 

experiments have revealed that mutations E1008Q and E1008H result in higher catalytic 

activity compared to the wild-type, suggesting potential positive regulatory mechanisms of 

ADAR1 under specific conditions or even disorders[76]. Moreover, mutations within the 

ADAR coding sequences have been shown to both decrease and enhance ADAR's editing 

capacity, implying the existence of intricate regulatory mechanisms. In term of editing 

efficiency, the editing capability of ADAR1L is significantly higher than ADAR1S[79], 
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whereas ADAR1 deaminase domain is more active than ADAR2 deaminase domain[80]. 

Additionally, ADAR2 seems to have a more accurate editing site selectivity compared with 

ADAR1 selectivity making ADAR1 editing is more random than ADAR2 editing[41]. The 

homolog of ADAR2 454-477 loop sequence is different between ADAR1 and ADAR2, which 

might contribute to the different substrate selectivity between ADAR1 and ADAR2[2]. 

Comparative studies across species have shown that in Region 1, residues E488, R481, T490, 

S495, and R510 are highly conserved between ADAR1 and ADAR2[2]. Similarly, in Region 

2, residue K594 is conserved[2]. However, Region 3 displays significant differences; 

ADAR1’s 5’ binding loop is longer, contains fewer basic residues, and includes a conserved 

phenylalanine (F), which contrasts with ADAR2 interaction within the major groove[2]. These 

observations suggest that the variations in Region 3 could account for the differences in 

substrate preferences between ADAR1 and ADAR2[4]. Furthermore, the editing activities of 

ADAR1 and ADAR2 are not always directly correlated with their expression levels, indicating 

variations in chemical editing efficiencies or the influence of post-transcriptional/translational 

regulatory mechanisms[81-83]. 

1.3.4. The R-domain of ADAR gene and their contribution to substrate selection 

The structural characteristics of ADAR3 is less studied compared to those of ADAR1 and 

ADAR2. Unique from ADAR1 and ADAR2, ADAR3 possesses an Arginine (R)-rich single-

stranded RNA (ssRNA) binding domain, referred to as the R-domain, located near its N-

terminus[84]. However, the specific cellular functions of the R-domain and the molecular 

mechanisms by which it recruits ssRNA remain largely undefined due to the limited research 

on ADAR3. Given that ADAR3 expression is predominantly in brain and that it uniquely 

contains a functional R-domain within the ADAR family, it raises important questions about 

whether this domain confers specialised substrate selectivity and plays a distinct role in neural 

activities[14, 84]. 

Interestingly, a structure similar to the R-domain of ADAR3 has been identified in ADAR2, 

specifically within exon 1 at the 5' end, suggesting a new variant of ADAR2, here referred to 

as ADAR2R (not an official name)[14]. This R-domain is highly conserved across several 

species, including humans, mice, and rats[116], and functions as the 5' UTR in the predominant 
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ADAR2 isoform[85]. Expression of ADAR2R varies across different tissues and is notably 

enriched in the hippocampus and colon, possibly due to a distinct promoter or alternative 

splicing mechanisms within ADAR2 pre-mRNAs[85]. Moreover, ADAR2R does not appear 

to be regulated by interferon, suggesting it may not play a significant role in virus 

infections[85]. Moreover, overexpression of ADAR2R does not seem to alter the general 

adenosine deaminase activity, indicating that the R-domain in ADAR2R might not 

significantly influence substrate selection[85]. 
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1.4. The ADAT gene domain structures and their functionalities 

The molecular structures and mechanisms of ADATs are less understood compared to those of 

ADARs, with only the deaminase domain clearly identified in ADATs to date. Furthermore, 

ADAT2 and ADAT3 are known for their ability to modify the anticodon of tRNA, which has 

more pronounced biological implications compared to ADAT1. Consequently, ADAT1 has not 

been as extensively studied as ADAT2 and ADAT3. 

1.4.1. The deaminase domain of ADAT gene responsible for adenosine 

deamination on tRNA and substrate selections 

The catalytic deaminase domain of ADAT1 is actually closely related to the ADAR catalytic 

domain, differing significantly from ADAT2 or ADAT3 because their deaminase domain is 

evolutionally related to cytidine deaminases[15]. Generally, the biochemical reaction of A-to-

I editing mediated by ADATs is believed to be similar to that of ADARs, relying on a base-

flipping mechanism that flips out and exposes the adenosine for editing. Unlike ADARs, 

however, the editing activity of ADATs is heavily dependent on the dimerisation of ADAT 

molecules. In contrast to ADAT2 and ADAT3, ADAT1 typically forms homodimers, whereas 

ADAT2 primarily dimerises with ADAT3. The C-terminus of ADAT2 interacts with the N-

terminal domain of ADAT3 through protein-protein interactions, which forms a tRNA-binding 

surface[86]. This tRNA binding surface of ADAT dimers will wrap around the flipped A34 

and deaminate it into I34[86]. Because ADAT2/3 dimers recognise A34 substrates mainly by 

conformational structural features, which is believed as not sequence-specific[86-89]. 

Consequently, ADAT2/3 exhibit different preferences for various tRNA substrates, influenced 

by the distinct conformational structures of these tRNA molecules[87]. An adenosine at the 

34th position of the tRNA can alter the anticodon’s structural conformation, disrupting the 

hydrogen bond between U33 and the phosphate of nucleotide 36, which stabilizes the U-turn 

conformation of the tRNA anticodon stem-loop (ASL)[36, 90]. This disruption leads to 

significant structural distortion, causing the adenosine to flip out and become accessible for 

deamination by ADAT2/3 heterodimers[89]. Interestingly, studies have shown that tRNA 
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substrates with a purine (either cytosine or uracil) at the 35th position are the most favourable 

substrates for ADAT editing[88, 91]. 

Moreover, ADAT2/3 dimers extend their functional interaction beyond the tRNA anticodon 

stem-loop; they also competitively bind to the acceptor stem of tRNA[87]. This capability 

allows ADAT2/3 to potentially edit precursor tRNA both before and after tRNA maturation[88, 

92]. But the efficiency of ADAT editing varies with different tRNAs, which exhibit distinct 

sequence signatures. Furthermore, ADAT2/3 dimers demonstrate higher editing efficiency in 

tRNA fragments that lack the 3’ CCA end[87]. The 3’ CCA end is essential for the charging 

of pre-mature tRNA with amino acids by Amino-acyl tRNA Synthetase (aaRS)[93], 

highlighting the complex interplay between tRNA maturation processes and the editing 

activities of ADAT2/3. 
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1.5. The dimerisation of ADAR and ADAT genes and the 
subsequential impacts on RNA editing 

As previously mentioned, dimerisation is crucial for the editing functionality of ADATs. 

However, this phenomenon is not exclusive to ADATs, and it is also observed in ADARs, 

which requires further discussion to elucidate its potential impacts on biological functions. 

Understanding the role of dimerisation in these enzyme families could reveal new insights into 

their regulatory mechanisms and the broader implications for RNA editing and cellular 

processes. 

Dimerisation plays a critical role in the functionality of both ADARs and ADATs, where these 

enzymes predominantly form multimers, usually as dimers, within the cell. Similar 

phenomenon is also observed with other molecules having editing functions such as 

apolipoprotein B mRNA editing enzyme, catalytic polypeptide, or APOBEC, for dC-to-dU 

editing, which won’t be discussed here[94-100] (Appendix 4).  

1.5.1. The dimerisation of ADAR genes 

ADAR1 and ADAR2 are known to form homodimers within cells, primarily within the nucleus, 

through protein-protein affinity (ADAR1-ADAR1 homodimers and ADAR2-ADAR2 

homodimer)[101-104]. This phenomenon is also reported in other species that possess genes 

encoding ADAR enzymes. Interestingly, it has also been documented that ADAR1 and 

ADAR2 can form heterodimers (ADAR1-ADAR2 heterodimers), but ADAR3 cannot form any 

dimers and ADAR3 remains catalytically inactive[103, 105]. This inability to dimerise may 

contribute to ADAR3’s deamination incapacity, alongside the destabilised reaction core caused 

by the A510 residue. However, there are reports suggesting that ADAR3 can form homodimers 

specifically within the brain, hinting at a specialised regulatory function of ADAR3 in neural 

contexts[105]. The dimerisation of ADAR is RNA independent, but only with bound RNA, the 

ADAR dimers can be translocated into nucleus[103, 106]. The dimerisation interface structure 

is highly conserved, and mutations in the corresponding coding sequences can lead to failure 

in forming dimers or imperfect dimerisation, resulting in a loss of deamination capacity[101]. 

It has been proven that the editing capacity of ADARs is maintained only if dimerisation is 
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unaffected and the dsRNA binding capability of ADAR1 and ADAR2 remains intact[107]. 

Interestingly, while both dimerisation and dsRNA binding are essential for ADAR editing 

activity, these functions are separate and do not interfere with each other[107]. Moreover, 

variations in dimerisation outcomes and efficiency do not appear to be the cause of the differing 

editing efficiencies observed among various ADARs[28]. 

In the double-stranded RNA binding domains (dsRBDs) of ADAR proteins, there exists a 

specific motif known as the KKxxK motif, which is essential for binding to the major groove 

of dsRNA[108, 109]. Mutations within the KKxxK motif in dsRBDs result in a loss of 

capability for both binding dsRNA substrates and catalysing deamination reactions[107]. 

Dimers of KKxxK-mutated ADAR2 and hybrid of KKxxK-mutated ADAR2 with wild-type 

ADAR2 both lost the editing activity[107]. Interestingly, the mutation in deaminase-critical 

residue E396 doesn’t affect the editing activity of mutated/wild-type hybrid dimer (E396/WT), 

but KKxxK-mutated hybrid does. This suggests that dsRNA may be bound by one dsRBD 

from each ADAR monomer within a dimer, with the deamination reaction being catalysed by 

one of the deaminase domains[107]. Furthermore, heterodimers comprising a mutated 

monomer (with a mutated deaminase domain that lacks deaminating capacity) paired with a 

wild-type monomer show significantly reduced editing capacity[105].    

1.5.2. The dimerisation formation of ADAT genes 

As it mentioned above, the ADAT1 forms homodimers and ADAT2 and ADAT3 form 

heterodimers in general. The ADAT1 homodimers turn itself into catalytically active form 

whereas the ADAT2 and ADAT3 form heterodimers with each other to create catalytically 

active form[34, 110]. Therefore, the dimerisations of ADATs are crucial for their editing 

capacity. Within the ADAT2/3 heterodimers, ADAT2 serves as the catalytic subunit, while 

ADAT3 remains catalytically inactive, regardless of its dimerisation status[91, 110]. ADAT3 

is catalytically inactive because the essential catalytic glutamate residue (E) is absent in the 

ADAT3 deaminase domain. This residue is crucial for mediating proton transfer during the 

deamination reaction[91, 110]. Despite its catalytic inactivity, ADAT3 still plays a significant 

role in recognising tRNA substrates. Both ADAT2 and ADAT3 are necessary for maintaining 
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the catalytic function of the ADAT2/3 heterodimers, highlighting the importance of their 

collaborative interaction in the editing process[110]. 
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1.6. Intracellular localisation of ADAR and ADAT genes affect 
substrate selections of RNA editing      

Having reviewed the molecular structures, domain characteristics, and dimerisation activities, 

we have addressed the mechanisms through how RNA is edited. The next critical question is 

to explore where RNA editing occurs. Understanding the specific cellular locations of RNA 

editing catalysed by ADARs and ADATs is essential for further elucidating how these 

modifications impact various cellular processes. Figure 5 shows the intracellular localisation 

enrichment of members in ADAR or ADAT family, which is acquired from GeneCard 

database[1], which is based on predictions of confidence levels generated from 

COMPARTMENTS database[111]. 

Figure 5. Intracellular localisation enrichment of ADARs and ADATs. All the members in ADAR and 
ADAT families are shown including ADAR1, ADAR2, ADAR3, ADAT1, ADAT2, ADAT3. The data 
is inherited from GeneCard database[1]. The confidence levels demonstrated is the metrics score
generated the predictions indicating how reliable is the protein presented in the subcellular location.
These scores are derived from multiple sources, including experimental data, text mining, and 
computational predictions. 
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1.6.1. Localisation and transport of ADAR genes and subsequential impacts on 

substrate selections 

As previously noted, ADAR1L is found in both the cytoplasm and the nucleus, whereas 

ADAR1S predominantly resides in the nucleus, each employing distinct mechanisms for 

shuttling across the nuclear membrane[20, 112]. This difference is due to ADAR1L possessing 

a functional Nuclear export signal (NES, leucine-rich) but ADAR1S does not[113, 114]. 

Consequently, ADAR1L can more readily traverse the nuclear membrane, often in conjunction 

with other accessory proteins[113]. Both ADAR1L and ADAR1S are capable of transport 

between the nucleus and cytoplasm, though they utilise different molecular mechanisms to 

achieve it[112, 114, 115]. Notably, an enhanced exportin 1 (XPO1) dependent NES is 

identified in ADAR1L but is absent in ADAR1S, and this NES overlaps with the first z-DNA 

binding domain[114]. XPO1 and Ran-GTP (RAs-related Nuclear protein bound with 

guanosine triphosphate) interact with ADAR1L NES to form a complex facilitating ADAR1L 

transporting into cytoplasm[113]. Additionally, the binding between XPO1 and NES interferes 

the binding of Transportin 1 (TRN1) into Nuclear localisation signal (NLS) located inside the 

third dsRBD[114]. Binding of other factors to the first dsRBD can also interfere with the 

TRN1-NLS interaction[114]. Therefore, RNA substrates binding to either dsRBD1 or dsRBD3 

can interfere with the translocation and accumulation of ADAR1 within the cell[114]. 

Although RNA binding is not required for the NLS activity of dsRBD3, it is essential for the 

cytoplasmic accumulation mediated by dsRBD1[114]. The cytoplasmic localisation induced 

by dsRBD1 might depend on a common RNA bound by both dsRBD1 and dsRBD3, where the 

RNA binding masks the NLS within dsRBD3[114]. Interestingly, while many nucleus-

cytoplasm shuttling proteins are transcription-dependent, the shuttling of ADAR1L is 

transcription-independent[114, 116, 117]. A leucine-zipper-like structure is identified within 

the deaminase domain interfering nucleus-cytoplasm transportation, which may be responsible 

to dimerisation[114].   

Both ADAR1L and ADAR1S possess a nuclear localisation signal (NLS), essential for their 

import into the nucleus from the cytoplasm[113]. The NLS of ADAR1L and ADAR1S overlaps 

the third dsRBD, and the third dsRBD, which plays a crucial role in regulating the nuclear 

import of ADAR[118]. Notably, ADAR1L is equipped with more than one NLS, though the 
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implications of this redundancy remain unclear (i.e. extra capability to shuttle across nuclear 

membrane)[113]. The translocation of ADAR proteins between cellular compartments is a 

potential regulatory mechanism, as the location of ADAR within the cell influences its 

substrate interactions. For instance, pre-mRNA is typically edited in the nucleus, whereas 

mature mRNA is mostly edited in the cytoplasm[113]. This suggests that the cellular 

distribution of ADARs is strategically significant, potentially affecting the scope and 

specificity of RNA editing. However, it has been suggested that ADAR molecules must be 

unbound to RNA to traverse the nuclear membrane, as RNA-bound dsRBDs can interfere with 

the recruitment of essential transport proteins like TRN1 and XPO5 (Exportin-5)[115]. TRN1, 

in particular, binds to the NLS and mediates a Ran-GTP-dependent import mechanism that 

facilitates the translocation of ADAR1 into the nucleus[115]. 

When it comes to ADAR2, it predominantly accumulates in the nucleolus within the 

nucleus[112]. Unlike ADAR1, ADAR2 lacks a nuclear export signal (NES) but possesses a 

non-canonical nuclear localisation signal (NLS) located between residues 75 and 132[112]. 

Consequently, both ADAR1 and ADAR2 are dynamically involved in continuous movement 

in and out of the nucleolus[112]. Although ADAR1 and ADAR2 localise to the nucleolus, they 

engage with RNA substrates primarily in the nucleoplasm, not within the nucleolus. This 

suggests that the nucleolus serves more as a transient storage location, with ADAR1 and 

ADAR2 shuttling dynamically in and out[112]. This shuttling movement of ADAR2 is 

influenced by its capacity to bind ribosomal RNA (rRNA), which can enhance the ability of 

ADAR2 to edit substrates within the nucleus[106]. Thus, the nucleolus appears to function as 

a temporary site for functional sequestration of ADAR2, potentially regulating its editing 

activity by modulating its shuttling between the nucleolus and nucleoplasm. 

Similar to ADAR2, ADAR3 predominantly accumulates inside the nucleus[119]. ADAR3 

contains a functional NLS that overlaps with its arginine-rich R-domain, and Karyopherin 

Subunit Alpha 2 (KPNA2) can bind to this NLS, facilitating the entry of ADAR3 into the 

nucleus[119]. Interestingly, a similar NLS is also identified in ADAR2R, a variant of 

ADAR2[119], thus it may has the similar localisation of ADAR2.      
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1.7. Substrates selections of ADAR and ADAT proteins 

Now that we have elucidated the mechanisms underlying the deamination reaction, the next 

important question will be, where does the deamination happen. In another word, what types 

of substrates (RNA) are susceptible to editing by ADARs and ADATs. 

1.7.1. Substrates selection of ADAR proteins 

ADAR recognising substrates is initiated through molecular attraction of the RNA spatial 

structure, which initially must be A-form helix double-stranded RNA (dsRNA) (hint. dsDNA 

structure is a B-form helix instead, Appendix 2)[2, 120, 121]. Regarding this property of 

ADAR recognition, spatial changes of RNA structures caused by RNA sequences alterations 

will eventually either enhancing or diminishing ADAR recognition and editing efficiency at 

certain levels[40, 122, 123]. Consequently, RNA molecules featuring structural elements such 

as hairpins, bulges, and loops are more attractive to ADAR binding and subsequent editing[40, 

49, 122-124] (Figure 6). It follows that ADARs prefer to edit relatively longer RNA molecules, 

which typically contain more potential binding-facilitating structures[4, 48, 122, 123]. When 

it comes to shorter length limits, a small molecule like a 15-bp dsRNA stem with a single base 

mis-match is already sufficient for ADAR binding and editing if the ADAR molecules accept 

its spatial structure[48]. Therefore, ADARs have the capacity to edit adenosines in various 

RNA molecules beyond mRNA or pre-mRNA, provided these substrates possess the preferred 

spatial structures. Indeed, significant impacts of ADAR editing on miRNA biology have been 

documented, including the editing of miRNA or pre-miRNA (i.e. pri-mir-142)[4, 123]. This 

highlights the fact that ADAR recognises substrates purely on spatial structure affinity towards 

RNA molecules, indicating a preference for certain sequences, though not to the extent of 

sequence-specificity seen in mechanisms like the CRISPR-Cas9 small-guided RNA system. 
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If the double-stranded structures are favoured by ADARs, this means that the adenosine being 

edited will pair up with another nucleotide when forming double-stranded structures. Notably, 

adenosine is more readily edited in the presence of mismatches against the target nucleotide. 

The nature of these mismatches, specifically their position and type, plays a critical role in 

determining the efficiency of adenosine editing. For instance, adenosine paired with cytosine 

(A-C mismatch) exhibits the highest editing efficiency among mismatch types[2, 48]. Analysis 

of sites that undergo extensive editing reveals that the optimal configuration for editing 

typically involves a 5’-UAG-3’ sequence with an A-C mismatch at the editing site, flanked by 

at least eight base pairs on the 5’ side[4]. Differences in molecular structure among various 

ADAR isoforms lead to distinct preferences for the spatial structure of dsRNA substrates. 

Consequently, ADAR1L, ADAR1S, and ADAR2 each exhibit unique substrate 

preferences[49, 120, 123, 125]. Notably, the overlap of ADAR1L, ADAR1S, ADAR2 targeted 

substrates is minimal, where ADAR1 and ADAR2 substrates range is clearly divided[125, 

126]. Studies on RNA editing events reveal that ADAR1S and ADAR2 tend to dominate the 

editing landscape, while ADAR1L is less dominant, suggesting that ADAR1L functions more 

Figure 6. ADAR editing RNA substrates. ADAR prefers RNA molecules with secondary structures 
such as double-stranded features like bulges, hairpins etc. The adenosine/A is deaminated and converted 
into the inosine/I.  
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as an inducible protein, requiring regulatory activation by cytokines such as interferons 

(IFN)[125, 126]. In contrast, the catalytically inactive ADAR3 primarily acts as a negative 

regulator of ADAR2 by competing for the same substrates, given their similar substrate 

preferences[29]. This dynamic interplay among ADAR members implies the complexity of 

RNA editing mechanisms and their regulation within cellular processes. 

Interestingly, ADAR2 exhibits a particular behaviour known as self-editing, where it can edit 

its own mRNA transcripts[28]. This process, termed ADAR2 self-editing, can influence the 

alternative splicing of its transcripts. Multiple self-editing sites on ADAR2 transcripts are 

identified, but most of those editing creates nonsense transcripts disrupting transcripts’ normal 

function, which will be quickly degraded through nonsense-mediated decay (nonsense 

transcripts deletion mediated by UPFs)[17]. The implications and regulatory mechanisms of 

this sub-dominant and sub-optimal isoform of ADAR2 remain unclear. However, its 

expression level has been observed to increase slightly during neuronal development, 

suggesting that self-editing may serve as a potential regulatory mechanism modulating ADAR2 

function[28]. Unlike ADAR2, no self-editing events have been identified for ADAR1 yet, nor 

for the enzymatically inactive ADAR3[17]. 

The mRNA containing inosine after a deamination reaction remains fully functional and is 

presented on translating ribosomes, which later get translated into polypeptides[127]. Thus, A-

to-I editing primarily alters RNA function based on sequence alterations. ADAR is verified 

capable of binding and editing more adenosines on the inosine-containing post-edited RNA, 

demonstrating that inosines do not inhibit subsequent A-to-I editing events[40]. Moreover, the 

increased inosine composition in mRNAs potentially alter their structural stability by 

decreasing A-C mismatch compositions[128]. Inosine within edited transcripts can distort 

mRNA secondary structures, which may prevent miRNA binding or affect the accessibility of 

other regulatory molecules[129]. Additionally, hyper-edited mRNA containing multiple 

consecutive I-U base pairs can be cleaved by a subunit of the RNA-induced silencing complex 

(RISC), although the biological consequences of this cleavage are not fully understood[130]. 

Furthermore, A-to-I editing are not the only one simple RNA modification, and it is beneficial 

to understand how ADAR editing correlate to other RNA modifications. For instance, ADARs 

are known to struggle with editing transcripts containing N6-methyladenosine (m6A), which 

are adenosines methylated by a large m6A methyltransferase complex[131, 132]. Surprisingly, 
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despite being difficult substrates, N6-methyladenosines in mRNA are still editable by ADAR, 

albeit at a significantly reduced rate of approximately 2% compared to normal 

adenosines[133]. N6-methyladenosine also plays an important role in virus infection and virus-

related cellular regulations, such as those involving the PKR associated pathway[134]. 

Moreover, other synthetic adenosine analogs such as 8-azanebularine, thieno[3,4-d]-6-

aminopyrimidine ((th)A), 2’-deoxyadenosine and 2’-deoxy-2’-fluoroadenosine have been 

shown to be editable, though their editing rates vary compared to traditional adenosine[65, 133, 

135, 136]. This suggests that inosines in edited RNAs could have more profound biological 

functions than previously appreciated. 

For a comprehensive discussion of substrate selection by ADAR enzymes, I have compiled a 

detailed summary of the potential editing substrates in human cells alongside their possible 

biological outcomes (Figure 7). This overview is designed to provide readers with a clearer, 

more integral understanding of ADAR editing impacts of ADAR editing. The identified 

substrates include: 1) mRNA exons. Editing within exons can lead to amino acid substitutions 

in the encoded proteins. If these substitutions are non-synonymous, they might alter protein 

function or lead to protein misfolding and subsequent functional disruption; 2) mRNA intron-

exon junctions. Editing at these junctions can interfere with normal splicing mechanisms, 

potentially resulting in alternative splicing errors or the creation of novel isoforms with distinct 

functions; 3) 5’ or 3’ UTRs of mRNA or pre-mRNA. Editing in these untranslated regions can 

modify the regulatory sequences that control mRNA stability, localisation, or translational 

efficiency. Such alterations may affect the binding sites for miRNAs or other regulatory 

molecules, leading to changes in gene expression; 4) miRNA. Editing of miRNAs can affect 

their maturation process, alter their target specificity, or disrupt their regulatory capacity, which 

can have broad implications for cellular gene regulation networks. 
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Figure 7. Possible outcomes of A-to-I editing on host’s transcript. Four conditions are listed, which are 
(A) editing on mRNA exon, (B) editing on mRNA intron-exon junction, (C) editing on mRNA 5’ or 3’ 
UTR, and (D) editing on miRNA.
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To better understand ADAR-mediated RNA editing in the context of viral infections, I have 

also compiled a summary of potential editing events on virus-originated substrates, alongside 

their anticipated outcomes (Figure 8). This analysis extends the findings from host substrate 

editing to include viral RNA, providing a broader perspective on how ADAR activity may 

influence viral pathogenesis and host-virus interactions. The editing on viral RNA includes: 1) 

viral mRNA exons. Editing within these regions can result in amino acid substitutions in viral 

proteins. If these mutations are non-synonymous, they might lead to functional changes in the 

viral proteins or potentially cause protein misfolding, which can impact the viral ability to 

Figure 8. Possible outcomes of A-to-I editing on viral transcript. Three conditions are listed, which are 
(A) editing on viral coding mRNA, (B) editing on host’s miRNA, (C) editing on viral mRNA 5’ or 3’ 
UTR (predicted) and other UTR region. The editing on viral UTR can cause other outcomes according 
to the regional functions.
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replicate or interact with host cells effectively; 2) 5’ or 3’ UTRs of viral mRNA or pre-mRNA. 

Editing in these untranslated regions of viral genomes may alter sequences that are crucial for 

the virus life cycle, such as those involved in mRNA stability and translation. Modifications 

here can affect the interaction of viral RNAs with host miRNAs, potentially disrupting normal 

viral gene expression and evasion strategies; 3) host miRNA targeting viral transcripts: Editing 

of host miRNAs that target viral RNA can change the specificity and efficiency of these 

miRNAs. Such alterations might lead to changes in the regulation of viral transcripts, impacting 

viral replication and the host’s antiviral response. Additionally, editing could cause errors in 

miRNA maturation, further influencing the host’s capacity to regulate virus-associated gene 

expression. 

1.7.2. Functional consequences of tRNA editing by ADAT protein 

While ADAR editing has been extensively studied, the ADAT editing mechanism remains less 

understood. To date, the only confirmed A-to-I editing event by ADAT1 is the deamination of 

adenosine 37 (A37) in eukaryotic tRNAAla
AGC to inosine (I37)[15]. The post-edited I37 is 

subsequently methylated to m1I37 by tRNA methyltransferase 5 (TRMT5), which methylated 

inosine diminishes the impacts on tRNA stability caused by ADAT1 editing[15, 92, 137] 

(Figure 9.A). However, no significant biological impacts on cellular activities are found with 

either ADAT1 editing A37 into I37 and TRMT5 methylating I37 into m1I37 until now[35]. 

To date, the major research focus of ADAT gene is on ADAT2 and ADAT3 due to their distinct 

editing outcomes on tRNA. ADAT2 and ADAT3 primarily convert adenosine 34 (A34), the 

wobble position of the tRNA anticodon, into inosine (I34)[15, 35]. Unlike I37 being methylated 

into m1I37, post-edited I34 is not subsequently methylated and remains biologically functional. 

The conversion of A34 to I34 enhances tRNA’s pairing flexibility during translation other than 

traditional Watson-Crick A-U pairing, allowing it to form base pairs with uracil (U), adenosine 

(A), or cytosine (C) on the mRNA codon’s third nucleotide (3rd nt, wobble position), resulting 

in I-U, I-A, and I-C pairings, respectively[34-36] (Figure 9.B). However, I-A pairing is 

relatively inefficient compared to I-U and I-C pairings[91]. This increased pairing flexibility 

of I34 significantly counters the redundancies of synonymous codons during translation[89]. 

Additionally, previous studies shown that knockdown of ADAT2 or ADAT3 will significantly 
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lower I34-tRNA level for all potential substrates, but it does not lead to cellular lethality[92]. 

And the knockout of ADAT2 will lead to cellular lethality, but not ADAT3, which proves 

ADAT2 is an essential gene[92].   

Figure 9. Schematic drawing of ADAT editing on tRNA substrates. (A) Editing of ADAT1 homodimer 
converts the 37th adenosine/A into inosine/I on tRNA substrates. The inosine/I is later methylated, 
maintaining the tRNA structure. (B) Editing of ADAT2 and ADAT3 heterodimer converts the 34th

(wobble position) adenosine/A into inosine/I on tRNA substrates. The inosine/I is able to pair up with 
uracil/U, adenosine/A, or cytosine/C, which increase the flexibility in decoding. 
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According to previous studies, human ADAT2 and ADAT3 are proven to edit A34 of total 

eight tRNAs: tRNAThr
AGU, tRNAAla

AGC, tRNAPro
AGG, tRNASer

AGA, tRNALeu
AAG, tRNAIle

AAU, 

tRNAVal
AAC, tRNAArg

ACG[87, 89, 92, 138]. This editing endows these tRNAs with enhanced 

decoding capacities during mRNA translation, allowing the inosine at the wobble position to 

pair with C, A, and U. The corresponding 8 amino acids including Threonine (Thr/T), Alanine 

(Ala/A), Proline (Pro/P), Serine (Ser/S), Leucine (Leu/L), Isoleucine (Ile/I) and Valine (Val/V) 

are ADAT-related amino acids, which will be further investigated on later research. Those 

eight amino acids are sometimes notated as TAPSLIVR. Interestingly, ADAT2 and ADAT3 

are found incapable to edit tRNAGly
ACC, which tRNAGly

ACC is absent in eukaryotic genomes 

and tRNAGly
GCC is most abundant tRNAGly iso-acceptor in human[89]. To be accurate, ADAT2 

and ADAT3 can bind tRNAGly
ACC but cannot deaminase it because structural feature of 

tRNAGly is incompatible with I34 causing significant structural instability[89]. Surprisingly, 

other tRNAs with G34 are often either absent of corresponding coding genes in human 

genomes or very low in expression level[92]. Thus, this raises an intriguing question whether 

only edited I34-containing tRNA can theoretically decode codons with cytosine (C) in 3rd 

position. 

To provide a comprehensive overview of ADAT2/3 editing outcomes, I highlighted the ADAT 

affected codons in codon table (Figure 10). Additionally, I have included data of the predicted 

tRNA gene count and the expression levels of corresponding mature tRNAs for each codon. 

The predicted tRNA gene count was derived from the GtRNAdb database, based on tRNAscan-

SE analysis of the complete human genome (Homo sapiens GRCh38/hg38)[138]. The 

expression levels of mature tRNAs were obtained from a previously published study that 

determined the abundances of mature tRNAs in human HEK293 cells using a novel RNAseq-

based method[139]. Before being assigned to their respective codons, the expression levels of 

different tRNA iso-acceptors were summed for corresponding codons.  
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According to the codon table, the eight ADAT2/3-editable tRNAs do not lead to amino acid 

substitutions nor the creation of start/stop codons, suggesting that the primary function of I34-

containing tRNAs is to decode synonymous codons. Research has confirmed that I34-

containing tRNAs can enhance the decoding efficiency of translation[91, 140, 141]. However, 

the impact of this enhancement still depends on the abundance of these edited tRNAs, or their 

corresponding mature tRNA levels[142]. For instance, ADAT2/3-editable tRNAAla
AGC 

represents approximately 68% of the total tRNAAla pool[142]. Additionally, unedited tRNAs 

(containing A34 not I34) are found to be less efficiently charged with their cognate amino 

acids[91]. The tRNA modification, which increases decoding capability of modified tRNAs, is 

predicted positively selected during evolution, because ADAT2/3 editable codons are 

relatively enriched in eukaryotic codon pool[142, 143]. Therefore, the abundance of ADAT2/3-

editable tRNAs' preferred codons suggest a mechanism for translational control, where the 

translational efficiency of genes enriched with such codons could be regulated by modulating 

Figure 10. Codon table with human tRNA supplies and ADAT editing relations. The predicted tRNA 
gene counts and the mature tRNA RNAseq read counts in HEK293 are provided, which are both from 
previous publications. The predicted tRNA gene counts is from GtRNAdb database, which is computed 
with tRNAscan-SE tool. The mature tRNA RNAseq read counts are from raw data of previous 
publication regarding tRNA sequencing methods. The ADAT relations of the codons are also shown 
including ADAT suppress (red) and ADAT benefit (blue). ADAT benefit codons are the codons that 
have more decoding tRNAs under ADAT expression, whereas ADAT suppress codons are the codons
that have less decoding tRNAs under ADAT expression. 



- 42 -

ADAT2 and ADAR3 expression levels, thus influencing the abundance of edited or enhanced 

decoding tRNAs. From an amino-acid-wise perspective, the proteins enriched with highly 

enriched in TAPSLIVR amino acids, which are amino acids corresponding to ADAT2/3-

editable codons, can benefit from ADAT2/3 editing increasing their synthesis efficiency[140, 

143]. Surprisingly, eukaryotic proteomes are significantly abundant in TAPSLIVR-rich 

proteins, which also tend to be longer compared to those in other species[143]. This suggests 

that ADAT2/3 editing may have played a significant role in the evolution of eukaryotic 

genomes[142]. In summary, ADAT2 and ADAT3 editing can increase both the efficiency and 

fidelity of translation, unlike ADAT1[91, 142, 143]. However, a reduction in I34-containing 

tRNA levels does not necessarily equate to a significant decrease in translation efficiency or 

biogenesis rates because the overall tRNA expression level might not be decreased. Ultimately, 

the specific contribution of I34-containing tRNAs created by ADAT2/3 editing depends on the 

codon usages of the actual mRNA sequences being translated, whether these are from host or 

viral origins. 

The translation process involving tRNA can be prone to errors when ribosomes decode mRNA 

with tRNA recruitment[144, 145]. One explanation why ADAT2/3 editing does not typically 

introduce errors during translation involves the nature of I34-containing tRNAs. Theoretically, 

the ADAT2/3 edited tRNA could cause mis-decoding due to ribosome-derived errors (i.e. 

tRNAPhe
IAA against Leu(UUG), tRNAHis

IUG against Gln(CAG), tRNACys
ICA against Trp(UGG)) or 

even affect the stop codons decoding (i.e. tRNATyr
IUA against Stop(UAC), tRNACys

ICA against 

Stop(UGA))[34]. The human tRNAome includes a large number of G34-containing tRNA coding 

sequences corresponding to these potentially erroneous codons, but has limited copies of A34-

containing tRNA coding sequences (i.e. 12 copies of tRNAPhe
GAA, 11 copies of tRNAHis

GUG, 

30 copies of tRNACys
GCA, but limited copies number of encoding sequences for tRNAPhe

AAA, 

tRNAHis
AUG, tRNACys

ACA)[34, 138]. There are theoretically seven A34-tRNAs, each associated 

with two-synonymous codon boxes, which could potentially generate translation errors or mis-

decoding after being edited by ADAT2/3: tRNAPhe
AAA, tRNAIle

AAU, tRNAHis
AUG, tRNAAsn

AUU, 

tRNAAsp
AUC, tRNACys

ACC, tRNASer
ACU[146]. Except for tRNAPhe

AAA, all these tRNAs have an 

ADAT2/3-unfavorable pyrimidine at the 35th position, making them poor substrates for ADAT 

editing[34]. Furthermore, the biosynthesis of wybutosine (yW37) on guanosine 37 (G37) by 

TRMT5 is critical for producing stable mature tRNAs with accurate decoding capacity[147]. 

The ADAT2/3 editable tRNAPhe
AAA is a particularly poor substate of TRMT5 compared to 
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tRNAPhe
GAA, making tRNAPhe

AAA very unstable without yW37 and thus incapable of affecting 

the translation process significantly[34, 88, 148-150]. Consequently, I34-containing tRNAs 

that could potentially create errors are unlikely to be present intracellularly in significant 

quantities. This built-in safeguard helps maintain the fidelity of the translation process despite 

the flexibility introduced by ADAT2/3 editing. 
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1.8. Editing on stop codon resulting in alternative viral protein 
isoform 

Research into A-to-I editing in the context of viral infections has intensified recently, largely 

due to two pivotal observations: (1) ADAR1L is upregulated by interferon (IFN) signalling 

and other cellular pathways related to viral infections; (2) ADAR1L targets a broad range of 

RNA substrates, including viral RNA genomes, viral transcripts, and host RNAs implicated in 

viral infections. However, there is still no consensus on the roles of ADAR editing in virus 

infections and virus-host interactions, with ongoing debates about whether ADAR-mediated 

editing serves an antiviral or proviral function. The antiviral perspective argues that ADAR-

induced hypermutations in viral RNA molecules (including genomes and transcripts) disrupt 

the normal biological activities and functionalities of viral genes, thereby impeding viral 

replication and progression. Conversely, the proviral viewpoint argues that hypermutations 

facilitated by ADAR editing increase virus mutation rates, potentially accelerating viral 

evolution and adaptation. These sections will conclude research findings on ADAR editing 

within the context of virus infections to clarify this research field, supporting my later proposed 

research ideas. Because there is currently a lack of research on ADAT editing in the context of 

viral infections, this discussion will primarily focus on summarising findings related to ADAR 

editing. However, the potential for exploring ADAT editing in viral contexts remains a 

promising avenue for future research, highlighting an underexplored area that could yield 

significant insights. 

Regarding the various outcomes that ADAR editing can have on virus infections, one 

particularly intriguing phenomenon is the creation of new viral protein isoforms as a result of 

ADAR editing. This has significant implications for virus infection, as it can dramatically alter 

the functionality of specific viral proteins. In this section, I will discuss several noteworthy 

examples that illustrate how ADAR editing can generate new isoforms of viral proteins by 

editing the stop codon of viral genes or the linker sequences between two viral ORFs. 
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1.8.1. Editing of a stop codon of HDV’s HDAg gene 

Hepatitis D virus (HDV) is an enveloped, negative-sense, circularly single-stranded RNA virus 

classified within the family Kolmioviridae, which does not belong to any Groups in Baltimore 

classification but belong to the Group named Circular single strand RNA viruses[151-153] 

[154, 155]. The most well-studied example of ADAR impacting viral infection and virus life 

cycles is the A-to-I editing on the adenosine of the Hepatitis delta antigen (HDAg) gene ‘UAG’ 

stop codon. Originally, the HDAg gene expresses the smaller isoform protein product named 

HDAg-S. ADAR editing converts ‘UAG’ stop codon of HDAg-S encoding sequence in HDV 

genome into ‘UIG’ Tryptophan (W) codon, leading to the production of a longer protein 

isoform named HDAg-L[33, 156-163] (Figure 11). This stop/W codon editing enables HDV 

to produce two distinct protein isoforms from a single open reading frame (ORF). These two 

proteins are fully identical in amino acid sequence except that HDAg-L includes an additional 

19 amino acids at its C-terminus[33, 157, 159, 164-166]. Remarkably, HDAg-S and HDAg-L 

perform divergent functions, yet both are crucial for the virus life cycle and replication. 

Specifically, HDAg-S trans-activates HDV RNA replication and is essential for the viral 

replication. In contrast, HDAg-L suppresses HDV replication and assists in virion assembly by 

interacting with HBsAg proteins[33, 157, 159, 161, 166-172]. Typically, HDAg-S is 

predominantly expressed in the early stages of infection, while HDAg-L is predominantly 

expressed during the later stages. The differential expression of these two proteins encoded by 

the same ORF is regulated by the level of ADAR editing, which is itself induced by antiviral 

IFN signalling[163]. 

Additionally, HDAg-S and HDAg-L interact with each other and with both genomic and 

antigenomic RNAs to form a ribonucleoprotein complex (RNP)[169, 173, 174]. The RNP 

shuttles between the nucleus and the cytoplasm, ensuring that antigenomic RNA is accessible 

for editing in both compartments[175-177]. Interestingly, all of ADAR1L, ADAR1S, and 

ADAR2 have been found to edit the HDAg stop/W site with similar efficiencies, indicating 

that the expression levels of the ADAR molecules and the location of the substrate are the 

primary determinants of editing activity[156, 178]. And it ensures the editing on the stop/W 

codon because ADAR1S and ADAR2 are mildly but constitutively expressing. Surprisingly, 

knocking down ADAR1L does not reduce RNA editing during HDV replication, whereas 

knocking down ADAR1S does reduce editing, likely because both ADAR1S and HDV 
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antigenomic RNA are predominantly enriched in the nucleus[79]. Therefore, the editing 

activities of ADAR1S in the nucleus and ADAR1L in the cytoplasm, combined with 

dynamically changing expression levels of ADAR1L/S and HDAg-S/L, likely create a 

controllable dynamic environment. This environment enables a switch between the production 

of either HDAg-S or HDAg-L, or between early and late stages of infection, providing a 

regulatory mechanism for the progression and management of HDV infection. 

1.8.2. Editing of a stop codon of PIV’s P gene 

Parainfluenza virus (PIV) is an enveloped, monopartite, negative-sense, linear single-stranded 

RNA virus of the family Paramyxoviridae, classified under Group V in the Baltimore 

classification[179]. Different subtypes of PIV are spotted with ADAR related activities, such 

as PIV1, PIV3 and PIV5. Notably, similar to the HDAg gene of HDV and the GP gene of 

EBOV, editing events have been identified in the P gene of PIV1. ADAR editing at the stop 

codon of the P gene leads to a switch between two different proteins, P and L proteins, which 

are encoded by the same open reading frame (ORF) of the P gene[180]. Additionally, the P 

Figure 11. ADAR editing on stop codons of HDAg gene leading to expression switch of two isoforms, 
HDAg-S and HDAg-L. ADAR edits HDV anti-genome with UAG-to-UIG mutations, which the edited 
codon derives AUC-to-ACC mutation in HDV genome. Due to this mutation, the stop codon UAG of 
HDAg gene in the transcripts becomes UGG, resulting in Tryptophan (W) during translation. Thus, the 
HDAg gene expresses longer isoform HDAg-L instead of shorter isoform HDAg-S. 
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gene of PIV3 undergoes extensive hypermutation due to RNA editing, resulting in a mutated 

P protein, although the implications of this hypermutated P protein remain uncertain[181]. 

Similarly, PIV5 encodes a P gene that contains two separate open reading frames (ORFs). 

Interestingly, neither ORF is sufficiently long to independently translate into the P 

protein[182]. It is proposed that specific RNA editing events may alter the linking sequence 

between these two ORFs, effectively merging them into one continuous ORF capable of 

producing the P protein[182]. Although it is suspected that these mutations may be facilitated 

by ADAR, this hypothesis has not yet been experimentally confirmed.  

Besides the P gene, the SH gene also exhibits significant RNA editing activity. Mutations at 

the start codon of the SH gene can lead to a failure in SH protein expression[183], which may 

explain why some PIV5 strains fail to express the SH protein after infecting human cells[183, 

184]. This mutation could potentially act as a regulatory switch in the PIV5 life cycle. 

Interestingly, when the mutated PIV5 genome that fails to express certain proteins is passaged, 

it often rapidly mutates back under selection pressures, indicating a strong adaptability of 

PIV5[183]. In addition to the P and SH genes, multiple regions in the PIV genome are 

characterised as hypermutated by ADAR, including the 3’ UTR/C-terminus of the N gene, 5’ 

UTR/N-terminus of the V gene, 5’ UTR/N-terminus of the P gene, 3’ UTR of the M gene, 5’ 

UTR/N-terminus/3’ UTR of the F gene, 5’ UTR of the HN gene, and the entirety of the SH 

gene[183]. However, the specific outcomes and functional implications of these hypermutation 

events remain to be fully elucidated. 

PIV5, a subtype of parainfluenza virus, exhibits significant diversity in its viral genome across 

different hosts. Despite extensive study, the natural hosts of PIV5 remain unidentified, 

although it has been confirmed to infect a wide range of species, including monkeys, humans, 

dogs, pigs, cats, and hamsters[185-189]. Furthermore, the diversity of PIV5 in different hosts 

is notable, particularly in terms of gene functions and expression patterns[179, 183]. The 

variations are distributed unevenly across the PIV5 genome, indicating specific regions of 

higher mutational activity[179, 183]. This biased hypermutation observed in the PIV5 genome 

may be influenced by ADAR editing, which exhibits specific affinity towards certain 

sequences or structures within the RNA. This editing mechanism potentially contributes to the 

unique patterns of genetic variation seen in PIV5 across different hosts. 
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1.8.3. Editing in the linker sequence between EBOV’s ORFs of GP gene 

Ebola virus (EBOV), or Zaire ebolavirus, is an enveloped single-stranded negative-sense RNA 

virus belonging to the family Filoviridae[190, 191]. A key feature of EBOV is its primary 

glycoprotein (GP) coding sequences, which contains two closely situated open reading frames 

(ORFs). The primary glycoprotein (GP) coding sequences of EBOV, containing two open 

reading frames (ORFs) close to each other, produces one smaller, non-structural 

(unglycosylated), secreted glycoprotein (SGP)[192]. The SGP lacks a transmembrane anchor 

sequence, which is encoded in the second ORF of the GP gene. Conversely, the GP gene also 

generates a larger, surface-bound, highly glycosylated glycoprotein (wild-type GP), the 

function of which remains unclear[192, 193]. It is suspected that the sequence between the two 

ORFs may be modified by ADAR editing, as guanosines are enriched in the linker sequence 

of the transcripts, but not in the EBOV genome. This suggests a potential ADAR-editing-

mediated linkage of the two ORFs into a single complex ORF that produces GP rather than 

SGP[192]. Moreover, the glycan cap region (GC) and mucin-like domain (MLD) of the EBOV 

GP encoding sequences are also reported to be heavily edited by ADAR1[194]. While it has 

not been definitively proven that the switching between GP and SGP expression is triggered 

by ADAR editing, the A-enriched GP coding sequence supports this possibility due to its 

susceptibility to hyper-editing. The diversity in the coding sequences of different EBOV strains 

leads to significant variations in the expressed glycoprotein (GP) products[192]. The mature 

virion surface glycoprotein (GP) forms multimers of a single structural GP, which are crucial 

for the virion’s binding to cell receptors and subsequent entry into the host cytoplasm[190, 191, 

193]. Consequently, the extent of hyper-editing in the GP coding sequence may correlate with 

the severity of EBOV infections, as GP plays a vital role in the initial stages of EBOV host 

infection, potentially controlled by ADAR editing. 

Several other coding genes in the EBOV genome are also A-enriched, experiencing substantial 

A-mutation pressure, especially within the coding sequences for the matrix protein (VP40),

nucleoprotein (NP), glycoprotein (GP), and polymerase (Pol)[195]. Surprisingly, while EBOV 

infection does not significantly increase ADAR1 expression, RNAs from EBOV following 

several passages exhibit a high degree of editing, predominantly A-to-G substitutions, which 

has been confirmed to be associated with ADAR-mediated editing[194]. This observation 

suggests that the low level of mutations typically seen in the EBOV genome might accumulate 
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through serial passaging due to A-to-I editing. Similarly, the Marburg virus, which has an A-

rich genome similar to that of EBOV, exhibits susceptibility in its polymerase (Pol) encoding 

sequence to ADAR editing[194]. This raises concerns about whether ADAR-mediated editing 

of Pol coding sequences could introduce mutations in critical amino acids, potentially altering 

polymerase function and impacting viral replication and pathogenicity. 

1.8.4. Editing in linker sequence between MV’s ORFs of P gene 

Measles virus (MV), or Morbillivirus, is an enveloped, negative-sense, single-stranded RNA 

virus belonging to the family Paramyxoviridae and is classified under Group V in the Baltimore 

classification[196, 197]. ADAR enzymes are known to edit specific sites in the MV genome, 

leading to mutations that can alter viral protein structures and functions. The P gene of MV 

contains two open reading frames (ORFs) corresponding to two proteins: protein P and protein 

C[198]. Surprisingly, a third protein product is recently identified with extra length, which is 

caused by a guanosine insertion linking both ORFs into one ORF[198]. The origin of this 

guanosine insertion is suspected to be either a transcription error or the result of ADAR-

mediated editing, drawing parallels to similar editing activities observed in the HDAg gene of 

Hepatitis D virus (HDV).  

Hyper-mutated genomes have been observed during measles virus (MV) infections, 

particularly in cases of subacute sclerosing panencephalitis (SSPE), where ADAR-mediated 

editing of the MV genome was first described[199-201]. Detailed analyses of MV genomic 

sequences isolated from brain autopsies of SSPE and measles inclusion body encephalitis 

(MIBE) patients revealed that these genomes are extraordinarily hyper-mutated, predominantly 

showing A-to-G substitutions, equivalent to A-to-I editing events[202]. It has been established 

that ADAR1 can extensively edit MV genomes, with these hyper-mutations accumulating over 

successive passages[203, 204]. This hyper-mutation process likely contributes to the increased 

diversity of MV genomes and may accelerate the evolution of the virus. 
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1.9. RNA editing on virus genomes results in increased sequence 
diversity 

In addition to the creation of new isoforms of viral proteins, ADAR editing can also introduce 

point mutations into viral genes or entire genomes, and those point mutations could be 

accumulated. Such hyper-editing of viral genes and genomes can increase the diversity of viral 

proteins and alter expression profiles, potentially impacting virus infections in different ways. 

1.9.1. Hyper-editing in various genes of HIV 

Human immunodeficiency viruses 1 (HIV-1) is an enveloped, positive-sense, single-stranded 

RNA virus belonging to the family Retroviridae, classified under Group VI in the Baltimore 

classification[205, 206]. HIV-1 is well known for adopting host post-transcriptional 

modification mechanisms such as alternative splicing, capping, and polyadenylation (poly(A) 

synthesis) of pre-mRNA to favour its proliferation in many aspects[207]. Research has shown 

that the expression of ADAR1, both in its editing-capable wild-type form and editing-incapable 

form with artificially mutated deaminase, facilitates the intracellular assembly of HIV-1 

virions, though the editing-capable form of ADAR1 provides greater facilitation[208]. This 

observation suggests that ADAR1 may possess additional functions beyond RNA editing that 

could benefit HIV-1 infection. Additionally, ADAR1 expression also enhances the expression 

of the p24 antigen of HIV-1, leading to the generation of more infectious virions[208, 209]. 

ADAR1 has been reported to edit HIV-1 RNAs at several sites, including the 5’ UTR, and the 

coding sequences of Env, Rev, Gag, and Tat[208, 209]. These editing-derived mutations not 

only facilitate the expression of these genes but also enhance their functionality, leading to 

increased viral replication and gene expression[208, 209]. Transcripts modified by ADAR1 are 

expressed more efficiently than their wild-type counterparts. Conversely, the knockdown of 

ADAR1 results in reduced HIV-1 production and proliferation[209]. Moreover, ADAR1 

knockdown cells show a decrease in level of unspliced RNA transcripts, caused by errored 

alternative splicing[209]. For instance, the expression levels of Gag protein precursor p55 and 

Gag protein p24 are significantly lower with ADAR1 knockdown[209]. These findings imply 

the critical role of ADAR-mediated RNA editing as a regulator in the HIV-1 lifecycle, 
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influencing various stages from gene expression and protein synthesis to viral assembly and 

release. 

In addition, HIV-1 non-coding RNA sequences such as the Rev responsive element (RRE), 

trans-activation responsive element (TAR), and the dimerisation domain (DIS) all feature 

robust double-stranded structures that are predicted to serve as ideal substrates for 

ADAR1[207, 209-211]. These non-coding sequences play crucial roles in the replication 

process of the virus, and their modification through RNA editing could lead to significant 

changes in their normal functions. The HIV-1 genome encodes a positive-regulator protein 

named Tat, which can facilitate HIV-1 replication[212-215]. The activation of Tat is dependent 

on a cis-acting element known as the transactivation response (TAR) site[216, 217]. This TAR 

site can form a specific stem-loop structure, which is vital for the activation of Tat[216-218]. 

Notably, the TAR site is found to be heavily edited enriched with inosines, suggesting A-to-I 

editing may participate in TAR site activation besides up-regulating Tat protein 

expression[209, 219].  

1.9.2. Hyper-editing in HDV anti-genomes 

In addition to specific editing of the HDAg stop codon by ADAR enzymes in Hepatitis D virus 

(HDV), both ADAR1 and ADAR2 also facilitate nonspecific RNA editing across the HDV 

antigenome, which has been shown to inhibit HDV replication[178, 220]. Although the mRNA 

of HDV is also edited, but significantly more abundant editing events are found in the HDV 

anti-genome[159]. This discrepancy may be attributed to the mRNA’s instability and its 

relatively short lifespan, or potentially due to its limited ability to form secondary structures, 

which are less prevalent in shorter RNA sequences[158, 159, 221]. Furthermore, different 

strains of HDV exhibit variations in nonspecific ADAR-mediated editing, likely due to 

sequence variability that affects RNA structure. These differences in genotype are not only 

functional but also genetic[222]. HDV genotype I is the most widespread and extensively 

studied; however, genotype III is associated with more severe disease outcomes and is 

genetically most distinct from other genotypes[223, 224]. Notably, the antigenomic RNA 

structure of HDV genotype III is more susceptible to ADAR editing compared to genotype I. 

This increased susceptibility is due to genotype III’s tendency to develop more structurally 
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favourable hairpin-like and unbranched rod-like formations that are more effective at recruiting 

ADAR enzymes[225]. 

While ADAR-mediated editing of viral transcripts or genomes has significant impacts during 

virus infections, evidence suggests that ADAR also influences viral infections in an editing-

independent manner. For instance, investigations into HDV antigenome editing have revealed 

that even ADAR1 and ADAR2 variants incapable of editing can slightly inhibit HDV 

replication[178]. This observation suggests the involvement of additional molecular 

mechanisms in this inhibition beyond RNA editing. Furthermore, the expression of both 

editing-capable and editing-incapable ADAR1 variants has been shown to increase the levels 

of gp120, p24, and Nef viral proteins. This finding implies that ADAR1 may facilitate the 

synthesis of these viral proteins through a mechanism independent of its RNA editing 

activity[208]. 

1.9.3. Hyper-editing in Influenza A virus genome and transcript 

Influenza A virus is an enveloped, negative-sense, single-stranded RNA virus of the family 

Orthomyxoviridae, classified under Group V in the Baltimore classification[226, 227]. 

Influenza A viruses are differentiated into various subtypes based on the combinations of their 

surface glycoproteins, hemagglutinin (HA) and neuraminidase (NA)[226, 228-233]. The 

increase in A-to-I editing level in influenza A virus (H1N1 and H3N2) infected cells are caused 

by up-regulated ADAR1 but not ADAR2[228]. ADAR1 has the capability to edit influenza A 

virus genomes, and these hyper-edited viral genomes can alter the base composition and 

structural configuration of the viral RNA[203, 234-237]. The hyper-editing of viral genomes 

or transcripts can lead to the inhibition of the normal function and replication of the influenza 

A virus genome[203]. It has been noted that the frequency of hyper-edited mutants in influenza 

A virus is higher compared to other viruses, such as Measles virus, suggesting that different 

viruses, or even different strains of the same virus, may exhibit varying sensitivities to ADAR1 

editing[203]. Furthermore, many commercial vaccines, including those for influenza, are 

produced using chicken embryo fibroblasts, which also encode ADAR1-like proteins[238, 

239]. This production process can result in influenza virus vaccines being hyper-edited by 

chicken ADAR1-like proteins, potentially leading to vaccine attenuation[203]. Additionally, 
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the highly pathogenic avian influenza virus strain H5N1, when infecting chickens, is enriched 

in ADAR A-to-I editing, which may contribute to the evolution of H5N1 by increasing the 

diversity of its quasispecies[240].   

During influenza A virus infection, the non-structural protein 1 (NS1) of the virus is known to 

interact with ADAR1 through a protein-protein interaction, forming a molecular complex[241, 

242]. This NS1-ADAR1 complex has been reported to antagonise the cellular interferon (IFN) 

response, a key defence mechanism against virus infections[243]. This interaction potentially 

provides an advantage to the influenza virus by helping it evade IFN-inducible antiviral 

activities. It worth doubting whether this NS1-ADAR1 interaction correlates with ADAR1 

dimerisation property, allowing ADAR1 to form dimer with viral protein like NS1. 

1.9.4. Hyper-editing in various genes of LCMV 

Lymphocytic Choriomeningitis virus (LCMV) is an enveloped, multipartite, negative-sense, 

linear single-stranded RNA virus from the family Arenaviridae, classified under Group V in 

the Baltimore classification[244]. Notably, the coding sequences for the glycoprotein (GP), 

nucleoprotein (NP), RNA-dependent RNA polymerase (RdRp), and Z protein in LCMV are 

found to be hyper-edited by various ADAR molecules. However, the specific roles of different 

ADAR molecules in these editing events remain unclear. Hyper-mutation within the GP gene 

of LCMV can lead to a loss of function in the expressed GP protein[245]. This dysfunction is 

likely caused by the accumulation of altered amino acids, which can result in misfolding of the 

GP protein. Similar editing outcomes, characterised by accumulated mutations leading to 

protein dysfunction, have also been observed in other proteins such as NP, RdRp, and Z 

proteins[245]. Although the broader implications of these hyper-mutations on the coding 

sequences have not been extensively studied, it is understood that the majority of these 

mutations are likely to be eliminated by natural selection.  

LCMV features two segmented RNA genomes, both of which naturally form intergenic loops 

and stems, providing a secondary structure that is particularly susceptible to ADAR-mediated 

editing[244-246]. This structured genome is favourably targeted by ADAR enzymes, resulting 

in extensive hyper-mutation through A-to-G substitutions within the LCMV genomic 
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RNA[245]. Moreover, LCMV replicates exclusively in the cytoplasm, and given this 

localisation, it is predominantly the cytoplasmic ADAR1L, rather than the nuclear ADAR1S 

or ADAR2, that is responsible for the hyper-editing of the LCMV genome[245]. Mutations 

induced by ADAR1L in the viral RNA can lead to the loss of function in viral proteins and a 

consequent reduction in viral infectivity[245]. However, this same hyper-mutation process can 

also fuel the creation of a more infectious virus by increasing the rate of evolution within the 

LCMV genomes. This dual impact highlights the complex role of RNA editing in viral 

pathogenesis, where the balance between detrimental and beneficial mutations can 

significantly influence the viral life cycle and its adaptation to host defences.  

1.9.5. Hyper-editing in RSV’s GP gene 

Respiratory syncytial virus (RSV) is an enveloped, monopartite, negative-sense, linear single-

stranded RNA virus classified within the family Pneumoviridae, under Group V in the 

Baltimore classification[247, 248]. The G glycoprotein of RSV is crucial for virus binding to 

cell surface receptors, facilitating the entry of RSV virions into host cells[249]. Notably, the G 

glycoprotein exhibits the highest degree of antigenic and genetic diversity among virus 

isolates[250-258], largely due to hyper-mutation in the glycoprotein sequences generated by 

ADAR editing[259]. This diversity in the G glycoprotein allows some viral variants to evade 

binding by specific anti-G antibodies[259], highlighting the potential for altered infection 

outcomes driven by mutations in this protein. Generally, the A-to-G mutations induced by 

ADAR are concentrated in the conserved regions of the hyper-mutated virus, which are the 

primary targets of RSV-specific antibodies[259]. The hyper-edited regions are characterised 

by an A-rich composition and features of double-stranded RNA structures such as loops, 

bulges, and short stems[259]. Interestingly, the flanking segments of the conserved regions are 

more susceptible to editing than the central part, which central part remains relatively 

unchanged and truly conserved[259]. The hyper-mutations on G glycoprotein leading to its 

functional changes can generate more profound RSV infections, which eventually leads to 

more increased severity of RSV infections[260, 261]. It is suspected whether the mutations 

enriched in the conserved region is the consequence of natural selection, which mutations in 

non-conserved region does not show significant impact much on the viral survival and 
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replication. Thus, understanding these mutation patterns may also provide insights into the 

evaluation of RSV evolution rate. 

1.9.6. Hyper-editing in NoV’s VP1 gene 

Norovirus (NoV) is a non-enveloped positive-sense single-stranded RNA virus of the family 

Caliciviridae, under Group IV in the Baltimore classification[262]. An interesting aspect of 

NoV biology is the high level of RNA editing observed in the viral transcripts encoding VP1, 

a major structural protein of the virus. These transcripts exhibit notable U-to-C substitutions, 

which is later found derived from A-to-I editing in virus genomes[235]. While the high 

diversity and mutation rate typical of RNA viruses are primarily due to the low fidelity of 

RNA-dependent RNA polymerases, regions of particularly high mutation within viral genomes 

are often the result of targeted RNA editing by enzymes such as ADAR[263, 264]. 

Furthermore, the Norovirus genome is known for its exceptional genetic diversity[265-267]. 

The analyses of stool samples from NoV infected patients have revealed low-frequency 

genome sequences with a high level of A-to-G or U-to-C base substitutions, contributing to the 

overall diversity of the NoV genome[235]. This genetic variability is crucial for the viral ability 

to evade host immune responses and adapt to changing environmental pressures. 

1.9.7. Hyper-editing in hTLV genome 

Human T-lymphotropic virus (hTLV) is an enveloped, positive-sense, single-stranded RNA 

virus from the family Retroviridae, classified under Group VI in the Baltimore 

classification[268-270]. Human T-lymphotropic virus type 2 (hTLV-2) genome is found highly 

edited in vitro, but probably remains a rare phenomenon in vivo[271]. Additionally, in 

peripheral blood mononuclear cells (PBMCs) from hTLV-2 infected patients, there is no 

significant increase in A-to-I editing levels within the virus genome. However, highly edited 

transcripts have been identified in cells infected with hTLV-2, indicating that the viral 

transcripts in these cases are more susceptible to ADAR-mediated editing[271]. Similar 

phenomenon is found with similarly originated virus Simian T-lymphotropic virus type 3 
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(sTLV-3)[271-273]. Despite these observations, the functional outcomes of ADAR editing on 

T-lymphotropic viruses remain unclear.

1.9.8. Hyper-editing in various genes of MuV 

Mumps virus (MuV) is an enveloped, monopartite, negative-sense, linear single-stranded RNA 

virus categorized under Group V of the Baltimore classification, within the family 

Paramyxoviridae[274, 275]. Notably, the P gene, V gene, and I gene of MuV are found to be 

hyper-mutated in viral mRNA transcripts, a phenomenon that is attributed to ADAR 

editing[276]. These hypermutations significantly impact the coding and functional capacities 

of these genes, reflecting the influence of RNA editing mechanisms on viral gene expression.  
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1.10. Editing on other RNA molecules and specific regions causing 
various subsequential impacts 

Interestingly, beyond the editing of viral protein-coding genes by ADAR, other RNA 

molecules or specific regions can also be targets of ADAR editing, significantly impacting 

virus infections. This section will discuss the editing of these other RNA molecules and specific 

regions, highlighting their potential roles in modulating viral replication, translation, and host-

virus interactions. 

1.10.1. Editing on Zika virus reshape codon usage biases 

Zika virus (ZIKV) is an enveloped, monopartite, linear positive-sense single-stranded RNA 

virus from the family Flaviviridae, classified under Group IV in the Baltimore 

classification[277-279]. The ZIKV’s genome encodes a single polyprotein that is subsequently 

cleaved into three structural and seven non-structural proteins[236, 278]. The polyprotein 

coding sequences of ZIKV exhibit a significant enrichment in A-to-G mutations, as revealed 

by RNA sequencing, which are likely to be the result of ADAR-mediated editing[280]. 

Interestingly, the codon usage within the ZIKV genome is characterised by a high frequency 

of ‘A-ended’ codons, which are preferred targets for ADAR editing[280]. Compared to ‘G-

ended’ codons, ‘A-ended’ codons are considerably less common in the human codon 

pool[146]. Thus, ADAR editing of ‘A-ended’ codons may enhance the viral ability to adapt to 

the human codon pool, potentially facilitating more efficient viral gene expression[280]. The 

role of ADAR-mediated editing in inducing mutations on viral genomes is believed as a 

significant evolutionary force among RNA viruses, as it contributes to increased viral mutation 

rates[280]. This is supported by evidence suggesting that the percentage of guanosine in ZIKV 

coding sequences has increased over the course of Zika virus evolution[236]. This trend may 

indicate that ADAR editing not only facilitates the adaptation of the virus to its human host by 

favouring ‘G-ended’ codons, which are more compatible with the human codon pool, but also 

plays a crucial role in driving the evolutionary dynamics of ZIKV. 

When ZIKA hijack host translational machinery to synthesise viral proteins, the use of rare 

codons during translation will cause translation pause[235, 281]. These pauses occur because 
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the host ribosome stalls when encountering clusters of rarely used codons, significantly 

slowing down the translation process[282]. Additionally, the single-stranded RNA of ZIKV 

can form G-quadruplex structures that may also induce stalling of RNA-dependent RNA 

polymerase during viral replication[283]. Following such translational pauses, the viral 

replication process initially slows down then the rate will be resuming at normal rates[284]. 

During such translational pauses, the upcoming 3’-directed RNA fragments are exposed to 

oxidative damage or RNA editing[236]. It has been established that the sequences 3’-directed 

to the rare codon stretch are more susceptible to editing by ADAR[236]. This susceptibility is 

also influenced by the secondary structure of these 3’-directed sequences, which enhances their 

ability to attract ADAR and undergo editing. It would be surprising if the 3’-directed codons 

are more efficiently expressed after edited by ADAR, because it could be a mechanism for 

viruses adapting human host transcription/translation machinery. However, further 

investigation is needed to confirm this hypothesis. 

1.10.2. Hyper-editing in EBV’s FR region 

Epstein-Barr virus (EBV), also known as human gamma-herpesvirus 4, is an enveloped, 

double-stranded DNA virus of the family Herpesviridae, classified under Group I in the 

Baltimore classification[285, 286]. EBV is particularly notable for its ability to switch between 

latent and lytic phases, a process essential for its lifecycle and pathogenesis. During the 

reactivation from latency, the EBV latency origin of replication (oriP) is transcribed 

bidirectionally, producing transcripts both leftward (oriPtLs) and rightward (oriPtRs)[287-

290]. Interestingly, these transcripts, particularly around the Family of Repeat (FR) regions, 

have been identified as hyper-edited by ADAR1[287]. This editing is significant because 

specific knockdown of oriPtLs has been shown to contribute to the activation of EBV lytic 

gene expression and viral DNA replication, facilitating the switch of EBV into its lytic 

phase[287]. This suggests that ADAR1-mediated RNA editing may play a critical role in 

modulating the latency-to-lytic switch in EBV. The FR region of EBV, where these oriPtLs 

and oriPtRs are located, is characterised by stable double-stranded hairpin secondary 

structures, which are likely targets for ADAR1 due to their double-stranded nature[287, 291, 

292]. These features are highly conserved across different strains of EBV, indicating that the 
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virus may have evolved to exploit ADAR1 editing as a mechanism to enhance its adaptability 

and survival within the host[287]. However, the mechanism of ADAR1 editing on oriPtLs 

affecting the outcome of EBV infection is still not clear[287]. Besides, A-to-I editing events 

have also been observed in other regions of the EBV genome, including the BHRF1 gene and 

the miRNAs of BamHI A rightward transcripts (BART)[287, 293-295]. The functional 

outcomes of these editing events are still under investigation but could potentially influence 

EBV's pathogenicity and its interactions with the host immune system. 

1.10.3. Editing in MPV’s Defective interfering RNA 

Metapneumovirus (MPV) is an enveloped negative-sense single-stranded RNA virus of the 

family Pneumoviridae, classified under Group V in the Baltimore classification[296, 297]. A 

special type of RNA named Defective interfering RNA (DIs), which are derivatives of the viral 

genome that become partially deleted and spontaneously accumulate in virus stocks during 

passaging[298]. This accumulation is attributed to errors made by the viral replicase 

complex[298]. MPV is known to accumulate an excessive quantity of DIs during passaging, 

and these DIs act as potent inducers of antiviral interferon (IFN) responses[299]. Interestingly, 

these DIs undergo extensive mutations by ADAR, with up to 70% of adenine bases being edited 

into inosine[299]. It has been observed that these heavily mutated DIs exhibit an attenuation in 

IFN inducibility[299]. This suggests a potential molecular mechanism by which MPV may 

evade IFN induction and subsequent host antiviral responses, when hypermutations are 

accumulated[299]. In the context of MPV infection, both ADAR1L and ADAR1S are 

expressed in infected cells, with ADAR1L being inducible by IFN[299]. Therefore, the 

dynamics among ADAR expression, IFN inducibility and DI editing still needs further 

investigating, and interactions between MPV and antiviral defence system is more profound 

than that. Additionally, virus infections are known to activate innate immune pathways, 

including the RIG-I-like receptor (RLR) pathway involving RIG-I and MAVS, which leads to 

the production of IFN[300-302]. However, the G protein of MPV has been reported to interact 

with RIG-I, resulting in the inhibition of this crucial antiviral activation pathway[303]. This 

interaction further illustrates the profound strategies employed by MPV to manipulate host 
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cellular mechanisms to its advantage, highlighting the complicated dynamics of virus-host 

interactions during MPV infection. 

1.10.4. Editing on HCV’s IRES 

Hepatitis C virus (HCV) is an enveloped, positive-sense, single-stranded RNA virus belonging 

to the family Flaviviridae and classified under Group IV in the Baltimore classification[304, 

305]. ADAR1, by increasing the A-to-I editing level of the internal ribosome entry site (IRES) 

of HCV, can lead to malfunctioning of IRES, which in turn inhibits HCV replication[306]. The 

IRES element is crucial for the initiation of translation in HCV; thus, any modification that 

impairs its function can significantly disrupt the viral life cycle. The specific mechanisms 

through which hyper-edited IRES-containing transcripts affect HCV replication remain 

unclear. However, it has been observed that the introduction of exogenous RNAs that compete 

for ADAR1 editing can counteract the inhibition of HCV replication[306]. 
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1.11. Other results related to ADAR regulations 

In fact, not all the impacts brought by ADAR proteins are based on editing-derived mutations. 

ADAR proteins contain other functional domains that can significantly influence virus 

infections through editing-independent mechanisms. This section will discuss the editing-

independent impacts of ADAR proteins on virus infections, illustrating their multifaceted roles 

in modulating viral pathogenesis. 

1.11.1. Regulations in VV 

Vaccinia virus (VV) is an enveloped, monopartite, linear double-stranded DNA virus of the 

family Poxviridae, categorised under Group I in the Baltimore classification[307]. VV has 

developed complex mechanisms to evade host immune responses, particularly through the 

action of its E3L protein. The E3L protein of VV is crucial for inhibiting the antiviral effects 

of type I IFN, and he IFN-countered E3L is found to inhibit A-to-I editing functions of both 

IFN-inducible ADAR1L, and ADAR1S[308]. This inhibition allows VV to replicate 

effectively even in cells that are actively responding to IFN signalling[309-312]. Moreover, 

VV’s replication efficiency is significantly reduced in the absence of the N3L protein, 

indicating the importance of these viral proteins in counteracting IFN-mediated antiviral 

defences[311]. The interaction between E3L and ADAR1 is particularly notable. It has been 

identified that only the dsRNA binding domain of E3L and the third dsRNA binding domain 

of ADAR1 are crucial for the inhibition of ADAR1’s editing functions[308, 309, 311]. This 

specific interaction suggests that E3L may inhibit ADAR1 by forming dimers with it, resulting 

in editing incapable E3L/ADAR1 complexes. This hypothesis points to a direct interaction 

mechanism where E3L could physically block ADAR1 from accessing dsRNA substrates, 

thereby inhibiting its editing activity. In addition to its effects on ADAR1, E3L also inhibits 

PKR (Protein Kinase R), a kinase involved in another antiviral signalling pathway, probably 

through an indirect mechanism[313-315]. 
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1.11.2. Regulations in Adenovirus 

Adenovirus, a non-enveloped, monopartite, linear double-stranded DNA virus from the family 

Adenoviridae, is categorised under Group I in the Baltimore classification[316, 317]. A key 

element of its viral machinery is adenovirus-associated RNA (VA RNA), a small non-coding 

RNA synthesised by adenoviruses during infection. Found in infected cells as part of 

replicative intermediates, VA RNA plays a critical role in the virus life cycle[318]. This long 

dsRNA is found to be edited by ADAR1, which can be utilised as a negative regulator of 

ADAR1[319]. The editing of VA RNA by ADAR1 is significant as it suggests that VA RNA 

may act as competitive substrates that consume the host’s ADAR editing capacity, thereby 

protecting other viral RNAs from being edited. This mechanism serves as a strategic viral 

evasion technique to prevent the modification of viral RNA that could potentially inhibit viral 

function or enhance immune recognition. Moreover, the interferon-inducible ADAR1L can 

edit directly on adenovirus-associated RNAs as well as hepatitis C virus (HCV) RNAs[306]. 

The presence of adenovirus-associated RNAs in cells infected concurrently with HCV has been 

shown to compete for ADAR1L, resulting in a decrease in the level of inosines in HCV 

transcripts[306]. This competition can attenuate the editing burden on HCV RNAs, 

subsequently aiding the recovery of HCV replication and proliferation[306]. This interaction 

between adenovirus and HCV highlights the complex dynamics of co-infections, where the 

presence of one virus can significantly impact the biology of another by modulating the host’s 

cellular machinery. 

1.11.3. Regulations in Adenovirus 

Polyoma virus (PV) is a non-enveloped, monopartite, circular double-stranded DNA virus from 

the family Polyomaviridae, classified under Group I in the Baltimore classification[320]. 

During the late stage of PV infection, there is a suppression of early-stage viral genes. This 

suppression is mediated by certain nuclear RNAs, which are derived from the antisense strand 

of the PV genome itself[321]. Further analysis of these regulatory RNAs has revealed that they 

are hyper-mutated and enriched with inosines and guanosines, suggesting extensive editing by 

ADAR[321]. This high level of editing by ADAR in the regulatory RNAs of PV indicates a 
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profound interaction between the virus and the host’s RNA editing machinery. It is still unclear 

right now how do those hyper-editing events on regulatory RNA molecules affect virus 

infection but it provides another insight of indirect mechanism for ADAR to participate and 

facilitate viral life cycle and replication[321].     
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1.12. Discussion 

Chapter 1 of the thesis provides a detailed summary of the intracellular molecular mechanisms 

of RNA editing mediated by ADARs and ADATs as well as the roles of ADAR-mediated 

editing in virus infections. In general, the interest of ADAR editing in virus infections are 

mainly based on (1) the functionality of generating A-to-I mutations (A-to-G synonymous 

mutations) in virus related RNA molecules, which alters the outcomes of virus infections; (2) 

ADAR1L is IFN-inducible and potentially participating the host anti-virus mechanism. Based 

on the previous research, it is no surprising that IFN-inducible ADAR1L is the major 

contributor of RNA editing in virus infections although some findings involved other ADARs 

like ADAR1S and ADAR2. Despite extensive studies on ADARs, there remains a notable gap 

in understanding the specific roles of ADATs in the context of viral infections. This chapter 

raises questions about the potential functions and implications of both ADAR and ADAT 

editing in viral infections, highlighting critical gaps in current research. 

1.12.1. Summarising roles of RNA editing and ADAR regulations in virus 

infections contributes to understanding the knowledge gap in this field 

Firstly, I explore the phenomenon of hyper-mutations induced by ADAR editing across various 

viral infections. These mutations are identified in both viral transcripts and genomes, resulting 

in various consequential effects on viral biology. Such hyper-mutations can significantly 

influence viral pathogenicity, replication strategies, and interactions with the host immune 

system, thereby affecting their virology. A significant focus within this research area is on 

finding critical mutations that can directly and obviously alter viral virology. For instance, the 

editing of stop codons in viral genes by ADAR can extend or modify protein sequences, 

potentially changing the viral behaviour and interaction with the host. Similarly, non-

synonymous mutations introduced by ADAR can lead to altered viral protein functions, 

affecting the viral pathogenicity, replication efficiency, and immune evasion strategies. One 

inspiring example of the unusual implications of ADAR editing is observed in the Zika virus 

(ZIKV), where A-to-I editing converts A-ended codons into I-ended codons, which 

functionally mimic G-ended codons. This alteration can lead to an improved adaptation of the 
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viral genome to the codon usage preferences of the human host, potentially enhancing the viral 

translational efficiency and overall fitness in human cells. This observation underscores the 

need for further research into how ADAR editing influences codon usage biases in viral 

genomes. The case of ADAR-mediated editing in ZIKV invites a broader examination of the 

roles of RNA editing in reshaping virus codon usage biases, potentially revealing new 

dimensions of virus-host interactions. 

Secondly, the discussion on the lack of research concerning ADAT editing in virus infections 

reveals a significant gap in the field. ADAT enzymes, known for their role in modifying tRNA 

molecules, could substantially affect the tRNA pool of the human host. This alteration may 

impact the translational efficiency of viral proteins, particularly in relation to the specific codon 

usage biases of viruses. Such changes in translation dynamics are critical for understanding 

how viruses optimise replication within their host’s cellular environment. Furthermore, an 

interesting finding from my previous research project indicated that the promoters of the 

ADAT1 and ADAT2 genes were significantly activated in host cells infected by various 

viruses[3] (Appendix 5). This observation, while preliminary and not extensively studied, 

suggests that viral infections may influence ADAT expression through mechanisms that are 

not yet understood, whether they are mediated directly by the virus or as a response by the host. 

The activation of ADAT promoters during viral infection implies at a potentially critical role 

for ADAT-mediated tRNA modifications in context of virus infection. These findings align 

with the proposed knowledge gaps, especially concerning how viruses adapt their codon usage 

to optimise replication. By investigating deeper into virus codon usage biases and their 

correlation with host tRNA supplies, future research could uncover significant insights into the 

molecular dynamics of virus-host interactions. 

Finally, the induction of IFN-inducible ADAR1L during various viral infections highlights its 

critical role in the antiviral defence mechanisms mediated by interferon (IFN) signalling. Given 

the broad-spectrum antiviral response triggered by IFN signalling, it is expected that ADAR1L 

would be up-regulated as part of this defence strategy. Unlike other ADAR enzymes such as 

ADAR1S and ADAR2, which exhibit higher specificity, ADAR1L is characterised by its 

relatively low specificity and semi-random editing patterns. This feature allows ADAR1L to 

counteract the diversity of exogenous RNA molecules generated during viral infections, 

potentially modifying a wide range of RNA substrates. Moreover, given the semi-random 
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nature of ADAR1L editing, it raises an interesting possibility: ADAR1L may not only target 

viral RNAs but could also edit host transcripts, potentially leading to altered outcomes in virus 

infection. IFN, which are cytokines released by host cells in response to viral infections, 

stimulate the expression of IFN-inducible genes like ADAR1L not only in infected cells but 

also in neighbouring uninfected cells[322, 323]. This widespread induction could lead to 

extensive editing activity across the cellular transcriptome. I hypothesise that the over-

expression of ADAR1L, induced by IFN signalling, might edit transcripts of host genes that 

are crucial for viral entry. For example, editing of the mRNA encoding cellular receptors like 

Angiotensin-converting enzyme 2 (ACE2), which is critical for SARS-CoV-2 entry, could 

potentially modify receptor functionality and influence the overall viral infection dynamics. 

1.12.2. Discussing research interest in RNA editing and its impacts on 

virology and proposing thesis hypothesis 

The discussions thus far have highlighted three significant knowledge gaps in the current 

understanding of RNA editing mechanisms within viral contexts. (1) Current knowledge on 

how ADAR editing influences viral codon usage biases remains limited; (2) Similarly, the 

contributions of ADAT editing during viral infections are poorly characterised; (3) There is no 

evidence supporting the hypothesis that overexpressed ADAR1L, a component of the host’s 

antiviral response, may edit host genes involved in viral infection processes, potentially altering 

their function in virus infections. The knowledge gap (1) and (2) are both related to virus codon 

usage. Thus, by studying virus codon usage biases may provide clues in roles of ADAR and 

ADAT editing in virus infections. 

To address the knowledge gaps identified in (1) and (2), I hypothesise that there are 

distinguishable differences in virus codon usage biases between viruses infecting humans and 

those infecting non-human hosts. These differences may be indicative of the specific roles 

played by ADAR and ADAT editing mechanisms in shaping viral adaptation to human hosts. 

Accordingly, I propose a detailed examination of virus codon usage biases across a diverse 

range of viruses and their potential correlations with ADAR and ADAT editing activities 

through systematic statistical methods. This statistical research will not only fill the existing 

knowledge gaps but also enhance our understanding of the molecular interactions between 
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viruses and their hosts, potentially leading to novel insights into viral pathogenesis and host 

defence mechanisms. 

To take a step further in the study of virus codon usage biases, I hypothesised that the 

systematic interpretation of virus codon usage biases in different viruses of different host 

ranges could be systematically studied with machine learning modelling. And by analysing 

predictions computed by trained machine learning model, I could develop bioinformatics tools 

to monitor virus codon usage fitness in the specific host range, which is, in another term, to 

statistically describe virus codon usage fitness in the specific host. 

Different from knowledge gap (1) and (2) both related to virus codon usage biases, the 

knowledge gap (3) demonstrated the potential ADAR1L editing in host genes which are critical 

to virus infections. According to the literature review, it is found that the research interest has 

heavy focus on the editing in viral RNA and the impacts brought by those editing. Because the 

randomness in substrate selection and IFN-inducibility of ADAR1L, I hypothesise that the host 

gene may be optimally or sub-optimally edited by over-expressed ADAR1L causing changes 

in regular gene functionality. For example, SARS-CoV-2 significantly relied on protein-

protein interaction (PPI) between its Spike protein and host receptors ACE2 and TMPRSS2 to 

infect host cells. If the IFN-induced ADAR1L in target host cells edits host ACE2 or TMPRSS2 

transcripts, it might affect the functionality of ACE2 and TMPRSS2, and eventually lead to 

impacts on SARS-CoV-2’s entry. Therefore, I propose to evaluate changes of PPI between 

Spike, ACE2 and TMPRSS2 under ADAR1L over-expression to study potential roles of 

ADAR editing as host anti-virus or potential pro-viral mechanism. 

In summary, there are three aims in this thesis: (1) to study virus codon usages biases and their 

relationships to ADAR and ADAT editing; (2) to study virus codon fitness to specific host 

range via machine learning methods; (3) to study changes in PPI between SARS-CoV-2 Spike 

protein, human ACE2 and human TMPRSS2 under ADAR1L editing. By studying these three 

aims, we could have a better understanding in roles of RNA editing in context of virus 

infections, which is potentially beneficial to virus outbreak prevention, vaccine development 

and therapeutic development.  
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1.13. Proposed hypothesis 

Hypothesis: ADAR and ADAT editing affects viral gene expressions and 

virus entry in virus host interactions 

o Aim 1: To investigate impacts of ADAR and ADAT editing on virus codon usage biases 

by statistically comparing between human and non-human viruses 

o Aim 2: To systematically evaluate viral codon fitness in certain host through Random 

Forest modelling 

o Aim 3: To establish in-vitro molecular assay to quantitatively detect protein-protein

interaction between SARS-CoV-2 Spike and human receptors ACE2 and TMRPSS2, and

to study impacts of ADAR editing on host receptors and virus entry

Aim 1 is addressed in chapter 2, whereas Aim 2 is addressed in chapter 3 and the under-review 

manuscript in Scientific Reports (Manuscript ID: 400c1a00-9297-40bf-8a4b-d7d2bbda0d64 

v1.0). Finally, Aim 3 is addressed in chapter 4.  
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Chapter 2. RNA Editing and Virus Codon Usage Biases 

2.1. Introduction 

2.1.1. Introduction of RNA editing and codon usage biases reveals potential 

relationships 

As highlighted in Chapter 1, there are notable knowledge gaps in research regarding impacts 

of RNA editing on virus codon usages within the context of virus infections. Specifically, the 

effects of synonymous mutations, which are often overlooked due to their lack of direct 

influence on the amino acid sequences of viral proteins, may play a critical role by altering 

codon usage patterns. These synonymous mutations, while not altering the protein sequence, 

can significantly impact the codon usage biases. Codon usage bias refers to the preferential use 

of specific codons over others that encode the same amino acid. This bias can significantly 

influence the efficiency of protein translation within a host cell. Variations in codon usage 

among viruses and their host cells can affect viral gene expression, potentially impacting the 

viral ability to proliferate and adapt to the host environment. RNA editing can potentially 

introduce synonymous mutations that alter the codon composition of viral genomes. These 

alterations can shift the codon usage biases of the viral coding sequences, potentially affecting 

the translational dynamics of viral genes within the host. Such changes might lead to variations 

in the efficiency of protein synthesis, ultimately influencing viral replication and pathogenicity. 

To better understand the impact of RNA editing on viral infections, it is essential to consider 

how edited codons influence virus genome codon usage biases. By expanding our research 

focus to include the effects of RNA editing on codon usage biases, we can uncover critical 

insights into the viruses’ adaptive mechanisms and potentially identify novel targets for 

antiviral therapies. 



- 71 -

As discussed in Chapter 1, ADAT2 and ADAT3 are known to perform tRNA A-to-I editing at 

the wobble position of adenosine, which enhances the pairing flexibility of tRNAs. 

Specifically, research has shown that tRNAs corresponding to eight amino acids including 

Arginine (R), Alanine (A), Serine (S), Leucine (L), Proline (P), Isoleucine (I), Threonine (T), 

and Valine (V), which are targets for ADAT2-ADAT3 dimer editing activities[87, 89, 92, 138]. 

Such editing modifies the host’s tRNA pool, potentially altering the translational efficiency of 

both host and viral genes. Furthermore, my prior research demonstrated that the promoters of 

the ADAT1 and ADAT2 are significantly induced and activated during various virus 

infections[3]. Despite this induction, the direct impacts of ADAT-mediated tRNA editing on 

viral pathogenesis remain largely unexplored. By analysing the codon usage biases in virus 

genomes and specific genes, we can gain insights into the possible effects of ADAT editing. 

This approach could reveal how shifts in tRNA pool composition influence the translation of 

viral proteins, potentially affecting virus replication and host-virus interaction dynamics. 

In Chapter 1, as highlighted, the tRNAs subject to ADAT editing are predominantly expressed 

compared to other non-edited tRNA (Figure 10). ADAT-mediated editing expands the codon 

pairing capabilities of these tRNAs, potentially affecting translational efficiency for their native 

codon matches. This effect arises because the edited tRNAs begin to accommodate additional 

codons, effectively ‘sharing’ their availability with a broader set of codons, which possibly 

dilute their presence for the original codon. Consider the tRNAAla
AGC, which typically pairs 

with the GCU codon. Once edited by ADAT to tRNAAla
IGC, it can also pair with GCC and 

GCA codons. This editing implies that the GCU codon now ‘shares’ its tRNA with GCC and 

GCA. Theoretically, this sharing could reduce the translational efficiency for GCU due to 

increased competition for the tRNA among these codons. To systematically analyse the 

implications of ADAT editing on translational dynamics, it is useful to categorise codons based 

on their interactions with edited tRNAs. ADAT suppress codons are codons like GCU, which 

may experience decreased translational efficiency due to their tRNAs being shared with 

additional codons post-editing. The term ‘suppress’ reflects the potential negative impact on 

translation efficiency for these codons. ADAT benefit codons are codons like GCC and GCA, 

which gain additional tRNA pairings due to ADAT editing. The increase in available tRNAs 

for these codons might enhance their translational efficiency. Other codons do not interact 

directly with tRNAs altered by ADAT and are therefore unaffected by ADAT editing. Their 
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translation is not influenced by the expanded codon pairing capacities and thus remains 

consistent with non-edited states. 

2.1.2. Introducing metrics of codon usage biases and relationships to virus codon 

adaption studies 

Given that different tRNA species exhibit varying levels of abundance, changes in codon usage 

can theoretically influence the translational efficiency of coding sequences (CDS)[324-326]. 

This aspect is particularly critical in the context of viral genes, where translational efficiency 

plays a decisive role in virology and proliferation. If the codon usage of a viral gene is markedly 

different from that of its host cell, indicating poor adaptation or fitness to the host’s 

translational system, the cellular antiviral mechanisms may effectively suppress viral 

replication[327]. This misalignment can affect the viral ability to efficiently utilise the host’s 

translational machinery, thereby impacting its capacity to produce essential proteins for 

replication and assembly. Analysing virus codon usage biases directly from viral gene or 

genome sequences is essential for understanding how viruses proliferate and adapt to human 

hosts. By systematically comparing the codon usage patterns of viruses that infect humans with 

those that infect non-human hosts, I can identify distinct codon usage characteristics that are 

potentially advantageous for viral adaptation to human cells. 

The study of virus codon biases is enriched by various metrics, including Relative Synonymous 

Codon Usage (RSCU)[328, 329], Codon Adaptation Index (CAI)[329], and tRNA Adaptation 

Index (tAI)[330], among others. Each of these metrics provides unique insights into the 

differences of codon preference and efficiency in the context of viral and host interactions. 

However, many of these metrics require the gene expression levels of host genes as a reference, 

which can introduce biases when scaling up to species-wide comparisons. RSCU is a key 

parameter used to measure the frequency of synonymous codons used in a gene, normalised 

against a uniform usage of all synonymous codons for each amino acid. This metric is 

calculated purely from the coding sequence data, avoiding biases associated with external 

computational inputs. RSCU preferences have been studied in individual viruses including 

SARS-CoV-2[331], Flaviviridae Virus[332], Zika virus[333], and Transmissible 

Gastroenteritis Virus[334]. Despite the extensive use of RSCU in analysing individual viruses, 
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there is a significant gap in our understanding of how these codon usage patterns collectively 

relate to the broader context of viral host ranges.  

In Chapter 2, I propose a comparative analysis of the Relative Synonymous Codon Usage 

(RSCU) values of virus genomes, specifically between viruses that infect humans and those 

that infect non-human hosts. This investigation will employ various statistical methodologies 

to elucidate distinctive characteristics of codon usage biases in viruses that are adapted to 

human hosts.  
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2.2. Methods 

2.2.1. Fundamental computational environment 

Visual Studio Code (VScode, Microsoft) was majorly used as coding IDE (version 1.83.1) on 

personal computer with fundamental Python environment and Jupyter Notebook environment 

established under Anaconda platform (version 23.3.1). All the python packages were acquired 

through either Anaconda installation or the Python Package Index (PyPI). High-performance 

computational sources were provided by UTS Interactive High-Performance Computing 

facility (iHPC) with multiple available high-performance computing nodes, which could be 

remotely assessed with VScode SSH (Secure Shell Protocol) extension ‘Remote - SSH’.  

2.2.2. Acquisition of virus genome sequences with RefSeq data 

The accession IDs of all the virus genome reference sequences (RefSeq) and their 

corresponding host ranges (under label ‘Host’) are acquired from the ‘Viral genome browser’ 

of National Center for Biotechnology Information (NCBI)[335]. Hosts with a limited sample 

count are ignored in later studies except ‘Human’, ‘Vertebrates’, ‘Invertebrates’, ‘Land plants’, 

and ‘Bacteria’, but they remained in the dataset as negative samples. The incomplete viral 

genome sequences (labelled as ‘Incomplete’ in ‘RefSeq type’) were discarded in the analysis. 

The multi-partite virus which has multiple NCBI accession IDs for multiple genome segments 

are summarised as the same virus. Total 10820 samples were retrieved with 488 Human 

samples, 1758 Vertebrates samples, 1851 Invertebrates samples, 1763 Land plants samples, 

and 4041 Bacteria samples (Figure 12).  
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2.2.3. Acquisition of coding sequences in virus genomes 

The CDS of all viral genes encoded in a virus genome were downloadable from NCBI 

GeneBank database according to the NCBI Accession ID of virus genome provided (i.e. 

NC_045512 for SARS-CoV-2 RefSeq genome) through Biopython toolkit[336] (Appendix 6). 

Same method is applicable to other virus genomes (non-RefSeq) or just a single gene if the 

correct accession ID is provided. By basically extracting all the features with feature name of 

‘CDS’ in the downloaded GeneBank file of virus genome sequences through Biopython, I am 

allowed to download all the CDS in a virus genome under ‘CDS’ feature, and the sub-feature 

‘mRNA_sequence’ is the actual coding sequence (Appendix 6). The downloaded CDS will be 

discarded if the length is not dividable by 3 (considered not-complete genome).    

Figure 12. Counts and percentages of downloaded virus genomes with different host ranges. The overall 
dataset of total 10820 samples includes 488 (4.51%) Human samples, 1758 (16.25%) Vertebrate 
samples, 1851 (17.11%) Invertebrate samples, 1763 (16.29%) Land plant samples, 4041 (37.35%) 
Bacteria samples, and 919 (8.49%) Other samples. Some of samples have multiple host range labels.  
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2.2.4. Calculation of Relative Synonymous Codon Usages 

The Relative Synonymous Codon Usages (RSCU) of the virus genome, as readouts of codon 

usage biases, are calculated based on codon counts and amino acid counts of coding sequences 

according to their definition proposed in previous publication (see equation below) [328, 329]. 

𝑅𝑆𝐶𝑈 =
𝐶𝑜𝑑𝑜𝑛%

𝐴𝑚𝑖𝑛𝑜𝐴𝑐𝑖𝑑%
× 𝑛

The variable 𝑗 represents the index of a specific codon, while 𝑖 denotes the index of a specific 

amino acid. The RSCU is calculated by dividing the percentage of a given codon (𝐶𝑜𝑑𝑜𝑛%) 

encoding amino acid 𝑖 by the overall percentage of amino acid 𝑖 (𝐴𝑚𝑖𝑛𝑜𝐴𝑐𝑖𝑑%), and then 

multiplying the result by 𝑛 , the number of codons that encode amino acid 𝑖. For example, 𝑛 

is equal to 4, as four codons encode alanine (GCU, GCC, GCA, GUG). 

All the coding sequences, or CDS, in a virus genomes (either mono-partite or multi-partite) 

were converted into counts of each codon and counts of each amino acid. The counts of the 

same codons from all CDS in a virus genome were summed to represent codon counts for the 

whole genome, which same method was applied to the counts of amino acids. RSCU of each 

codon were calculated based on each codon count and respective amino acid count. The codons 

for 1-box amino acids, UGG (Try) and AUG (Met) are discarded for later use due to unchanged 

values (= 1). The stop codons UAA, UAG and UGA are also discarded because they were not 

relevant to translation efficiency. Thus, the RSCU dataset, DRSCU (or DR) consists of total 59 

codon features. As the start and stop codons are discarded, our analysis was purely focused on 

the codon usage biases of the coding sequences related to translation efficiency. 

2.2.5. Calculation of Codon% and AminoAcid% 

Besides RSCUs, other feature datasets were used to achieve better machine learning prediction. 

Datasets ‘Codon%’ (DCodon%) and ‘AminoAcid%’ (DAminoAcid%) were simply calculated with 

percentages of different codons or amino acids in total codon count of amino acid count of 
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virus genome. Stop codons were ignored in both DCodon% and DAminoAcid% (thus 61 features in 

DCodon% and 20 features in DAminoAcid%, stop codons were not included).  

2.2.6. Acquisition of data related to Human tRNA supplies 

Two types of tRNA supplies of human are utilised to study virus codon usage biases in this 

thesis, which are predicted tRNA gene counts and mature tRNA expression level. The 

predicted tRNA gene counts are data-mined from the GtRNAdb database[138]. Briefly, 

predicted tRNA gene counts are the predicted counts of available tRNA genes for the specific 

codons. Those data is predicted with previous published bioinformatics tool tRNAscan-SE[337] 

and the human reference genome GRCh38/hg38. The data of mature tRNA expression level is 

from raw data of publication regarding mature tRNA sequencing from HEK293 cells[139]. 

The mature tRNA expression levels are the sum of RNAseq read counts of all available mature 

tRNA for specific codon. 

2.2.7. Statistical tests comparing different groups of data 

The independent T-test was performed for different purposes through the python package 

Scipy. Basically, T-test is used to compare RSCU data or other data, such as Codon% and 

AminoAcid% of each codon or each amino acid between from different groups of virus 

genomes, such as human virus genomes and not-human virus genomes.   

The Spearman correlation coefficient (SCC) was performed for different purposes also through 

the python package Scipy. Basically, the SCC was used to compare in a ranking manner 

between RSCU data or other data, such as Codon% and AminoAcid% and other translation 

related metrics, such as tRNA abundances.  
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2.2.8. Acquisition of codon properties for correlation analysis 

To investigate more clues in codon usage distinction between human and non-human viruses, 

the specific amino acid or codon properties is the investigating subject. Briefly, the interested 

amino acid properties included in this analysis are ‘Essential’, ‘Essential (General)’, ‘Polar 

(General)’, ‘Codon box’, ‘Codon box > 2’, ‘A present’, ‘U present’, ‘G present’, ‘C present’, 

‘Total AU/GC-rich’, ‘ADAT relate’, ‘Sum of predicted tRNA gene counts’, and ‘Sum of 

mature tRNA expression levels’. The interested codon properties included in this analysis are 

‘Essential’, ‘Essential (General)’, ‘Polar (General)’, ‘Codon box’, ‘Codon box > 2’, ‘A present’, 

‘U present’, ‘G present’, ‘C present’, ‘A/U present’, ‘G/C present’, ‘A count’, ‘U count’, ‘G 

count’, ‘C count’, ‘A/U count’, ‘G/C count’, ‘First nucleotide as A/U’, ‘First nucleotide as 

G/C’, ‘Second nucleotide as A/U’, ‘Second nucleotide as G/C’, ‘Third nucleotide as A/U’, 

‘Third nucleotide as G/C’, ‘Total AU/GC-rich’, ‘ADAT relate’, ‘ADAT suppress/benefit’, 

‘Predicted tRNA gene counts’, and ‘Mature tRNA expression levels’. All the details of both 

amino acids and codon properties are listed in Appendix 7. 

2.2.9. Bootstrapping resampling for estimating data distribution 

Bootstrapping resampling method is used to estimate the distribution of the data including 

AminoAcid%, Codon% and RSCU. Due to the limitation of the data size, sometimes the 

statistical results computed from comparison between two groups of data are unreliable. Thus, 

the distribution of the median of bootstrapping resampled data are generated. The resampled 

data has the same sample size as input data, and the resampled iteration is set as 10000. The 

confident interval is set as 5% to 95%. If the confident intervals of two median distributions 

have no overlapping, the two original data groups are considered as significant different. 

2.2.10. Uniform Manifold Approximation and Projection 

Dimensional reduction analysis was performed on the normalised and compressed data using 

the Uniform Manifold Approximation and Projection (UMAP) algorithm[338] for both RSCU 
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data and transposed RSCU data. This method visualises data points in high dimensional space 

with better preservation of global structure compared to other algorithms like t-SNE. 

2.2.11. Bioinformatics program Multi-Codon Analyser to study multi-codon 

usage biases of virus genomes 

‘MultiCodonAnalyser’ is python-based data mining bioinformatics tool to calculate RSMCU-

n of different codon stretch length (CSL) n from coding sequences in parallel computation 

manner. Besides, it can identify codons (or codon stretches) with significantly different codon 

biases based on statistical tests including Welch T-test, Mann-Whitney U-Test, 2-sample 

Kolmogorov–Smirnov Test et al. 

The codon count pool is first generated by simply counting codon combinations based on n in 

CSL, where codon count pools of different coding sequences with same ‘Index’ label will be 

summed together. The codon combinations and amino acids combinations containing stop 

codons will be ignored in the counting but remained in coding sequence length for calculations 

of codon combinations percentages (Codon%) and amino acid combinations percentages 

(AminoAcid%). The RSMCU-n were calculated with those two percentages and number of 

synonymous codons for certain amino acid.  

Two RSMCU-n data matrix with same n value generated from different groups of coding 

sequences could be compared to find codons (or codon stretches) that were significantly 

different according to statistical tests. In this paper, the significantly different codons (or codon 

stretches) were screened out based on Mann-Whitney U-Test. Besides RSMCU-n, the non-

zeroes percentages (NZP) of certain codons (or codon stretches), which are percentages of 

coding sequences from a group of coding sequences having those codons (or codon stretches), 

were also used to find significantly different codons (or codon stretches). 
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2.3. Results 

2.3.1. Establishing RSCU computational pipeline to analyse codon usage biases 

of virus genomes 

Before analysing virus codon usage biases, it is essential to first obtain the coding sequences 

(CDS) of viral genes from human viruses. These sequences form the basis for calculating 

various genomic features such as Codon%, AminoAcid%, and RSCU. However, comparing 

human viruses with non-human viruses on a broad scale presents challenges, primarily due to 

the uneven availability of genome sequences across different virus species, in another term, 

data imbalance. For example, the COVID-19 pandemic has resulted in the production of an 

extensive number of SARS-CoV-2 genome sequences due to the advancements in high-

throughput sequencing technologies. Utilising all available virus genome sequences could 

disproportionately represent human viruses, particularly SARS-CoV-2, potentially skewing the 

statistical analysis due to sample size imbalances. To avoid this issue and enhance the 

generalisability of the comparisons between human and non-human viruses, I propose utilising 

Reference Sequences (RefSeq) from the NCBI database. This database provides ideally one 

reference genome sequence for each recorded virus species, offering a more balanced and 

standardised dataset for analysis. The virus genome sequence, and all the CDS encoded (all the 

virus genes) in the genome are acquired according to the NCBI accession ID of the virus 

(Appendix 6). For multi-partite virus, or virus with multiple genome segments, same approach 

is applied that all the CDS from each genome segment are considered as from the same virus 

sample.  

Figure 13 illustrates the computational pipeline utilised to derive codon usage-related features 

such as Codon%, Amino Acid%, and RSCU from the data of virus genome sequences and their 

CDS. For each virus CDS within a genome, every codon is counted. This step involves tallying 

each specific triplet of nucleotides that codes for an amino acid across the entire coding 

sequence. The counts for each codon from all CDS within the same virus genome are 

aggregated. This summation provides a comprehensive view of how often each codon is used 

across the entire genome, rather than within individual genes or segments. The feature data of 
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Codon%, AminoAcid% and RSCU are calculated from summed codon counts of virus genome 

to represent the codon usage characteristics of the virus genome. With this computational 

pipeline, I generated different data matrix for Codon%, AminoAcid% and RSCU data 

according to the overall list of NCBI accession ID recorded for all the RefSeq virus genomes. 

These matrices facilitate subsequent analyses and comparisons across different viruses. 

2.3.2. Analysis of SARS-CoV-2 codon usage biases 

To have a better understand of the computed RSCU matrix, I first look into the ranked RSCU 

matrix of SARS-CoV-2 as an example to study the codon usage biases of SARS-CoV-2. 

Figure 13. Computational pipeline of RSCU from all virus genomes. All coding sequences of the genes 
from the genome sequences are extracted according to gene annotations. The coding sequences are 
converted to codon counts, and aggregated together to get the codon counts of the genomes. Based on 
the codon counts of the genomes, data of AminoAcid%, Codon% and RSCU of the genomes are 
computed. 
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According to Figure 14.A illustrates SARS-CoV-2 RSCU matrix (one sample from the general 

RSCU matrix), AGA (Arg) has the highest RSCU followed by GGU (Gly), GCU (Ala), and 

GUU (Val), whereas GGG (Gly) has the lowest RSCU followed by UCG (Ser), CCG (Pro), 

and CGG (Arg). However, interpreting RSCU values across different codons requires 

consideration of the underlying calculation method, which might introduce comparative 

limitations due to the variable scales associated with different amino acids. RSCU values are 

inherently influenced by the number of synonymous codons available for a given amino acid. 

For instance, Arginine, which is encoded by six different codons, has an RSCU scale ranging 

from 0 to 6, where the no-bias point, indicating no preference for any synonymous codon, is 

set at 1. Conversely, Histidine, encoded by only two codons, has an RSCU scale ranging from 

0 to 2, maintaining the same no-bias point at 1. The distribution of RSCU values is complex, 

as it is derived from dividing two data points assumed to be independently normally distributed. 

This calculation complicates characterising the distribution of RSCU values across the genome, 

as the ratio of two normally distributed variables does not typically result in a normal 

distribution, complicating statistical interpretation[339]. 

With the calculated RSCU metrics, I was able to correlate the codon usage biases of SARS-

CoV-2 with various general properties. Using the RSCU data for SARS-CoV-2 as a reference, 

I grouped the percentages of either positively-biased or negatively-biased codons based on 

different codon properties, including nucleotide position, AU/GC richness, and their 

relationship with ADAT editing (Figure 14.B). In the first nucleotide (1st nt) classification, 

codons with uracil (U) at the first nucleotide position exhibit a slight positive bias, whereas 

those with guanine (G) and cytosine (C) display a slight negative bias. This trend is absent in 

the second nucleotide position, where only codons with G demonstrate a slight negative bias. 

Notably, in the third position, all U-ending codons are positively biased, contrasting sharply 

with C-ending codons, which are uniformly negatively biased. Moreover, notable trend 

suggests a strong preference within the SARS-CoV-2 coding sequences for A- and U-ended 

codons over C- and G-ended ones. Furthermore, AU-rich codons are more favoured compared 

to GC-rich codons, indicating a selection for AU-rich codons in the viral genome. For 

estimating the potential ADAT-editing affects, the ADAT-suppress codons, which their tRNA 
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are substrates of ADAT editing, tend to be positively biased. On the contrast, the ADAT-

benefit codons, which can be decoded by ADAT-edited tRNAs, show a negative bias. 

2.3.3. Statistical analyses reveal differences in codon usage biases between 

human and non-human virus genomes 

To distinguish the differences in codon usage between human and non-human viruses, data of 

AminoAcid%, Codon%, and RSCU are analysed using independent T-tests with a significance 

threshold set at a p-value of 0.05 (Figure 15). The T-test comparisons of AminoAcid% between 

Figure 14. Illustration and analysis of RSCU matrix of SARS-CoV-2 virus genome. (A) The codon 
labels in red are the positively-biased codons whereas the blue ones are negatively-biased ones; (B)
The percentages of positively-biased and negatively-biased codons and their codon properties. The 
codon properties include First nucleotide (1st nt), Second nucleotide (2nd nt), Third nucleotide (3rd nt), 
AU/GC-richness, and ADAT relations. 
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human and non-human viruses reveal that Cysteine (Cys/C) emerges as the most predominant 

amino acid in human viruses, followed by Proline (Pro/P) and Threonine (Thr/T). Conversely, 

amino acids such as Aspartic acid (Asp/D) and Glutamic acid (Glu/E) are significantly less 

prevalent in human viruses. When examining ADAT-related amino acids, no clear preferences 

are observed across all amino acids involved. However, ADAT-related amino acids such as 

Proline (Pro/P), Threonine (Thr/T), Leucine (Leu/L), Serine (Ser/S), and Arginine (Arg/R) are 

significantly more abundant in human viruses, whereas Alanine (Ala/A), Valine (Val/V), and 

Isoleucine (Ile/I) are considerably less prevalent in human viruses. This analysis indicates 

distinct amino acid composition profiles that differentiate human viruses from non-human 

viruses, suggesting potential adaptations to the host’s cellular machinery.  

Figure 15. Independent T-test of AminoAcid%, Codon% and RSCU between human and non-human 
viruses. The non-human virus samples are considered as control group and baseline in the T-test 
analysis. The volcano plots shows T-test p-value (-log10) and fold change (log2), and p-values smaller 
than 0.05 are considered signficantly different. Besides, the top one sample of both positively and 
negatively changed in each analysis of AminoAcid%, Codon% and RSCU are visualised with boxplot 
below.  



- 85 -

In the T-test analysis of Codon% between human and non-human viruses, codons such as CCA 

(Pro) and AGA (Arg) are significantly enriched in human viruses, while codons like CGU 

(Arg) and AUC (Ile) are notably less prevalent. However, no clear enrichment-related patterns 

emerge with either ADAT-suppress or ADAT-benefit codons in the Codon% data for human 

viruses. 

In the T-test comparison of RSCU between human and non-human viruses, codons such as 

AUA (Ile) and AGA (Arg) are identified as significantly positively-biased in human viruses 

when encoding their corresponding amino acids. Conversely, codons such as CGU (Arg) and 

ACG (Thr) exhibit significant negative bias. Interestingly, ADAT-benefit codons tend to 

display lower p-values (or higher in -log10 transformed p-value), regardless of whether they are 

positively or negatively biased. On the other hand, ADAT-suppress codons appear more 

‘stable’ without significant biases, except for CGU (Arg), which is significantly negatively-

biased. This observation suggests that ADAT2/3 expression may differentially impact the 

translation of various amino acids in viral genes. In another term, the presence of tRNAs edited 

by ADAT2/3 does not necessarily impact their associated codons’ translation efficiency of the 

viral genes from human viruses. However, codons that utilise post-edited tRNAs might 

experience significant impacts on translation, either enhancing or reducing efficiency. 
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To verify the findings from the T-test analysis, a bootstrapping method was applied to resample 

the data of Amino Acid%, Codon%, and RSCU for human and non-human virus groups. This 

approach facilitated the assessment of the distribution of resampled medians. As illustrated in 

Figure 16, the resampled data with 10,000 iterations show distinct differences for the top 

examples of codons and amino acids identified in the initial T-test results. Notably, there is no 

overlap between the confidence intervals of the resampled medians between human and non-

human viruses. This absence of overlap further confirms the significant distinctions in Amino 

Acid%, Codon%, and RSCU between human and non-human viruses. Other results, similarly, 

verified using this method and suggested by a p-value < 0.05 in the T-test, are confirmed as 

Figure 16. Bootstrapping resampling of AminoAcid%, Codon% and RSCU of human and non-human 
viruses to verify usage differences. Each amino acid or codon feature, which is identified significantly 
changed in above independent T-test analysis, are resampled to estimate their data distribution and 
confident interval (CI). The non-overlapping CI suggests the distribution of the two groups are 
significantly different. 
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well (data not shown). This robust methodological approach ensures the reliability of the 

statistical differences observed, reinforcing the significance of the findings. 

2.3.4. Correlation analyses reveal relationships between codon properties and T-

test results regarding codon usages between human and non-human virus 

genomes 

After identifying distinct characteristics in Amino Acid%, Codon%, and RSCU between 

human and non-human viruses, the investigation extends to identifying which properties of 

amino acids or codons contribute to these distinctions. To explore this, a ranking-based 

Spearman correlation method is applied to examine the relationships between the distinct 

characteristics found in Amino Acid%, Codon%, and RSCU and the intrinsic properties of 

amino acids or codons. These distinct characteristics are quantified using statistics of 

transformed T-test p-values (-log10) and transformed fold changes (log2). A higher value in the 

transformed T-test p-value indicates more significant changes in codons or amino acids, either 

positively or negatively biased, while a higher value in the transformed fold change suggests 

greater abundances or biases in codon or amino acid usage.  For the analysis of codon properties, 

categorical values are numerically encoded to facilitate statistical computation. For instance, 

AU-rich codons are encoded as 1 and GC-rich codons as 0. This encoding allows the 

computation of the Spearman Correlation Coefficient (SCC) between the transformed fold 

change from RSCU T-test results and AU/GC richness. The outcome of this analysis could 

reveal whether AU-rich codons exhibit a positive bias in human viruses compared to non-

human viruses. The specific properties of codons and amino acids tested in this analysis are 

detailed in the methods and section (Appendix 7), ensuring a comprehensive and systematic 

approach to understanding the underlying factors contributing to the observed codon usage 

biases. 
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Figure 17 presents the top Spearman Correlation Coefficients (SCC) results for Amino Acid%, 

Codon%, and RSCU, and Table 2 summarises the table of all comparison results that show 

significant correlations (SCC p-value < 0.05). In the analysis of Amino Acid% SCC, significant 

positive correlations are spotted between T-test p-values (-log10) and the presence of G, as well 

as between fold changes (log2) and essential amino acids. This indicates that the variability in 

the abundance of G-present amino acids differs markedly between human and non-human 

viruses, and essential amino acids are more prevalent in human viruses. In the Codon% SCC 

analysis, significant positive correlations are observed between fold changes (log2) and various 

codon properties including AU/GC 3rd nt, A/U count, A count, A/U present, and A present, 

indicating that AU-rich codons, particularly those with A, are prevalent in human viruses. 

Conversely, significant negative correlations are detected between fold changes (log2) and 

properties such as the G present, G count, AU/GC-rich and C present, suggesting that GC-rich 

codons, especially those with G, are less frequent in human viruses. Additionally, a notable 

Figure 17. Top-two highest Spearman Correlation Coefficient (SCC) comparison results between T-
test statistical metrics and amino acid or codon properties with best fit linear curve.  The T-test metrics 
with AminoAcid%, Codon% and RSCU are all examined and all the amino acid or codon properties 
are listed in Appendix 7. Other signficant SCC results are shown in Table 2. 
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negative correlation is found between T-test p-values (-log10) and the third 3rd nt (General), 

indicating that the variability in the abundance of GC-present codons is more pronounced 

between human and non-human viruses. This comprehensive correlation analysis provides 

insight into the distinct codon usage characteristics and their implications on the translational 

efficiency and viral adaptability in human versus non-human viruses.  

Table 2. Summerised significantly correlation results of SCC tests in AminoAcid%, Codon% and 
RSCU.  



- 90 -

In the RSCU SCC analysis, significant positive correlations are observed between fold change 

(log2) and various codon properties such as the general 3rd nt (General), A/U count, A present, 

A/U present, that AU-rich codons exhibit a positive bias in usage. Additionally, positive 

correlations are found between T-test p-values (-log10) and properties like A count and ADAT 

benefit, suggesting that the usage biases of codons with increasing A count and ADAT benefit 

exhibit greater variability between human and non-human viruses. Conversely, significant 

negative correlations are observed between fold change (log2) and properties such as C present, 

AU/GC-rich, C count, G/C present, G present and G count, indicating that GC-rich codons are 

negatively biased in usage. Furthermore, negative correlations are also noted between T-test p-

values (-log10) and properties including U count and U present, highlighting that the usage 

biases of U-rich codons are more stable and exhibit less variability between human and non-

human viruses. These findings underscore the differential codon usage preferences between 

human and non-human viruses, particularly in terms of nucleotide composition at critical codon 

positions (i.e. 3rd nt), which could have implications for the translational dynamics and 

adaptation strategies of viruses in various hosts.  

In summary, the analyses of SCC correlations highlight the significant role of AU/GC content 

in differentiating the codon and amino acid usage patterns between viruses that infect humans 

and those that do not. The observations point to a marked preference for AU-rich codons, 

particularly those with A or U at the 3rd nucleotide position, in human-infecting viruses. This 

preference suggests that such viruses may have adapted to optimise translational efficiency 

within human hosts. Furthermore, the significant bias towards AU-rich codons in viruses that 

infect humans implies a potential susceptibility to ADAR editing, given the abundance of 

adenosine, which serves as a substrate for ADAR. The A/U at 3rd nucleotide in human viruses. 

This sensitivity extends to ADAT editing as well, given the relevance of the bias in A/U at 3rd 

nucleotide position in determining ADAT’s editing targets. 

2.3.5. Statistical analyses reveal distinct codon usage in human viruses related 

to ADAT editing  

Following the initial findings, a more detailed examination of ADAT-related codon and amino 

acid usage between human and non-human viruses was conducted. The proportion of amino 
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acids (AminoAcid%) corresponding to the eight amino acids influenced by ADAT2/3 editing, 

including Threonine (Thr/T), Alanine (Ala/A), Proline (Pro/P), Serine (Ser/S), Leucine (Leu/L), 

Isoleucine (Ile/I), and Valine (Val/V), was aggregated. Additionally, the AminoAcid% for 

amino acids not affected by ADAT was similarly calculated. An independent T-test analysis 

between human and non-human viruses revealed that the aggregated AminoAcid% for ADAT-

related amino acids is significantly elevated in human viruses compared to non-human viruses 

(Figure 18.A). This statistically significant difference underscores the potential influence of 

ADAT editing on the adaptation of human viruses. A parallel analysis was conducted for 

Codon% involving the aggregation of ADAT-related codons. This was contrasted with the 

aggregation of codons not related to ADAT editing and specific codons within ADAT-related 

amino acids that are not influenced by ADAT, such as GUG in Valine (Val/V). Similar to the 

comparison in AminoAcid%, the summed Codon% of ADAT-related codons is significantly 

higher in human viruses, whereas both the Codon% of other codons and other codons in non-

ADAT-related codons are significantly lower conversely (Figure 18.B). These findings suggest 

that ADAT editing activities could play a critical role in shaping the evolutionary and infection 

dynamics of viruses in humans. The higher prevalence of ADAT-related amino acids and 

codons in human viruses may reflect a selection pressure or an adaptation strategy that 

enhances viral compatibility with human host cellular machinery, potentially influencing the 

overall efficiency of viral protein synthesis and function. 
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Figure 18. Aggregated AminoAcid% and Codon% of ADAT-related codons and amino acids between 
human and non-human viruses. (A) Boxplot of aggregated AminoAcid% of ADAT-related amino acids 
and comparison between human and non-human viruses.  (B) Boxplot of aggregated Codon% of 
ADAT-related codons and comparison between human and non-human viruses. 
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Figure 19. ADAT-related codon usage biases between human and non-human viruses. (A) Volcano plot 
demonstrating independent T-test analysis of aggregated RSCU in different ADAT relations of amino 
acids between human and non-human viruses. ADAT relations include ADAT-suppress, ADAT-benefit 
and others. The aggregated RSCU is the sum of different RSCU under same class of codons (i.e. ADAT-
benefit) from the same amino acid. For example, the red coloured ‘R’ shows the T-test result comparing 
the aggregated RSCU of ADAT-benefit codons under Arginine between human and not-human viruses; 
(B) Example of aggregated RSCU with different ADAT relations within Arginine and Proline, which
have distinct usage biases in ADAT related codons; (C) Table summarises fold changes (log2) of 
aggregated RSCU within different ADAT-related amino acids.
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To explore usage biases of ADAT-related codons, the concept of ADAT-related codon usage 

biases is introduced, defined by the summed RSCU of codons categorised by their relationship 

to ADAT2/3 editing. The metrics of ADAT-related codon usage biases could help discovery 

evidence of selection biases of codons when encoding the same amino acids. For instance, in 

the codons of Valine (Val/V), GUU is categorised as an ADAT-suppress codon, while GUC 

and GUA are considered ADAT-benefit codons, and GUG is categorised as other codon. 

Accordingly, the RSCU of GUU represents ADAT-suppress codon usage bias, the combined 

RSCU of GUC and GUA represents ADAT-benefit codon usage bias, and the RSCU of GUG 

is considered as other codon usage bias. To clarify the presentation, these categories are 

denoted as Sup-RSCU, Ben-RSCU, and Oth-RSCU, respectively, in subsequent analyses. 

Figure 19 illustrates the results from independent T-tests comparing Sup-RSCU, Ben-RSCU, 

and Oth-RSCU between human and non-human viruses. Notably, the Ben-RSCU values for 

Proline (Pro/P), Alanine (Ala/A), Threonine (Thr/T), Serine (Ser/S), and Leucine (Leu/L) are 

significantly higher in human viruses. Conversely, the Oth-RSCU values for these amino acids, 

along with the Sup-RSCU and Ben-RSCU for Arginine (Arg/R), are significantly lower in 

human viruses. This pattern suggests differential roles and impacts of ADAT editing across 

various amino acids. The summary table in Figure 19 indicates that Valine and Isoleucine do 

not exhibit substantial differences in ADAT-related codon differentiation between human and 

non-human viruses, whereas other ADAT-related amino acids generally show a positive bias 

in ADAT-related codons, both ADAT-suppress and -benefit ones. Remarkably, Arginine 

displays a unique pattern, being positively biased in non-ADAT-related codons while ADAT-

related codons show a negative bias in human viruses, hinting at a specialised role for Arginine 

in human virus infections. 

2.3.6. Dimensional reduction analysis demonstrates relationships between virus 

host ranges and virus codon usage biases  

To investigate the differential codon usage biases among viruses with varying host ranges, an 

analysis of RSCU compositions across diverse viruses was conducted. This involved the 

visualisation of these compositions using the UMAP for dimensional reduction, as illustrated 

in Figure 20.A. This approach enabled a comparative analysis of viruses infecting different 
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hosts (e.g., vertebrates vs. non-vertebrates), revealing distinct patterns in codon usage biases. 

The analysis highlighted a significant distinction in the codon usage patterns of bacteriophages 

compared to viruses infecting other hosts. When bacteriophages are excluded from the dataset, 

the remaining viruses, although exhibiting somewhat similar RSCU patterns, displayed subtle 

differences in their distributions. This observation suggests a mild and difficult-to-identified 

boundary in codon usage biases that could potentially differentiate viruses based on their host 

range labels. Such boundaries might reflect adaptations to the codon preferences of their 

respective hosts.  

I conducted a transposition of the RSCU data matrix to explore overarching patterns of codon 

behaviour across virus genomes, visualising these patterns through the UMAP dimensional 

reduction algorithm, as presented in Figure 20.B. To be accurate, the codon labels become the 

subject whereas all the virus genome samples become the data features. This analysis revealed 

distinct clustering based on the 3rd nucleotide of codons, demonstrating two predominant 

groups characterised by A/U-ended and G/C-ended codons, respectively. Notably, within these 

groups, further sub-clustering was evident: A-ended and U-ended codons formed distinct 

subgroups, as did G-ended and C-ended codons. Remarkably, this grouping patterns identified 

exceptional behaviours in two specific codons: UUG (Leu) and AGG (Arg), which did not 

cluster as might be expected with their G-ended counterparts. Instead, UUG aligned more 

closely with U-ended codons, and AGG clustered with A-ended codons. This unusual grouping 

suggests a potentially unique role for these codons in viral genomes, emphasising the 

importance of the codon wobble position in viruses.  
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Figure 20. Dimensional reduction analysis regarding RSCU characteristics of virus with different host 
ranges. (A) UMAP Dimensional reduction for the RSCU of virus genomes with different host ranges. 
The RSCU data was first normalised with Z-score normalisation then lossless compressed with 
Principal component analysis (PCA). (B) UMAP Dimensional reduction for the virus genome RSCUs 
on different codons’ wobble nucleotides. The RSCU data was first normalised with Z-score 
normalisation then lossless compressed with PCA. 



Figure 21. Volcano plots demonstrating independent T-test on the virus genome RSCU regarding 
comparisons between viruses of different host ranges. Virus host labels include Human, Vertebrates, 
Invertebrates, Land plants, and Bacteria. The codons are coloured according to third nucleotides (3rd

nt).   

To identify the  specific codon biases within various hosts, I employed independent T-tests on 

the RSCU data, aiming to identify codons that exhibit significant variability in relation to the 

specific codon fitness of each host, as illustrated in Figure 21. In viruses that infect humans, it 

was observed that the RSCUs of A/U-ended codons are significantly higher than those of G/C-

ended codons, supporting earlier findings that A/U-ended codons are favoured in human 

viruses. However, notable exceptions include the G/C-ended codons AGG (Arg), GGG (Gly), 

and CCC (Pro), which shows a marked abundance relative to other G/C-ended codons. 

Conversely, A/U-ended codons such as CGU (Arg), GGU (Gly), and CGA (Arg) show a 
- 97 -
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diminished preference. This pattern suggests a specialised role for codons encoding Arginine 

and Glycine in codon usage selection within human viruses, possibly due to their unique 

biological functions. Similar trends were observed in viruses infecting other hosts, including 

vertebrates, invertebrates, and land plants, where A/U-ended codons generally prevail over 

G/C-ended codons, although with occasional exceptions (Figure 21). In alignment with 

findings from the previous UMAP analysis, bacteriophages exhibit a distinct RSCU 

composition, uniquely favouring G/C-ended codons over A/U-ended ones, further 

underscoring the diverse evolutionary paths and host adaptation strategies among different 

viral families. 

2.3.7. Using MultiCodonAnalyser to study multi-codon usage biases of various 

coding sequence groups 

The promising outcomes of this preliminary study have motivated further exploration into the 

relations between virus codon usage biases and their host ranges. RSCU is calculated by 

quantifying the frequency of singular codons and their corresponding amino acids within a 

gene’s coding sequence. Extending this concept, by considering stretches of codons or amino 

acids of length n, (termed n-length codon or amino acid stretches), it becomes feasible to 

analyse the usage biases in multi-codon stretches. For instance, one could investigate which 

codon combinations, such as AGA|CUA or CGA|CUG, are preferred in sequences encoding 

an Arginine|Leucine (R|L) stretch in a specific coding sequence. To facilitate this analysis, I 

propose a metric termed Relative Synonymous Multi-Codon Usage (RSMCU-n), where ‘n’ 

denotes the number of amino acids in the codon stretch (corresponding to the amino acid stretch 

length). Here, n also represents the Codon Stretch Length (CSL). For example, RSMCU-1 

reflects the usage biases of a single codon (same to RSCU), while RSMCU-2 examines the 

biases associated with a pair of codons (2 codons). Employing the RSMCU-n metric enables 

the comparison of different codon stretch usage biases across diverse viral genome groups. 
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Figure 22. Computational pipeline of MultiCodonAnalyser program. Two major steps are included in 
this pipeline. First step is converting coding sequences into RSMCU-n matrix with given n value, which 
is accomplished by script Sequences2CodonBias.py. Second step is statistically comparing two 
RSMCU-n matrix to identify significantly varied codon stretches, which is accomplished by 
2SamplesCodonBiasStatistics.py. 
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To enhance the efficiency of computing RSMCU-n, I developed a Python-based software tool 

called ‘MultiCodonAnalyser’ (MCA), which utilises parallel processing for enhanced 

computational efficiency. MCA is designed to identify differences in codon usage patterns 

between two groups of coding sequences by incorporating several statistical tests, including 

the Mann-Whitney U-Test, Welch’s T-test, and the Benjamini-Hochberg procedure for p-value 

adjustment, among others. The MCA pipeline comprises three major components. Script 

‘NCBI_CDS_Download.py’ facilitates the downloading of coding sequences from the NCBI 

database using Accession IDs. Script ‘Sequences2CodonBias.py’ converts strings of coding 

sequences into an RSMCU-n matrix, where n is the user-defined length of the codon stretch. 

Script ‘2SamplesCodonBiasStatistics.py’ compares two RSMCU-n data matrices (where both 

matrices are equal in n using the statistical tests (Figure 22). By employing MCA, it is possible 

to identify significant variations in codon stretches based on their multi-codon biases 

(RSMCU-n) and through various statistical analysis. Additional functionalities are built into 

MCA to accommodate different CDS data sources. However, these features are still under 

development and are not discussed further in this document (data not shown). 

As the Codon Stretch Length (CSL) increases beyond three (CSL > 3), the RSMCU-n metric 

tends to exhibit a higher proportion of zero values. These zero values indicate the absence of 

certain codon stretches in the coding sequences under study, which can complicate statistical 

analysis and interpretation. To address this issue and enable more meaningful comparisons, the 

RSMCU-n calculations are refined to include only non-zero values. This approach ensures that 

the statistical analyses focus on existing codon stretches, enhancing the robustness and 

relevance of the findings. Further, to complement this analysis, an additional metric, the Non-

Zero Percentage (NZP) of codon stretches, is employed. NZP serves as a measure to assess the 

appearances of various codon stretches within the dataset. This dual approach, analysing both 

the RSMCU-n values of non-zero codon stretches and NZP-n of zero values, provides a 

comprehensive understanding of the distribution and significance of codon stretch usage 

patterns, particularly in cases where longer codon stretches are rare or absent.  
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2.3.8. Statistical analysis with RSMCU-n reveal unique multi-codon usage biases 

of human viruses against other vertebrate viruses 

The UMAP analysis previously presented in Figure 20.A highlighted that RSCU values do not 

significantly differ across various virus host ranges, with the exception of bacteriophages. 

Given the close genetic and evolutionary relationships within vertebrates, including humans, it 

is not unexpected that distinguishing codon usage biases solely based on single codon biases 

(such as RSCU or RSMCU-1) between human viruses and other vertebrate viruses proves 

challenging. To address this limitation and potentially uncover more distinctive features at the 

boundary between human and other vertebrate viruses, I extended the analysis to multi-codon 

biases using the MultiCodonAnalyser (MCA) pipeline. This approach focuses on examining 

RSMCU-n across virus genomes, employing the U-test on non-zero values of RSMCU-n to 

identify significant codon or codon stretch usage biases. This analysis was specifically 

conducted for codon stretch lengths (CSL) ranging from 1 to 4, as illustrated in Figure 23. It is 

noteworthy that the analysis confirmed an increase in the percentage of zero values in the 

RSMCU-n matrix as the codon stretch length increased, a trend that was documented in 

Appendix 8. 
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The extensive analysis conducted using the RSMCU-n metric reveals significant differences 

in codon stretch usage biases between human and other vertebrate viruses across varying codon 

stretch lengths (CSL). Here's a summary of the findings. In the RSMCU-1 analysis, out of 61 

codon stretches analysed, 14 codons (~22.95%) including CCA (Pro), ACA (Thr), GAA (Glu), 

and others were found to be relatively enriched in human virus genomes. Conversely, 25 

codons (~40.98%) such as GAG (Glu), CCG (Pro), GCG (Ala), and others were relatively 

enriched in vertebrate virus genomes. In the RSMCU-2 analysis, a total of 3721 codon stretches 

were analysed. In human virus genomes, 497 codon stretches (~13.35%) including UUA|UUU 

Figure 23. Volcano plot of Mann-Whitney U-test results comparing RSMCU-n (n ≤ 4) from virus 
genomes between human and other vertebrate viruses. The significantly increased or decreased codon 
stretches (p-value < 0.05) are highlighted and the top three codon stretches either positively-biased or 
negatively-biased are listed.  
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(Leu|Phe), CCA|GAU (Pro|Asp), CCA|GAA (Pro|Glu), and others were relatively enriched. In 

vertebrate virus genomes, 188 codon stretches (~5.05%) including AAG|UCU (Lys|Ser), 

GAG|CCU (Glu|Pro), UCC|CUG (Ser|Leu), and others showed enrichment. In the RSMCU-3 

analysis, among the 226,981 codon stretches analysed, 16,536 codon stretches (~7.29%) such 

as CCC|CUC|AAA (Pro|Leu|Lys), AGU|UAU|GUA (Ser|Tyr|Val), UUU|GUU|ACA 

(Phe|Val|Thr), and others were relatively enriched in human virus genomes. On the other hand, 

4661 codon stretches (~2.05%) including UGG|AAU|AAG (Trp|Asn|Lys), UCC|AAG|ACG 

(Ser|Lys|Thr), CAU|AGA|UAC (His|Arg|Tyr), and others were more prevalent in vertebrate 

virus genomes. In the RSMCU-4 analysis, this level of analysis covered a total of 13,845,841 

codon stretches. Only 2583 codon stretches (~0.02%) including UUU|AAA|ACA|AAA 

(Phe|Lys|Thr|Lys), AAA|GGA|CUG|AAA (Lys|Gly|Leu|Lys), CGC|GCC|GCG|CGC 

(Arg|Ala|Ala|Arg), and others were relatively enriched in human virus genomes. In contrast, 

4569 codon stretches (~0.03%) such as AUG|UGG|GAA|GCA (Met|Trp|Glu|Ala), 

UUU|CAA|ACU|GUU (Phe|Gln|Thr|Val), AUG|AAA|GAA|AGA (Met|Lys|Glu|Arg), and 

others were enriched in vertebrate virus genomes. 

For a better validation in the findings from the RSMCU-n analyses, I applied the Benjamini-

Hochberg (BH) adjustment method to control the false discovery rate among the p-values 

obtained from the U-tests. Upon applying the BH adjustment, the results demonstrated that all 

p-values for RSMCU-n analyses with CSL greater than 2 were adjusted to values greater than

0.05. This adjustment indicates that the variations in codon usage between human and 

vertebrate viruses for these longer codon stretches may be possibly unreliable (Appendix 9). 

2.3.9. Statistical analysis with NZP-n reveal unique multi-codon usage biases of 

human viruses against other vertebrate viruses 

To further investigate the usage of codon stretches based on increasing zero percentages in the 

RSMCU-n matrix, we analysed the non-zero percentages (NZP) of this matrix to determine 

whether certain codon stretches are significantly over-represented or under-represented in the 

gene coding sequences of human virus genomes. The variations in codon NZP might, however, 

be attributable to changes in the NZP of amino acids. To address this, the expected codon NZP 

were computed by dividing the amino acids NZPs by the number of possible encoding codon 
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stretches, thereby excluding codon stretches influenced by amino acid variations. In my 

methodology, codons or codon stretches within the top 5% of absolute codon NZP values were 

categorised as significantly altered. Codons or codon stretches were excluded and deemed 

affected by amino acid imbalances if their codon NZP values and the expected codon NZP 

values shared the same directional sign (+/-) and also ranked within the top 5% in expected 

codon NZP values. 

Figure 24. Critical codon stretches identified in NZP-n analysis (n ≤ 4) from virus genomes between 
human and other vertebrate viruses. The critical codon stretches are those ranked within the top 5% in 
absolute NZP values, which shared the same directional sign (+/-) and ranked within the top 5% in 
expected NZP values.  
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In the NZP-1 analysis, four specific codons, CGA (Arg), CGC (Arg), UUA (Leu), and CGG 

(Arg), were identified as occurring more frequently in the gene coding sequences of human 

virus genomes, while none of these codons showed increased frequency in vertebrate virus 

genomes. The NZP-2 analysis revealed that 131 codon stretches, such as CUA|CAA (Leu|Gln), 

AUA|CAA (Ile|Gln), and UUA|CAA (Leu|Gln), were more prevalent in human virus genomes, 

whereas 43 stretches, including GGG|CGU (Gly|Arg), CGC|GGU (Arg|Gly), and UCC|GAU 

(Ser|Asp), were more common in vertebrate virus genomes. In the NZP-3 analysis, 2,840 codon 

stretches, including CCC|GCC|UUU (Pro|Ala|Phe), AAU|GCA|CCA (Asn|Ala|Pro), and 

UAU|UUA|AGA (Tyr|Leu|Arg), are more prevalent in human viruses, and 6,366 stretches, 

such as GAG|GAG|GAA (Glu|Glu|Glu), GAG|GAA|GAG (Glu|Glu|Glu), and 

UUU|UCA|ACA (Phe|Ser|Thr), being more common in vertebrate viruses. Further extending 

the analysis to NZP-4, there were 185,234 codon stretches, such as CUA|AAA|CGA|AAG 

(Leu|Lys|Arg|Lys), GGA|AAU|UCC|CUG (Gly|Asn|Ser|Leu), and AAU|UCC|CUG|GCA 

(Asn|Ser|Leu|Ala), identified more frequent in human viruses, in contrast to 65,687 stretches 

like GAU|GAU|GAU|GAU (Asp|Asp|Asp|Asp), GAA|GAA|GAA|AAA (Glu|Glu|Glu|Lys), 

and GGA|GGA|GGA|GGA (Gly|Gly|Gly|Gly) found more frequent in vertebrate viruses. 

Notably, codon stretches comprising multiple identical amino acids such as GAG|GAG|GAA 

(Glu|Glu|Glu), GAG|GAA|GAG (Glu|Glu|Glu), GAU|GAU|GAU|GAU (Asp|Asp|Asp|Asp), 

GGA|GGA|GGA|GGA (Gly|Gly|Gly|Gly) are standing out, raising the question of whether the 

biases in codon usage for continuous identical amino acids stretches play a significant role in 

determining virus host ranges. 
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2.4. Discussion 

2.4.1. Summary of research finding in chapter 2 

In this chapter, I describe the development of a bioinformatics pipeline designed specifically 

to analyse codon usage biases within virus genome sequences. This robust pipeline can be 

applied universally to investigate distinct characteristics in codon usages biases across various 

groups of coding sequences from any source. Its development involved a comprehensive 

approach to decode the complexity of codon distribution patterns, facilitating a deeper 

understanding of genomic adaptations and evolutionary dynamics among viruses. This tool not 

only enhances our capability to study viral genomes but also offers a methodological 

framework that can be adapted to a wide range of genetic research scenarios. 

In my research, I employed independent T-tests to identify significant differences in amino 

acid and codon usage between human and non-human viruses, analysing data on Amino Acid%, 

Codon%, and RSCU. Through these analyses, I aimed to uncover specific properties of amino 

acids and codons that are associated with these usage distinct characteristics, achieved using 

Spearman correlation methods. Furthermore, I extended similar analytical methodologies to 

distinguish key codons and amino acids in viruses having distinct host range labels, based on 

their codon usage biases. The findings suggest the presence of a potential boundary in codon 

usage biases, which could contribute to virus host range identification. This insight could be 

critical in understanding host specificity and cross-species transmission in viral pathogens. 

My research has demonstrated that viral genomes exhibiting different host ranges manifest 

distinct codon usage biases. Specifically, AU-rich codons are generally more prevalent in 

human viruses. Furthermore, codons ending in A/U at the 3rd nucleotide position typically 

exhibit characteristics that differ markedly from those ending in G/C, with the notable 

exceptions of UUG (Leu) and AGG (Arg). These findings indicate the critical role of the 

wobble position in viral codons. Additionally, the significant enrichment of A/U-ended codons, 

particularly those ending in A, suggests that viral RNA transcripts infecting humans may be 

more susceptible to A-to-I editing in general and at the wobble position. This post-

transcriptional modification could potentially affect virus adaptability and immune evasion. 
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However, the exact implications of this susceptibility require further detailed investigation to 

fully understand its impact on virus-host interactions and pathogenicity. 

In addition to identifying codon usage biases, my study further investigates into the relationship 

between these biases in human viruses and ADAT editing, focusing specifically on codons 

related to ADAT-mediated adenosine deamination. I discovered that several codons 

corresponding to the ADAT-related amino acids, namely Serine, Leucine, Alanine, Proline, 

and Threonine, are preferentially utilised in human viruses, no matter the codons are 

suppressed or benefited from ADAT editing. This preference suggests that an overexpression 

of ADAT during viral infections in human cells could potentially enhance the translation of 

these amino acids, given that codons suppressed by ADAT editing originally correspond to 

tRNAs with higher abundance. Contrastingly, the usage pattern of ADAT-related codons for 

Arginine markedly diverges from the other ADAT-related amino acids, with these codons 

being less preferred in human viruses. This observation indicates that the translation efficiency 

of Arginine might not be significantly impacted by ADAT overexpression. However, there are 

more factors could contribute to the impacts on the virus gene expression efficiency under 

ADAT editing, including tRNA abundance. tRNA expression level, ADAT editing efficiency, 

ADAT expression level et al.  

The dimensional reduction analysis of the RSCU matrix across viruses with varying host 

ranges revealed notably distinct patterns for bacteriophages, compared to other virus groups 

that showed more homogeneous patterns. This observation suggests that identifying boundary 

of codon usage biases between viruses of different host ranges can be challenging, particularly 

beyond bacteriophages. This leads to an interesting possibility whether these codon usage 

patterns be distinguishable using machine learning models. By incorporating additional virus 

features into these models, it may be possible to refine our predictions and better understand 

the contribution of virus host ranges and codon fitness.  

Last but not least, I developed a Python-based tool, the MultiCodonAnalyser (MCA), designed 

to investigate the usage biases metrics RSMCU-n and NZP-n for multi-codon stretches with a 

codon stretch length (CSL) of n. Utilising MCA, I was able to identify significant usage biases 

across codon stretches of CSL ranging from 1 to 4 between human and other vertebrate virus 

genomes. Despite these achievements, the specific characteristics and properties of the codon 

stretches that exhibit usage biases remain largely unexplored and need further investigations. 
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2.4.2. Discussion of research findings and potential improvement in the future 

investigations 

In my analysis to identify significant differences in the usage of codons and amino acids 

between human and non-human viruses, I primarily employed the independent T-test on 

metrics such as Amino Acid%, Codon%, and RSCU. A key concern with using the T-test on 

RSCU data arises from the nature of RSCU calculation, which involves division of two 

variables presumed to be normally distributed. The T-test fundamentally assumes that the data 

adheres to a normal distribution and that variances between groups are equal, conditions that 

RSCU data might not meet due to its calculated nature (unknown distribution). While I utilised 

the Welch T-test as an alternative, which does not assume equal variances, this adaptation still 

does not completely fix the issue since the normality of the RSCU distribution remains 

uncertain. Despite these methodological concerns, the significance of the findings is supported 

by the large sample size of the study (10,820 samples), which tends to relieve some of the 

limitations associated with smaller datasets.  

To enhance the robustness of our conclusions, I propose using additional statistical methods 

that do not assume normal distribution or equal variances. The Mann-Whitney U-test, or 

Wilcoxon rank-sum test, is particularly suitable as it is based on the ranking of data points 

rather than their distribution parameters. Employing this non-parametric method would provide 

a more justified evaluation of the differences in amino acid and codon usage between human 

and non-human viruses, potentially confirming the initial findings derived from T-test analyses. 

This approach would thereby strengthen the evidential basis of the study, ensuring that any 

identified differences in codon or amino acid usage are both statistically significant and 

methodologically sound. 

Another limitation of the current analysis arises from the methodology employed to compute 

the codon usage metrics for virus genomes. Specifically, the analysis involves aggregating 

codon counts across all coding sequences (CDS) within a virus genome. This approach, while 

simplifying the analysis, may not accurately reflect the true codon usage bias of virus genomes. 

The primary issue with this method is its potential bias toward longer coding sequences. Since 

different CDS vary significantly in length, those with greater lengths and, consequently, more 

codons, disproportionately influence the overall codon usage metrics such as RSCU. This 
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aggregation could skew the results, overemphasising the codon usage patterns of longer 

sequences while underrepresenting those of shorter ones. To address this shortcoming, a more 

refined approach could involve weighting the codon counts by the length of each CDS. This 

adjustment would ensure that each sequence contributes proportionally to the overall codon 

usage metrics based on its length, thereby reducing the bias towards longer sequences. 

Alternatively, analysing codon usage within individual CDS before aggregating these data 

could provide a more detailed and balanced view of codon preferences across the entire genome. 

Such methodological enhancements would likely yield a more accurate and representative 

analysis of codon usage biases in virus genomes, enhancing the reliability of the findings. 

In addressing the potential biases arising from uneven sample sizes among different virus 

groups, I opted to use the RefSeq database, which is a curated collection of reference sequences. 

This approach was intended to mitigate the skew in data caused by overrepresentation of certain 

viruses (i.e. too much data of SARS-CoV-2). Despite this strategy, differences in sample sizes 

across various virus groups persist, which could still influence the analysis results. To further 

counteract these imbalances, I implemented resampling techniques, specifically bootstrapping. 

This method allows for the estimation of sample distribution properties through repeated 

random sampling with replacement, thereby providing a more robust statistical analysis that is 

less dependent on the original sample size distributions.  
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Chapter 3. Predicting Virus Host Ranges with Virus 
Codon Usage Biases 

3.1. Introduction 

Chapter 2 successfully illustrates that features like RSCU exhibit significant distinctions 

between viruses with different host ranges. This finding leads to an intriguing question whether 

these virus codon usage biases possess predictive capabilities regarding the host ranges of 

viruses, or the codon fitness in viruses adapted to specific hosts.  

3.1.1. Introducing codon usage biases of virus genomes and virus codon fitness 

in certain host 

During the COVID-19 pandemic, massive virus genome sequencing data were generated from 

environmental sampling to identify critical mutations and to monitor the evolution of SARS-

CoV-2 during the pandemic with development of sequencing technology and incredible efforts 

of scientists[340], especially by small-size sequencing equipment such as Nanopore MinION 

sequencer allowing scientists to sequence virus genome on-site directly after sample 

harvest[341, 342]. An important question after sample collection is often that whether the virus 

infect human, or what is the virus host range for the on-site scientists to identify the virus’ 

potential threat.  

Host range can be defined as a group of host species where the pathogen can proliferate. It is 

one of the most important concepts helping understand pathogen epidemiology and evolution. 

A pathogen’s host range is difficult to characterise due to the lack of quantitative measurements 

to define a host range, which further leads to ineffective predictions for early precaution alerts. 

Host range shifting is a chain of changes in host ranges (i.e. non-human to human) of a virus. 

Currently, there is no effective methodology to predict characteristics of host shifting between 
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different virus strains (i.e., critical mutation of significant host range change); instead, the 

evolution paths are mainly studied through constructing phylogenetic trees using the viruses’ 

genomes after a host range shifting happened[343, 344]. Historically, many harmful virus 

outbreaks are attributed to their unknown host range shifting, especially towards human, such 

as the MERS-CoV epidemic (2012, over 800 deaths) from bats or dromedary camels[345, 346], 

H1N1 influenza virus pandemic (2009, over 280,000 deaths) from swine[347, 348], SARS-

CoV epidemic (2003, over 700 deaths) from horseshoe bats or palm civets[349-351]. Thus, 

lacking quantitative measurements of virus host ranges may be the stumbling block of virus 

evolution study. Although a lot of research have been using sequencing method with 

environmental sampling of viruses to study potential threat, there are still limited 

computational methods to predict movements in host range shifting[340].  

There are various potential determining factors in virus host range such as codon fitness to 

hosts[352], mechanism entering hosts[353, 354], immune evasion mechanisms[355] et al. 

Because translations of viral genes rely dramatically on host translational machinery, and 

codon fitness is a correlation between virus codon usage biases and host tRNA pool, thus 

incompatibilities in codon fitness will eventually lead to inefficiency in virus proteins 

translation and failure in virus proliferation[356, 357]. Thus, virus codon fitness (VCF) is one 

of the most vital determining factors to virus host range, which has huge potential in virus host 

range prediction. Host tRNA pool is dramatically affected by the host genotypes while it is still 

difficult to represent it at the species level consisting of different host genotypes with 

significant variety. Although I may set a reference genome with certain individual, the 

reference genotype may be insusceptible to certain human virus but not to the majority 

population. Thus, I propose to study virus host codon fitness with virus codon usage bias 

directly from viral genomes and virus host range label for generalisation. 

Virus codon usage bias, as a major metric for host translational adaptions, is the key property 

of coding sequences to decide intracellular translation efficiency[324-326], and the 

intracellular translational efficiency of viral proteins directly determines the efficiency of virus 

replications[358-360]. I hypothesise that the virus codon biases would have relation to the host 

translational mechanism (i.e., tRNA pool), and generally reflect the adaptation level if studied 

by machine learning, which therefore could be used to predict viral host codon fitness. There 

are many metrics to study virus codon biases such as Relative Synonymous Codon Usage 
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(RSCU)[328, 329], Codon Adaptation Index (CAI)[329], tRNA adaptation index (tAI)[330], 

et al. However, most of them required gene expression level of host genes as reference, which 

may lead to extra biases in species-scale representation and in later prediction. Relative 

synonymous codon usage, or RSCU, is a statistical propensity parameter representing essential 

biases of the codon usages in a coding sequence[328, 329], which is purely computed from 

coding sequences without computational loss. RSCU preferences have been studied in 

individual viruses including SARS-CoV-2[331], Flaviviridae Virus[332], Zika virus[333], and 

Transmissible Gastroenteritis Virus[334]. However, most of these studies are only focused on 

the statistical analysis of the RSCU contents of the individual virus in an aim to find RSCU 

correlations between the individual viruses and their host labels[332, 361-364]. The integrative 

RSCU contents and preferences about the collection of all the viruses have never been 

systematically examined, and there is no study aiming to bridge the gap between the virus 

codon biases and the viral host codon fitness. Although the micro-environments of virus-host 

interactions are extremely complicated and they should be clearly distinct between different 

species of viruses[365, 366], it is possible through competent machine learning 

algorithms[367] to discover previously unknown rules underlining the association between 

codon usage biases and the viral codon fitness in hosts. 

3.1.2. Introducing Random Forest model and potential use in studying virus 

codon usage biases  

In this study, I propose to use tree-based machine learning algorithms such as random forest 

(RF) to establish accurate models predictive to the probability of virus host codon fitness with 

RSCU of virus genomes and other virus genome composition properties as input data. This 

classification technique, as empowered by entropy or information gain dichotomy, is specially 

used by this study due to their advantages in dealing with non-linear features such as RSCU, 

which the RF model is a committee of different Decision Tree models making the prediction 

by voting. Additional important features of the input data include coding sequences (CDS) 

length profiles, and virus taxonomy classifications. The tree-based algorithms are a branch of 

supervised machine learning technique, where each tree is a dichotomy hierarchy structure of 

true/false decision-making rules for deciding the output classification according to the input 
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feature values. Here, I propose using the predicted probability from trained RF model as 

representative readout score for virus codon fitness (VCF) in certain host range (i.e. human). 

In this study, the human virus codon fitness score, or HVCF score, predicted from the trained 

RF model for the human host is further explored for virus genomes sequence data from 

different sources, and for monitoring of SARS-CoV-2 human VCF shifting during COIVD-19 

pandemic. Moreover, I attempted to predict codon-based evolution path of SARS-CoV-2 from 

other Betacoronavirus through examining changes in HVCF when applied mutations. I have 

found that the virus codon biases, and machine learning models can serve as measurements in 

defining the boundaries of virus host codon fitness and can make predictions for virus host 

codon fitness shifting and virus evolutionary path.   



- 115 -

3.2. Methods 

3.2.1. Fundamental computational environment 

The fundamental computational environment is identical to Chapter 2 (See section 2.2.1.). 

3.2.2. Acquisition of additional virus genome sequences 

Complete virus genome sequence data (non-RefSeq) of MERS-CoV, Zaire Ebolavirus, West 

Nile virus, Zika virus, Orthohantavirus, Influenza A virus, Henipavirus, Lyssavirus Rabies, 

and SARS-CoV-2 were acquired for other use (i.e. test trained model). The accession IDs of 

all those virus genomes used by this study are acquired from the NCBI Virus database[368], 

which other information such as ‘Host’, ‘Pangolin’ et al were also downloaded there 

(incomplete genomes were discarded). The accession IDs was used to download coding 

sequences through Biopython toolkit. Total 639 genome sequences of MERS-CoV (256 

human-sourced, 383 non-human-sourced), 563 genome sequences of Zaire Ebolavirus (435 

human-sourced, 128 non-human-sourced), 1823 genome sequences of West Nile virus (137 

human-sourced, 1686 non-human-sourced), 240 genome sequences of Zika virus (208 human-

sourced, 32 non-human-sourced), 826 genome sequences of Orthohantavirus (142 human-

sourced, 684 non-human-sourced), 614 genome sequences of Influenza A virus (131 human-

sourced, 483 non-human-sourced), 55 genome sequences of Henipavirus (35 human-sourced, 

20 non-human-sourced), 1862 genome sequences of Lyssavirus Rabies (30 human-sourced, 

1832 non-human-sourced), and 755151 genome sequences of SARS-CoV-2 (all human-

sourced) were retrieved. The WHO Name information related to SARS-CoV-2 was acquired 

from ‘cov-lineages.org’ database[369]. 
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3.2.3. Calculation of other data for applying additional features in training 

machine learning models 

Besides RSCUs, other feature datasets were used to achieve better machine learning prediction. 

Datasets ‘Codon%’ (DCodon%) and ‘AminoAcid%’ (DAminoAcid%) were simply calculated with 

percentages of different codons or amino acids in total codon count of amino acid count of 

virus genome. Stop codons were ignored in both DCodon% and DAminoAcid% (thus 61 features in 

DCodon% and 20 features in DAminoAcid%, stop codons were not included). Dataset ‘ATGC%’ 

(DATGC%) was simply calculated with frequency of each nucleotide (A%, U%, G%, C%, AU%, 

GC%), which AU% and GC% were calculated by summing A%/U% and G%/C%. Dataset 

‘Start-Stop Codon%’ (DStartStopCodon%) is the calculated with frequency of the start codon 

(AUG%) in all the CDS of virus genomes, and the frequency of each stop codons (UAA%, 

UAG%, UGA%) in all the CDS of virus genomes. Dataset ‘CDS Length’ (DCDS Length) consists 

of features genome length, Concatenated CDS length, CDS count, and the mean and standard 

deviation of CDS length, which Concatenated CDS length is the sum of all CDS length. Dataset 

‘HumanCorr’ (DHumanCorr) is correlation coefficients calculated between virus RSCU and 

Human reference RSCU, which is Human reference RSCU acquired from the CoCoPUTs 

database[370]. Dataset ‘HumanCorr(AA)’ (DHumanCorrAA) dataset is correlation coefficients 

calculated among between virus RSCU and Human standard RSCU from each Amino Acids. 

Met (M) and Trp (W) as well as Stop codons were ignored. Dataset ‘Partite’ (DPartite) consist 

of the virus classifications of either mono-partite or multi-partite. Dataset ‘Taxonomy’ 

(DTaxonomy) consist of tertiarily encoded data based on taxonomy information acquired from the 

NCBI Taxonomy database with Realm (or Clade), Kingdom, Phylum, Class, Order. The 

positive samples were labelled as ‘1’ and negative samples were labelled as ‘-1’, which 

unknown samples were labelled as ‘0’. The raw dataset of Taxonomy without encoding was 

noted as DTaxonomy_Raw, which may be used in some study. 

3.2.4. Data normalisation 

The raw RSCU data matrix, and the transposed RSCU data matrix were both normalised 

through the z-score normalisation method through machine learning package Scikit-learn[371]. 
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3.2.5. Principal Component Analysis 

The normalised (z-score) matrixes were transformed by Principal Component Analysis (PCA), 

where the cut-off threshold was set as 1.0 (no loss in explained variance) through Scikit-

learn[371]. This method can compress the data without loss of the variances by removing the 

redundant features. 

3.2.6. Uniform Manifold Approximation and Projection 

Dimensional reduction analysis was performed on the normalised and compressed data using 

the Uniform Manifold Approximation and Projection (UMAP) algorithm[338] for both RSCU 

data and transposed RSCU data. This method visualises data points in high dimensional space 

with better preservation of global structure compared to other algorithms like t-SNE. 

3.2.7. Synthetic Minority Oversampling Technique 

Because the sample sizes were imbalanced with different host range labels. Different 

resampling method was used on train dataset generated by train-test split for increasing model 

predicting accuracy and training better classifier model.  

The train datasets were resampled by the Synthetic Minority Oversampling Technique 

(SMOTE)[372] to overcome sample imbalance. To be brief, SMOTE finds the k-nearest 

neighbors (k=5) of this data point in the feature space, typically using Euclidean distance. Then, 

it generates synthetic samples along the line connecting the selected data point and its randomly 

chosen neighbours. 

3.2.8. Random forest classifiers 

The Random Forest (RF) models were trained with SMOTE-resampled train datasets with 

Scikit-learn[371], when Balance accuracy, F1 score, Recall scores and ROC-AUC scores were 
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used as the standard of the model performance due to sample imbalances. The open-source 

OPTUNA framework was used for hyper-parameters tunning with specific trials for different 

scenarios (20 or 50 trials)[373]. The predicted probabilities from the models’ predictions were 

considered as the readout of infection probability to a specific host, which is acquired from 

embedded function of Scikit-learn. The feature importance metrics are also acquired from 

embedded function of Scikit-learn. 

3.2.9. Other machine learning classifiers 

Besides RF models, other classifier models were also tested at the beginning including 

Decision Tree classifiers (DT), Support Vector Classifiers (SVC), Gaussian Process Classifiers 

(Gau), and Neural Network (NN). They were all trained through Scikit-learn with default 

hyperparameters to check if prediction performances are better.  

3.2.10. Leave-One-Out machine learning technique 

To further confirm reliability of using RSCU and other features in predicting human virus 

codon fitness scores (HVCF) of viruses, the Leave-One-Out (LOO) method was carried out, 

which all other samples were used to train a RF model in predicting one test sample. The same 

process was carried out separately to all the samples, and only 5 trials were used in OPTUNA 

hyper-parameters tunning for less computational cost. Model performances such as Balanced 

accuracy and Recall score were generated with summary of total 10820 predictions 

(correct/wrong predictions for 10820 samples or models). The models with wrong predictions 

were later re-trained with 50 trials setting in OPTUNA hyper-parameters tunning to see 

whether it will have correct predictions (Supplemental figure 3). 

3.2.11. Simulation of SARS-CoV-2-directed codon fitness shifting path 

The predicted probability from the DRTC-trained Recall-optmised RF model trained with all 

10820 samples was considered as the readout of human virus codon fitness scores (HVCF) 
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because it has best prediction performance. To predict an evolution path between two viruses, 

the start-point virus and the end-point virus were determined between SARS-CoV-2 and a 

target Betacoronavirus for either the Forward or Backward mutation simulation. The Forward 

mutation is from the target Betacoronavirus to SARS-CoV-2, while the Backward mutation is 

from SARS-CoV-2 to the target Betacoronavirus. At each mutation step in the evolutionary 

process simulation, every possible mutation was applied to the codon count compositions of 

the virus, including all possible substitution (i.e. AAA→AAG), addition (i.e. +AAA), or 

deletion (i.e. -AAA) of codons. The DRSCU and DCDS Length of the updated virus codon 

compositions were re-calculated except for the DTaxonomy (remained as Coronaviridae). The new 

HVCF was then predicted with the updated DRTC. Among new HVCFs derived from all the 

possible mutations, the simulated mutation generating the lowest/highest HVCF (depending on 

simulation direction, Forward or Backward) was selected. When multiple mutations have the 

same lowest/highest HVCF, the additional analysis of correlation coefficient was calculated 

between updated DRSCU and DRSCU of the end-point virus (SARS-CoV-2 in the Forward path 

or the target Betacoronavirus in the Backward path). The simulated mutation generating the 

best correlation coefficient was selected.  

Similar to the gradient descent, this process was step-by-step repeated until reaching the HVCF 

of the end-point virus. In some cases, the simulation may reach a stagnation because of 

possibility of mutually contradictory mutations (i.e., AAA→AAG then AAG→AAA). To 

avoid such meaningless loop stagnation, mutually contradictory mutations were forbidden in 

the simulation process. For instance, if an ongoing evolutionary path has AAA→AAG, then 

mutation AAG→AAA must be excluded in the subsequent simulation.  
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3.3. Results 

3.3.1. Prediction of virus host labels through machine learning with RSCU matrix 

and other virus genome characteristics 

To assess the effectiveness of various machine learning algorithms in predicting virus host 

ranges using RSCU data, I conducted an exploratory analysis employing several classifier 

models including Decision Tree Classifiers (DT), Random Forest (RF), Support Vector 

Classifiers (SVC), Gaussian Process Classifiers (Gau), and Neural Network Classifiers (NN). 

The performance of these models was evaluated using a range of metrics including Accuracy, 

Balanced accuracy, F1 score, ROC-AUC score, Average precision, and PR-AUC score (Figure 

25). The Random Forest (RF) model demonstrated superior performance across most metrics. 

This superior performance likely stems from the RF model’s ability to handle the non-linear 

relationships inherent in RSCU data effectively, as well as its robustness to overfitting 

compared to simpler models like Decision Trees. Based on these findings, I decided to 

primarily utilise the RF model for further training and analysis. 

Figure 25. Performances of different trained classifier algorithms. Performance metrics such as 
Accuracy, Balanced accuracy, F1 score, ROC-AUC score, Average precision, and PR-AUC score are 
used to evaluate model performances.  
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I then applied RF machine learning algorithms to use the RSCU datasets of virus genomes in 

predicting whether a viral genome has or does not have strong potential to infect a certain host 

due to affinised VCF. The classification labels were binary, distinguishing between potential 

hosts and non-hosts (e.g., human vs. non-human). To address the challenge of sample 

imbalance and enhance the prediction accuracy on the test data, I utilised the SMOTE to 

balance the classes within the training dataset. Other resampling methods were tested but 

SMOTE has the best performance (data not shown). These datasets, specifically composed of 

RSCU features, are referred to as DR (or DRSCU). The RF models trained on these datasets 

demonstrated robust accuracy in predicting VCF across various host ranges, including humans, 

vertebrates, invertebrates, land plants, and bacteria. The models were evaluated across different 

train-test-split ratios, with results indicating that prediction accuracy improves with larger sizes 

of training data (Figure 26). Notably, even with extremely low train data ratio of 0.05, the 

accuracies are all better than blind guessing (0.5 in accuracy), validating the reliability of using 

RSCU data for predicting VCF in different host range.   

Figure 26. Performances of trained random forest models to predict different hosts. The balanced 
accuracy of models trained with DRSCU with different train-test-split ratios, which are better than blind 
guessing (0.5 accuracy) even with extremely low train data ratio of 0.05. 
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To enhance the accuracy of the machine learning models used for predicting viral host 

specificity, I incorporated additional features beyond the basic RSCU data (Figure 27). These 

features include datasets on taxonomy and CDS length of viruses, aiming to provide a more 

comprehensive representation of viral characteristics. The expanded datasets used in training 

are listed below including DCodon%, DAminoAcid%, DTaxonomy, DTaxonomy_Raw, DHuman_Corr, 

DHuman_Corr_AA, DCDSLength et al (Figure 27.A). Initial trials with various combinations of these 

datasets revealed that including the taxonomy dataset (DTaxonomy) alongside the RSCU data 

(denoted as DRT or DRSCU-Taxonomy) significantly improved the balanced accuracy of the models 

(Figure 27.B). Encouraged by these results, I further explored the addition of the CDS Length 

dataset (DCDSLength) to this combination. The incorporation of CDS length data alongside RSCU 

and taxonomy datasets (denoted as DRTC or DRSCU-Taxonomy-CDS Length) further enhanced the 

predictive performance of the models (Figure 27.C). This approach underscores the importance 

of a multi-dimensional dataset that captures various aspects of viral genomes, improving the 

models’ ability to accurately reflect and predict the complex nature of virus-host interactions 

based on genomic signatures. 

To enhance the accuracy of the machine learning models used for predicting viral host 

specificity, I incorporated additional features beyond the basic RSCU data (Figure 27). These 

features include datasets on taxonomy and CDS length of viruses, aiming to provide a more 

comprehensive representation of viral characteristics. The expanded datasets used in training 

are listed below including DCodon%, DAminoAcid%, DTaxonomy, DTaxonomy_Raw, DHuman_Corr, 

DHuman_Corr_AA, DCDSLength et al (Figure 27.A). Initial trials with various combinations of these 

datasets revealed that including the taxonomy dataset (DTaxonomy) alongside the RSCU data 

(denoted as DRT or DRSCU-Taxonomy) significantly improved the balanced accuracy of the models 

(Figure 27.B). Encouraged by these results, I further explored the addition of the CDS Length 

dataset (DCDSLength) to this combination. The incorporation of CDS length data alongside RSCU 

and taxonomy datasets (denoted as DRTC or DRSCU-Taxonomy-CDS Length) further enhanced the 

predictive performance of the models (Figure 27.C). This approach underscores the importance 

of a multi-dimensional dataset that captures various aspects of viral genomes, improving the 

models’ ability to accurately reflect and predict the complex nature of virus-host interactions 

based on genomic signatures. 
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The models, trained with a substantial proportion of the data (train data ratio = 0.9), exhibit 

remarkable performance metrics, including Balanced accuracy, F1 score, and ROC-AUC score, 

which are detailed in Figure 28. The high accuracy of these models further proves the 

Figure 27. Additional feature dataset selections. (A) Information of different additional datasets to the 
input features. (B) Additional features for DR or DRSCU. Adding Taxonomy dataset has best 
performances compared to others. (C). Additional features for DRT or DRSCU-Taxonomy. Adding CDS 
Length dataset has best performances compared to others. 
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hypothesis that viruses adapted to different hosts exhibit distinct codon usage biases. 

Consequently, I propose employing the predicted probabilities generated by these trained RF 

models as quantitative indicators of the Viral Codon Fitness (VCF) relative to corresponding 

hosts. This methodological approach allows for a nuanced assessment of how well a viral 

codon usage aligns with the translational machinery of its potential hosts, thereby providing 

insights into the likelihood of successful infection and replication within those hosts.  

3.3.2. Leave-One-Out method verifies the model’s reliability 

To further verify the feasibility of creating practical tool in predicting human virus codon 

fitness score (HVCF score), the Leave-One-Out (LOO) train-test-split method was employed. 

This technique involves training the model on all samples except one and then testing on the 

excluded sample. This cycle repeats such that each sample is used once as the test dataset. The 

performance metrics including balanced accuracy, F1 score, recall score, among others, are 

Figure 28. Performances of trained random forest models to predict different hosts based on different 
datasets. The model performances (Balanced accuracy and F1 score) and ROC curve of models trained 
with different datasets: DR (DRSCU), DRT (DRSCU-Taxonomy), DRTC (DRSCU-Taxonomy-CDS Length). The ROC-AUC 
scores are shown. 
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aggregated from the true or false predictions generated across all models. The optimisation of 

both balanced accuracy and recall score during hyperparameter tuning is crucial. Emphasis on 

enhancing the recall score is particularly significant as it may yield a model with greater 

sensitivity, reducing the likelihood of false-negative predictions about human viruses. The 

comprehensive performance metrics, including balanced accuracy and recall score, are 

displayed in Figure 29.A. Here, the DRTC dataset consistently outperforms others, suggesting 

superior predictive capability to human host. Interestingly, no significant differences are found 

between models optimised for recall versus balanced accuracy, although the recall-optimised 

LOO training demonstrates slightly better results. Moreover, further refinements in model 

performance could potentially be achieved with more extensive hyperparameter tuning 

iterations (Figure 29.B). Subsequent analysis extends to assessing prediction performance 

across various key virus families especially those historically caused pandemic (Figure 30.A). 

Key virus families such as Coronaviridae, Filoviridae, Flaviviridae, Orthomyxoviridae, 

Paramyxoviridae, Poxviridae, and Retroviridae were evaluated, with the model demonstrating 

exceptionally low rates of false negatives and high predictive accuracy for these groups. This 

accuracy extends to pathogens responsible for past pandemics, with all but SARS coronavirus 

Tor2, which scored an HVCF of 0.482, just below the threshold for correct classification) being 

accurately predicted in LOO tests (Figure 30.B). These results verify the reliability of using 

the DRTC-trained, Recall-optimised RF model to predict the host codon fitness of new virus 

genome sequences or even unknown viruses. 
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Figure 29. Leave-One-Out train-test-split method to prove possibility of generating predictive tool to 
VCF. The optimising score in hyper-parameters tuning is set either to balanced accuracy or recall 
scores. (A) Performances of all models trained by Leave-One-Out methods, including balanced 
accuracy and Recall score of different Datasets: DR, DRT, DRTC. The ROC curve with ROC-AUC scores, 
and the boxplot of predict probabilities are also shown; (B) DRTC-trained LOO machine learning with 
50 trials in OPTUNA optimisation on wrong predicted samples (either false positive or false negative) 
in 5-trials OPTUNA optimisation. 150 out of 519 previously falsely predicted samples have correct 
predictions in DRTC-trained balanced-accuracy-optimised modelling, while 142 out of 536 samples 
have correct predictions in recall-optimised modelling. The red crosses in all the strip-plot show the 
mean of the data. 
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Figure 30. Leave-One-Out machine learning results of critical virus families. (A) The prediction 
performances including accuracy and false negative percentages (%) towards important virus families. 
The important virus families contain the viruses that caused pandemic in human society in the history 
(i.e. Coronaviridae has SARS-CoV-2 causing COVID-19). Two RF models are tested, which are 
separately optimised by Balance accuracy and Recall score; (B) The detailed results in LOO machine 
learning analysis of viruses in previous pandemic to examine whether HVCF scores could provide clues 
for pandemic precaution. 5 trials are used in OPTUNA optimisation for all the data. 50 trials are used 
in samples that have predicted wrong labels in the previous model training.  



Figure 31. Feature importance of different codon RSCUs in DRTC-trained Recall-optimised RF models 
trained with all 10820 samples (train data ratio = 1.0). Only codon features are shown from either DR

or DRTC trained models, and the codon features are colour-coated based on their third nucleotide (3rd

nt).  

Figure 31 presents the feature importances extracted from the DRTC-trained Recall-optimised 

RF model and the DRTC-trained Recall-optimised RF model, predictive to different host labels. 

The analysis highlights the significant impact of specific codons usage bias on the model’s 

predictive performance. Notably, the RSCU of codons like CGU (Arg), CGA (Arg) et al 

emerge as crucial features within the model. This finding further implies their potential key 

roles in determining the infectiousness of viruses to human hosts. 
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3.3.3. Comparing human codon fitness of virus genome sequences harvested 

from different sample sources 

I employed the HVCF score, derived from the virus genomes’ RSCU and additional features, 

as an index to assess the VCF in human hosts. This index was primarily generated using the 

DRTC-trained Recall-optimised RF model. The HVCF score serves as a predictive measure to 

analyse the fitness of viral genomes in adapting to the human host, providing insights into their 

potential infectiousness. 

The HVCF scores, derived from virus genome sequence data sourced from both human and 

non-human sources, exhibited no significant distinctions in the predicted labels between 

viruses isolated from human and non-human hosts (Figure 32). Interestingly, the model often 

categorised non-human-sourced viral genomes as potential human codon fitted. Nonetheless, 

it was noted that HVCF scores for non-human-sourced viruses, including MERS-CoV, Zaire 

Ebolavirus, Zika virus, Influenza A virus, and Henipavirus, were generally lower compared to 

those sourced from humans (Figure 32). Different patterns were also identified across various 

taxonomies of source species, as shown in Figure 33.A. Additionally, the distribution of 

human-sourced samples within the model training dataset is detailed in Figure 33.B. Notably, 

virus orders such as Orthomyxoviridae and Filoviridae have a higher proportion of samples 

labelled as originating from human hosts within the training dataset. This enriched 

representation correlates with the model’s excellent performance in accurately distinguishing 

between human and non-human labels within these groups. This observation suggests that the 

less satisfactory performance in predicting labels for viruses from other orders may derive from 

an imbalance in the training dataset between human-labelled and non-human-labelled samples. 
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Figure 32. Using DRTC-trained recall-optimised RF model to predict HVCF scores of virus genome 
sequence data from human or non-human sources. Eight viruses from different taxonomic orders are 
examined including MERS-CoV (Coronaviridae), Zaire Ebolavirus (Filoviridae), West Nile virus 
(Flaviviridae), Zika virus (Flaviviridae), Orthohantavirus (Hantaviridae), Influenza A virus 
(Orthomyxoviridae), Henipavirus (Paramyxoviridae), and Lyssavirus Rabies (Rhabdoviridae).  
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Figure 33. Using DRTC-trained recall-optimised RF model to predict HVCF scores of virus genome 
sequence data from environmental source. (A) HVCF of virus genomes from species having different 
taxonomic orders; (B) Sample counts and percentages of different virus taxonomic orders in the train 
data.  
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Figure 34. Using trained model to monitor HVCP shifting of SARS-CoV-2 genomes. (A) Predicted 
HVCF scores of SARS-CoV-2 in USA across timeline from April 2020 to December 2023. (B) Pango 
Lineage of SARS-CoV-2 have highest predicted HVCF scores. (C) Predicted HVCF scores of major 
Pango Lineage. (D) Predicted HVCF scores of USA SARS-CoV-2 genome sequence data in other host 
labels, including vertebrates, invertebrates, land plants, and bacteria. 
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I also calculated and ranked the HVCF scores of SARS-CoV-2 genomes sequenced in the USA 

throughout the pandemic timeline (Figure 34, Appendix 10). The initial or reference genome 

of SARS-CoV-2 (NC_045512[374]) registers a HVCF score of 0.992, indicating a very high 

probability of human infectivity. Subsequent SARS-CoV-2 genomes sequenced after the 

pandemic outbreak generally exhibit lower HVCF scores. The lowest observed HVCF score is 

0.740 (January 2021), and the highest is 1.000 (November 2021), with the scores typically 

fluctuating around an average of 0.953 (Figure 34.A). The overall trend does not show a 

significant shift towards reduced human infectivity in the evolution of SARS-CoV-2 during 

the pandemic. Notably, an increase in the mean HVCF score is observed between August and 

November 2021. Subsequently, there is a gradual decline in the mean HVCF score, with a 

marked decrease in December 2021. Post-December 2021, the mean HVCF score continues to 

fluctuate.  

To identify potentially threatening strains of viruses, I also ranked the predicted mean HVCF 

scores of different pango lineages, showcasing the top 20 in Figure 34.B. The lineage BF.5 

recorded the highest mean HVCF at 0.992, closely followed by AY.49 at 0.987. Additionally, 

the codon fitness of the virus with respect to other hosts were also investigated (Figure 34.D). 

SARS-CoV-2 consistently exhibits significantly high VCF to humans and vertebrates, while 

the codon fitness in other hosts remain low (< 0.138), suggesting potential risks to other 

vertebrate species but not to non-vertebrate hosts. Thus, the VCF of SARS-CoV-2 has 

remained largely within the human and vertebrate range throughout the pandemic, indicating 

no substantial host-shifting trends.  

3.3.4. Prediction of SARS-CoV-2 codon fitness shifting path starting from other 

Betacoronaviruses through HVCF gradients 

To unveil the unknown genetic links between SARS-CoV-2 and human-non-infectious 

Betacoronavirus, I used HVCF readouts as gradient scores to simulate paths of codon-

mutation-driven (including codon substitutions, codon addition, codon deletion) virus 

evolution for False-to-True VCF jump (i.e., human-non-infectious to human-infectious jump). 

In the simulation, each of the human-non-infectious Betacoronavirus is taken to perform a step-

by-step mutation to screen efficient codon-mutations evolving till SARS-CoV-2’s HVCF score 
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(see more details in the method section). At each step, it is required to generate a mutated strain 

such that it has a possibly highest HVCF score and the best correlation to SARS-CoV-2’s 

RSCU matrix (Forward Mutation Path).  Similarly on the other hand, SARS-CoV-2 is also 

taken to screen efficient mutations to evolve into a target Betacoronavirus, then the mutation 

path is reversed after to generate a False-to-True result (Backward Mutation Path). These paths 

are shown in Figure 35.A. 

From the construction of these putative evolutionary paths, I can see that the Tylonycteris bat 

coronavirus HKU4 (NC_009019) has the highest level of efficiency to evolve into SARS-CoV-

2 equivalent VCF according to the HVCF score changes per mutation compared to other 

Betacoronavirus reference genomes (Figure 35.B). More importantly, the compositions of both 

the forward and backward mutation path are also studied, I found that UUA(Leu)-to-CUC(Leu) 

and GAU(Asp)-to-GAC(Asp) mutations are significantly abundant in forward mutation path, 

while UAU(Tyr)-to-UAC(Tyr) and GCU(Ala)-to-GCC(Ala) are significantly abundant in 

reverse mutation path (Figure 35.C). Besides, GGU(Gly)-to-GGA(Gly) is abundant in both 

paths. Based on the simulation results, it is predicted that significant codon usage changing in 

amino acids of Leu, Asp, Tyr, Ala, Gly may be spotted in the intermediate strain of the viruses, 

if SARS-CoV-2 evolved from intermediate viruses related to Tylonycteris bat coronavirus 

HKU4. Interestingly, the third nucleotide mutations are spotted in all those mutations, 

especially U-to-C mutation, where most of those mutations are synonymous mutations. Similar 

results are observed in codon usage changes which multiple U-ended codons are significantly 

decreased in abundance including GCU(Ala), UAU(Tyr), GGU(Gly), CGU(Arg), CCU(Pro) 

in both paths, while multiple C-ended codons are significantly increased in abundance like 

CUC(Leu), GCC(Ala), UAC(Tyr) besides GGA(Gly). This finding provides clues in virus 

evolution for searching human infectious intermediate viruses from environmental sampling. 
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Figure 35. Prediction and analysis of SARS-CoV-2 codon fitness shifting path using codon mutations 
from other Betacoronavirus. (A) Predicted SARS-CoV-2 codon fitness evolution path using codon 
mutations from other Betacoronavirus. (B) Evolution efficiencies in both HVCF changes and 
correlation coefficient changes of different Betacoronavirus are shown. (C) Analysis of codon 
mutations in predicted codon fitness evolution path from Tylonycteris bat coronavirus HKU4 to SARS-
CoV-2 with both abundant codon mutations and codon abundancy changes (another figure format in 
Appendix 11). 



- 136 -

3.4. Discussion 

In this chapter, I examine the codon usage biases in viruses with different host ranges, and try 

to train machine learning models to predict virus host ranges. It verifies that machine learning 

can detect distinguishable boundaries of codon usage biases from virus genomes having 

different host ranges, and codon usage biases have predictive power to virus host ranges and 

the underlying probabilities of infectiousness.  

This modelling methodology has advantage in its generalisability because it purely relies on 

the codon usage biases of viral genomes and other general genomic characteristics regardless 

the diversity in virus-host interactions of different viruses such as expression regulation, 

protein interactions, cellular immunity, tRNA pool regulation et al. It overcomes the dilemma 

that the real micro-environment of virus-host interactions are complicated, and the significant 

diversity in different individuals from the same host type. Incomplete virus genome sequence 

data can also generate codon usage biases for sub-optimal prediction, expanding the range of 

application scenarios. This new way of predicting virus host codon fitness provides new insight 

into how I understand virus host ranges complementing the current major research focus on 

host entry of virus (i.e. Spike-membrane protein interaction)[375-377]. Moreover, data mining 

of using codon usage biases to represent coding sequences is significantly more 

computationally efficient compared to other methods such as natural language processing 

(NLP)[378]. The sample quantity limitation and imbalance need improvement when using only 

virus reference genomes, especially the imbalances in virus sample amount of different host 

ranges (i.e. human virus vs not-human virus). This may be possible to overcome with sample 

synthetic algorithms or generative deep learning networks to simulate virus genomes. 

Additionally, the representation of virus genome through summing codons counts within all 

gene CDS may not be biased towards the gene CDS of longer length. This may be improved 

through other embedding algorithms or through derivatives like Transformer model. 

The concept of human virus codon fitness score (HVCF score) sourced from the decision tree 

models provides capable potential of monitoring the dynamics of virus host codon fitness 

shifting, which could help assess the potential host codon fitness and host ranges of emerging 

viruses which may cause disease outbreaks or even pandemic. However, there is still no 

evidence supporting that this readout of VCF is correlating to virus lethality to host or virus 



- 137 -

infection outcomes. The accuracy of predicting different types of viruses may be different 

because the limitation and imbalance of training data. This results with HVCF scores of human-

sourced and not-human-sourced viruses in different viruses suggest that this modelling method 

has potential to development accurate prediction tools to monitor virus host codon fitness 

shifting accordingly. In the SARS-CoV-2 pandemic analysis, the HVCF score remains at a 

similar level suggesting that the current attenuation in COVID-19 mortality rate is less likely 

leading to gradual vanish, but it remains a long persisting disease[379, 380]. Besides, this 

method could also identify the potential threating viruses with routine virus genome sequencing 

of environmental sampling (e.g., bats, mice, rats et al). The deficiency of this method is the 

difficulty in acquiring new samples to build models in species-specific scope (i.e. cats, dogs et 

al) because it is unethical and dangerous if infecting various species with various specific 

viruses.  

More importantly, an innovative method has been proposed by this study to simulate possible 

evolutionary path between two viruses (original virus and target virus). Comparisons among 

different evolutionary paths could help identify the relations of VCF between the two viruses. 

SARS-CoV-2 and other Betacoronavirus are taken as example by this study, where 

Tylonycteris bat coronavirus HKU4 stood out closely relating to SARS-CoV-2 in terms of 

VCF. Further studies on the predicted evolutionary paths conclude that codon-related 

evolutionary signatures have significant abundancy in synonymous mutations, especially with 

U-to-C mutations in wobble position, of the Leu, Asp, Tyr, Ala, Gly in the intermediate viruses.

Moreover, this finding of abundant synonymous mutations in the evolution simulation also 

demonstrates the importance of synonymous mutations in virus evolution. This method 

provides guidelines for searching evolutional relations between viruses and guidance for virus 

traceability research. The predicted probabilities generated from the RF models are 

discontinuous due to the nature of the algorithm leading to inefficiency and inaccuracy in 

predicting impacts of different codon-related mutations, which may be overcome with deep 

learning algorithms in the future work. 
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Chapter 4. Editing on Host RNA affects Virus Entry 

4.1. Introduction 

4.1.1. ADAR editing on host transcripts in virus infections and potential impacts 

on functionalities of host proteins 

In Chapter 1, I identified two major overlooked aspects within the current scope of RNA editing 

research. The first knowledge gap I highlighted concerns the relations between RNA editing, 

conducted by ADAR and ADAT, and virus codon usage biases. To address this, I applied 

multiple statistical analysis to find distinct characterises in codon usage biases of human 

viruses and others in Chapters 2. Additionally, I developed a random forest-based machine 

learning tool in Chapters 3 to assess the relationships between codon usage biases and the host 

ranges of viruses. In Chapter 4, I will turn my attention to the second knowledge gap, focusing 

on RNA editing events targeting human host receptors and their subsequent effects on viral 

entry, a critical factor in determining the outcome of infections.   

During process of virus infection, multiple host anti-viral immune mechanisms were triggered 

to counteract virus infections, where interferons (IFNs) signalling pathway is one of most 

important host anti-viral immune mechanism, where host cells will express and release IFNs 

as signalling molecules with gene regulatory functions[322, 355]. IFNs activate cellular 

immune responses through IFN pathway to up-regulate immune-related gene expressions. 

According to previous research, ADAR1L is classified as one of this IFN inducible gene, which 

abundantly expressed (up-regulation) during virus infections. Because of the randomness of A-

to-I editing conducted by over-expressed ADAR1L, mutations caused by A-to-I editing were 

largely found in viral RNA molecules resulting in hyper-mutated viral RNA[183, 199-201, 

203, 259]. In addition, the exogenous RNA molecules often contain ADAR1L-favored double-

stranded-like structures[2, 120, 121]. The outcomes of those RNA editing events became the 
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biggest argument in this field. A part of researchers believed ADAR1L editing is anti-viral 

because A-to-I mutations on viral RNA cause malfunction of viral genes and/or decrease in 

translational efficiency. Another part of researchers believed ADAR1L editing is pro-viral 

because abundance of A-to-I editing derived mutations eventually lead to elevated virus 

evolution rate. This is the biggest debate in the research field of RNA editing in virus infections. 

When it comes to this debate, after reviewing considerable amount of research related to ADAR 

family and RNA editing, I tend to believe that ADAR1L editing fundamentally functions as 

anti-viral mechanisms based on the undeniable fact regarding IFN-inducibility of ADAR1L. 

IFN signalling pathway is one of the most vital anti-virus mechanisms of human host. In 

another term, I suggest that ADAR1L is originally a part of host cells immune defencing 

mechanism for host survival purposes regardless its side-affect as Darwinian natural selection 

pressure in virus perspective.  

Based on this perspective, I assume there are other anti-viral related outcomes caused by 

ADAR1L editing that haven't been discovered yet. Compared to other genes in ADAR family, 

ADAR1L editing is relatively lacking specificity with higher randomness, which matches the 

function of hyper-mutating different types of viral RNA related to complexity of virus 

classifications and properties. Theoretically, all the intracellular RNA molecules are also 

potential editing targets with this intracellular semi-random hyper-mutating dynamic, which is 

not solely targeting viral RNA. If the proteins of the host, which are critical to virus infections, 

are mutated by RNA editing, this theoretically causes negative impacts on virus infections, in 

another term, anti-virus effect. Therefore, I hypothesise that RNA editing conducted by IFN-

induced ADAR1L hyper-mutating dynamics could potentially affect functionality of host 

proteins that are critical to virus infections, and eventually lead to anti-viral effects. In this 

study, I focus on the ADAR1L editing on host receptor proteins, and their subsequent effects 

on protein-protein interactions (PPI) between host receptor and virus Spike proteins. The host 

entry of SARS-CoV-2 has been largely studied during the pandemic, and it is well-established 

model compared to other viruses. The host entry of SARS-CoV-2 involved protein-protein 

interactions (PPI) among SARS-CoV-2 Spike protein and mainly two human genes including 

Angiotensin-converting enzyme 2 (ACE2)[354, 381] and Transmembrane Serine Protease 2 

(TMPRSS2)[382]. Especially ACE2-Spike binding is believed as the most important part of 

SARS-CoV-2 entry. Therefore, by studying RNA editing on ACE2 and TMPRSS2 may 
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provide clues of RNA editing on host genes in altering virus infection related functions (Figure 

36). 

4.1.2. Potential use of FRET-based assay to detect protein-protein interactions 

between SARS-CoV-2 Spike protein and human receptors ACE2 and TMPRSS2 

To find evidence of RNA editing causing PPI changes, there are two major tasks: (1 finding 

RNA editing events and (2 detecting PPI changes caused by RNA editing derived mutations. 

As I mentioned in articles reviews in the Chapter 2, finding RNA editing events caused by 

ADAR1L hyper-mutations is relatively easy, and there are many well-established workflows 

for allocating RNA editing events with RNA sequencing data by comparing between control 

sample and ADAR1L overexpressed sample (either induced or artificially overexpressed). In 

this study, I use RNA sequencing techniques to find A-to-I editing events in RNA purified 

from ADAR1L over-expressed cell line and use recently published bioinformatic tools (i.e. 

Figure 36. Schematic drawing of the hypothesis that ADAR editing derived mutations on ACE2 and 
TMPRSS2 transcripts would generate mutated ACE2 and TMPRSS2 proteins, eventually affects their 
PPI against Spike protein and SARS-CoV-2 entry. 
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REDItools[383, 384]) to identify RNA editing events on human receptor proteins ACE2 and 

TMPRSS2.  

Figure 37. Schematic drawing of the principle regarding FRET-based PPI detection assay. (A) Two-
way FRET assay is contained two gene-reporter fusion proteins, which the emission curve of FRET 
donor heavily overlaps excitation curve of FRET acceptor. When the protein A and protein B is bound, 
the FRET signal could be detected. The FRET signal is not detectable when protein A cannot bind 
protein B. (B) Three-way FRET assay is contained three gene-reporter fusion proteins, which the 
emission curve of FRET donor heavily overlaps excitation curve of FRET acceptor. When three 
proteins are bound together forming a complex, various FRET signals could be detected. 
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Unlike allocating RNA editing events, detecting changes in PPI between viral Spike and host 

receptors caused by those A-to-I mutations is the major difficulty in studying subsequential 

impacts of RNA editing. I could use traditional method to study PPI such as protein structure 

analysis with X-ray crystallography[385] or even cryogenic electron microscopy[386, 387] 

with purified protein complexes. However, those methods are very time-consuming when 

dealing with large number of different proteins complexes, which are protein complexes with 

various RNA-editing-derived mutations in this case. Therefore, I planned to use intra-cellularly 

expressed proteins with fluorescence tag fusion, and FRET reaction among fluorescence tags 

to study protein-protein distance between two proteins.  

Fluorescence resonance energy transfer, or FRET, is a phenomenon that two or multiple 

fluorescence molecules, that having special spectrum overlapping, transfer energy between 

them, which is one of the most important and widely used methods to detect protein-protein 

interaction. The FRET donor, which its fluorescence emission spectrum has certain level of 

overlapping with the FRET receptor’s excitation spectrum, transfers partial energy to activate 

the FRET receptor when the donor is activated by outer light source and emitting receptor-

favoured fluorescence[388, 389]. Thus, when the FRET donor and FRET acceptor are close to 

each other, the FRET receptor will be excited by donor’s emission, and start to emit detectable 

fluorescence, which is in another word, FRET signal (Figure 37.A). FRET assay has been used 

as effective tool in staying molecular biology in various research, which has great potential in 

studying protein-protein interactions[388]. Especially when separately linking proteins of 

interest with FRET acceptor and donor through protein fusion, the FRET signal could be 

detected if the proteins of interest conduct binding interactions bringing the FRET donor and 

receptor close enough for FRET. Moreover, with plasmid-based fusion protein assay, the 

coding sequence or equivalent amino acid sequence is easier to change with mutagenetic 

molecular cloning method (i.e. site-direct mutagenesis), compared to protein-based of 

workflow (Figure 38). In another term, the throughput of using FRET to study PPI is 

significantly higher than protein-based methods allowing me to screen larger quantity of 

mutations in short time.  
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Based on the biology of FRET, it is not surprising that we could apply additional FRET 

molecules into the FRET system and detect the FRET signals from the multimer-formed 

complex. When we have three fluorescence reporters that have continuous resonance spectra, 

we could detect FRET signals from different FRET receptors once the FRET donors are 

activated, which it is named three-way FRET (Figure 37.B). In my colleague Dr Ni’s research, 

he successfully used FRET assay consist of enhanced cyan fluorescent protein (eCFP), 

enhanced yellow fluorescent protein (eYFP), and monomeric red fluorescent protein 1 (mRFP1) 

to detect trimers’ formation dynamics of tumor necrosis factor receptor (TNFR)[390]. 

Therefore, in this chapter, I propose to use FRET-based protein-fusion assay to detect PPI 

changes among SARS-CoV-2 Spike, human ACE2 and TMPRSS2 caused by RNA editing 

derived mutations, to investigate evidence of ADAR editing impacting SARS-CoV-2 

infections. Here is some general information of Spike, ACE2 and TMPRSS2 from NCBI 

database (Table 3). By fusing Spike, ACE2 and TMPRSS2 with different FRET-related 

fluorescence reporters, the PPI among them could be studied based on the FRET signals 

detected from the fluorescence emission profiles of fused fluorescence reporters. Likewise, the 

changes in PPI caused by any types of mutations could also be quantitatively studied according 

to changes in FRET signals. Thus, this method is ideal to study impacts of RNA editing derived 

Figure 38. Schematic drawing of how mutations on proteins leading to alternations in FRET signals.
The mutations on proteins causing changes in their PPI and the distance between fused fluorescence
tags (increase, decrease, no change). The alternations in protein-protein distance will correspondingly
change the detected FRET signals. 
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mutations on protein-protein interactions among Spike, ACE2 and TMPRSS2, as the 

representative model to host entry of virus infections.  

Table 3. Summarised general information of SARS-CoV-2 Spike gene, human ACE2 and human 
TMPRSS2 gene from NCBI Gene database. 
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4.2. Methods 

4.2.1. Molecular biology methods 

4.2.1.1. Plasmid extractions from transformed E. coli 

For preparations of larger quantity of plasmid for cell transfection purpose, PureLink HiPure 

Plasmid Midiprep Kit (Thermofisher) was used to extract transfection-grade plasmids solution 

according to manufacturers’ protocol. Here is a brief Midiprep protocol. The 10 mL of 

Equilibration Buffer EQ1 was first added into the HiPure Midi Column, which the solution 

was drained by gravity. 100 mL transformed E. coli cultures were pelleted by centrifuging at 

4,000 ×g for 10 mins, which the bacterial pellet was resuspended with 4 mL of Resuspension 

Buffer R3 after LB supernatant was removed. 4 mL of Lysis Buffer L7 was added to the 

resuspended bacteria, and the bacteria was lysed for 5 mins at room temperature. The mixture 

was then neutralised and precipitated by adding 4 mL of Precipitation Buffer N3, which the 

insoluble was precipitated by centrifuging at 12,000 ×g for 10 mins. The supernatant was 

transferred into the HiPure Midi Column, and the solution was drained by gravity. 10 mL Wash 

Buffer W8 was added to the column and the solution was also drained by gravity, which was 

repeated twice. 5 mL Elution Buffer E4 was added to the column for eluting the plasmid DNA, 

and the eluted DNA was mixed with 3.5 mL of pure isopropanol. The DNA (in elute-

isopropanol mixture) was pelleted by centrifuging at 12,000 ×g for 30 mins at 4 ℃, and the 

supernatant was discarded. The DNA pellet was then washed by adding 3 mL of 70% ethanol, 

which ethanol supernatant was discarded after centrifuging at 12,000 ×g for 5 mins at 4 ℃. 

The ethanol residue was carefully removed with pipetting before dissolving the DNA pellet in 

100 µL of Nuclease-Free MilliQ water. The plasmid DNA solution was often diluted into 500 

ng/µL later for subsequential experiment (i.e. lipofectamine transfection). 

The sequences of extracted plasmids were verified with Sanger sequencing service provided 

by Macrogen (South Korea). 
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4.2.1.2. Long-term maintenance of transformed E. coli 

The insert sequences of all the plasmids in different experiments were verified with Sanger 

sequencing in either unidirectional or bidirectional manners. For long-term storing, the verified 

plasmids were transformed into E. coli, and maintained as glycerol stocks, which were stored 

at -80 ℃ for long-term storage. The glycerol stocks were prepared by mixing 750 μL of bacterial 

LB broth containing transformed E. coli cultures with 750 μL of 50 % glycerol solution.  

4.2.1.3. Protein extraction from mammalian cells 

To extract protein from HEK293T cells (either transfected or non-transfected), the protein lysis 

buffer was used, which was made by mixing Radioimmunoprecipitation Assay lysis buffer 

(RIPA lysis buffer, Sigma-Aldrich) and Protease Inhibitor buffer (100×, Roche). The 

HEK293T cells were treated with 100 μL of protein lysis buffer for 5 mins before the lysed 

cells were harvested with scraper, and transferred into Eppendorf tubes, which were later 

incubated on ice for 10 mins. The lysed cells were precipitated by centrifuging at 14,000 rpm 

for 10 mins at 4 ℃, which the supernatant was transferred and stored as extracted protein 

solution for subsequent work (i.e. BCA assay and Western blotting). The concentration of 

extracted protein was quantified with Bicinchoninic acid (BCA) assay with Pierce BCA Protein 

Assay Kits (Thermofisher) following manufacturer’s instruction. 

4.2.1.4. Western blotting with extracted proteins 

30 µg of extracted proteins were used for each sample. The extracted proteins were first 

separated by pulling down in the 10% (for p-H2AX) SDS-PAGE gel (Thermofisher) with 

PowerPac Basic Power Supply (Bio-Rad), which the separated proteins were later transferred 

onto 0.45 µM pore size (0.2 µM for p-H2AX) PVDF membranes (Merck). The PVDF blots 

were blocked with 5% skimmed milk (A2) prepared in TBS-T buffer before being incubated 

with primary antibodies at 4 ℃ overnight on a roller. Primary antibodies used in this study 

include mouse anti-3×FLAG (1:1000 dilution, Sigma-Aldrich) and mouse anti--actin (1:5000 

dilution Cell Signaling). Blots containing separated proteins were then incubated with 

horseradish peroxidase-conjugated anti-mouse secondary antibodies (1:5000 dilution, Abcam) 

for 1 hour, followed by TBS-T washing for three times. The stained protein bands were 
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visualised with Pierce ECL Immunoblotting Substrate (Thermofisher) and subsequential 

chemiluminescence reaction under the Chemidoc mode in Amersham Imager 600 

(Amersham). The protein size in kDa is estimated with online bioinformatic tool ‘Quest 

Calculate’[391] (i.e. ADAR1L) for proteins with unknown sizes. 

4.2.1.5. Total RNA extraction from mammalian cells 

TRIzol-based method was used to extract RNA from cells transfected with different over-

expression plasmids. Briefly, the cells from 6-well plates were treated with 1 mL TRIzol 

reagent each well and transferred into 1.5 mL Eppendorf tube after incubating 5 mins at room 

temperature. 0.2 mL chloroform was added into each tube and the samples were mixed well 

with vortex before centrifuging with 12,000 ×g at 4 ℃ for 15 mins. The colorless aqueous 

phase was transferred to a new Eppendorf tube and 0.5 mL of isopropanol was added to the 

sample, which was subsequentially incubated at 4 ℃ for 10 mins before centrifuging with 

12,000 ×g at 4 ℃ for 10 mins. The supernatant was carefully discarded without interrupting 

the formed RNA pellet. The RNA pellet was resuspended with 75 % ethanol with vortex before 

centrifuging with 7,500 ×g at 4 ℃ for 5 mins. The supernatant was carefully discarded, and 

the RNA pellet was air-dried for 10 mins before resuspending with 50 µL of RNase-free water. 

4.2.2. Cell biology methods 

4.2.2.1. Mammalian cell culture 

Human embryonic kidney cells HEK293T[392, 393], kindly gifted by colleague Ms. Tao Xie 

(UTS) and Ms. Pattarasiri Rangsrikitphoti (UTS) were all cultured in Dulbecco’s Modified 

Eagle medium (DMEM; Gibco) supplemented with 5% (DMEM5, or 10% of DMEM10) heat-

inactivated fetal bovine serum (FBS; Gibco), 100 U/mL penicillin and 100 mg/mL 

streptomycin (Gibco), 4.5 g/L D-Glucose and L-Glucose (Gibco), 1 mM Sodium Pyruvate 

(Gibco) – i.e. DMEM5 or DMEM10. Mammalian cells were cultured at 37 ℃ and 5 % CO2 in 

a Tissue culture incubator (Binder). Cell cultures were grown in T25 (25 cm2 surface area), 

T75 (75 cm2 surface area) or T175 (175 cm2 surface area) TC flasks (SPL). Cell cultures were 
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sub-cultured approximately every three days (once they reach ~90 %-100 % confluency). For 

each sub-culture, media was tipped off and discarded, and cells were rinsed with Dulbecco’s 

Phosphate Buffered Saline (PBS; Gibco) equal amount to media then incubated in Trypsin-

EDTA solution (0.25%, Gibco) at 37 ℃ for 10 mins, until they were visually dislodged from 

the plastic TC flask (viewed under phase contrast microscopy (Nikon Eclipse Ts2 Inverted 

Biological Microscope). Cells were helped to detached from the plastic by vigorous shaking of 

the flasks. Once dislodged, the Trypsin-EDTA was neutralised by adding DMEM5 (or 

DMEM10). Cells were transferred into 50 mL sterile tubes (Falcon) and centrifuged at 150 rpm 

for 5 mins at 4 ℃ then the supernatant was discarded, and the cell pellets were resuspended 

into fresh DMEM5 (or DMEM10). A proportion of the resuspended cells was placed into a new 

TC flask to continue the culture, or seeded into wells of a 6-well, 12-well, or 24-well TC dishes 

(Falcon), according to need – i.e. for a transfection experiment. All the HEK293T cells had 

been maintained between passage 6 (P6) and passage 35 (P35). 

4.2.2.2. Lipofectamine transfection into mammalian cells 

To transfect different plasmids for constitutively expressing either fluorescence reporter fusion 

proteins or p3×FLAG tagged proteins in HEK293T cells, Lipofectamine 3000 Transfection Kit 

(Thermofisher) was used according to manufacturer’s instruction. The transfection mixture 

was optimised according to manufacturer’s instruction by transfecting various plasmids into 

HEK293T cells and live-cell imaging with a time series (Appendix 14, Appendix 15). Before 

making ready-to-go lipofection buffer, lipofectamine solution was diluted by mixing 125 μL 

of Opti-MEM media (Gibco) and 7.5 μL of Lipofectamine 3000 solution for each well of 6-

well plate, where 50 μL of Opti-MEM media and 3 μL of Lipofectamine 3000 solution for each 

well of 12-well plate). Besides, the plasmid DNA solution was diluted by mixing 125 μL of 

Opti-MEM media, 5 μL of plasmid DNA solution (500 ng/μL, in Nuclease-Free MilliQ water) 

and 5 μL of P3000 solution (2 μL per ug of DNA) for each well of 6-well plate, where 50 μL 

of Opti-MEM media, 2 μL of plasmid DNA solution and 2 μL of P3000 solution for each well 

of 12-well plate. The diluted lipofectamine solution and diluted DNA solution were mixed to 

make ready-to-go lipofection buffer, which was later added to the cell culture. The cell culture 

media was replaced by fresh media 6 hours after lipofection buffer was added, which was 

considered as the starting point for post-transfection time.  
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4.2.2.3. Cell imaging with transfected mammalian cells 

Fluorescent protein produced within cell cultures, transfected by fluorescent protein CDS 

containing plasmids, were detected by EVOS FL cell imaging system (Life technologies). 

Images were taken using specific filters for each of the fluorescence proteins: CFP filter set 

(Ex 445/45 nm; Em 510/42 nm) for detecting eCFP fluorescence, YFP filter set (Ex 500/24 

nm; Em 524/27 nm) for detecting eYFP fluorescence, RFP filter set (Ex 531/40 nm; Em 593/40 

nm) for detecting mCherry or mRFP fluorescence, or via the transmission channel. The 

intensity of the light source (LED) was identical throughout all images, whereby the 

transmission setting was set to 45%. Similarly, intensity of the light sources for the fluorescent 

channels were also kept constant: eCFP 30%, eYFP 30%, and mCherry 30%. All images were 

saved as .tiff files and analysed with ImageJ software (version 1.54p). 

Besides, transfected cells were also examined with Incucyte S3 Live-Cell Imaging System 

(Sartorius) for transfection optimisation purposes. The images taken from different time points 

were analysed with IncuCyte 2021C software (version 2023A, Sartorius), which the mean 

fluorescence intensity, or total integrated intensity (RCU × μm2/image), of different samples 

were computed with build-in function.  

4.2.2.4. Flow cytometry with transfected mammalian cells 

Transfected HEK293T cells from each well were first broken up into single cells with Trypsin-

EDTA solution (0.25%, Gibco) and 10 mins of 37 ℃ incubation. The Trypsin-EDTA was 

neutralised by adding DMEM5 (or DMEM10), and cells were transferred into 1.5 mL Eppendorf 

tubes, which were centrifuged at 300 ×g for 5 mins. Then the supernatant was discarded, and 

the cell pellets were resuspended in 4 % Paraformaldehyde/PBS (4 % PFA/PBS) solution, 

which were incubated at RT for 15 mins before being neutralised by adding EDTA-PBS 

solution. The cells were pelleted by centrifuging at 300 ×g for 5 mins before removing 

supernatant and resuspending with EDTA-PBS. Detached cells were broken up into single cells 

by gauze filtering through 100 μm mesh (Sefar), which were transferred to FACS tubes. 

Harvested cells were further broken into single cells with gentle vortex before analysing in 

flow cytometer. 
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The HEK293T cells were analysed on a 3-laser BD LSR Fortessa X20 flow cytometer (Becton-

Dickinson) equipped with 405nm (50 mW), 488nm (100 mW), 635nm (40 mW) lasers. Briefly, 

approximately 10,000 cells were acquired using Diva software (version 8.0.1, Becton-

Dickinson), and the data was saved as FCS 2.0 files. All the of channels in BD LSR Fortessa 

X20 are used when recording data (Appendix 17) without any pre-set compensation matrix. 

FACS files were subsequently analysed with FlowJo software (version 10.8.1) or Python 

scripts. 

4.2.3. Bioinformatics analysis 

4.2.3.1. Protein structure visualisation of pdb files 

The protein structures were examined and visualised through ChimeraX software (Daily Build, 

version 1.8.dev202403260833) with Protein Data Bank files (pdb files) of proteins.  

4.2.3.2. Protein structure prediction with amino acid sequences 

The structures of fusion proteins were predicted through ColabFold[394] extension (AlphaFold 

in Google Colab) embedded in ChimeraX software (Daily Build, version 

1.8.dev202403260833). The amino acid sequences of the fusion proteins were uploaded to the 

server, which all options were unselected (Default setting). 

4.2.3.3. Cytometry Utilities Box Expansion 

Cytometry Utilities Box Expansion, or CUBE, is a bioinformatics pipeline to efficiently 

compute FRET signals and FRET efficiency from data harvested by flow cytometry. It was 

originally developed by my colleague Dr Zhongran Ni to study conformational changes of 

tumor necrosis factor receptor (TNFR) trimers with FRET-based TNFR-reporter fusion protein 

assays[390]. Thus, CUBE is ideal to compute pure FRET signals and FRET efficiency in the 

FRET-based PPI detection assay. CUBE includes 5 steps with different algorithms. The first 

step is the single-cell auto-extraction, which automatically extracts single-cells events from the 

event pool through a DBSCAN-based clustering algorithm (DBSCAN: Density-based spatial 
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clustering of applications with noise). The second step is background noise removal through 

predicting negative values with positive values by collaborative-filtering-based algorithm. The 

third step is the cell auto-fluorescence removal, which uses a collaborative-filtering-based 

algorithm to predict cell auto-fluorescence. The fourth step is spectral unmixing to purify 

fluorescence signals of the reporters, which removes spillovers across channels through 

RANSAC linear regression algorithm (RANSAC: Random sample consensus). The final step 

is to compute pure FRET signals and corresponding FRET efficiency based on the purified 

fluorescence data matrix. CUBE requires specifications of primary flow cytometry channels to 

detect involved reporters, which is listed in flow cytometry configuration in Appendix 17. 

4.2.3.4. Next-Generation RNA sequencing 

The extracted and purified RNA samples are delivered to Australian Genome Research Facility 

(AGRF, Australia) for Next-Generation RNA sequencing services. Before sequencing run, the 

RNA samples received were first evaluated through AGRF quality control protocol, which the 

sample are in excellent condition for subsequential sequencing run (Appendix 37). The raw 

data was generated through the Illumina NovaSeq X Plus platform with RNAseq sequence 

production of a 150 bp paired-end run. All the sequence reads generated from different samples 

were analysed according to AGRF quality control measures, which the per base sequence 

quality are excellent with >94% bases above Q30 (data not shown). Additionally, the sequence 

reads were cleaned by screening for the presence of any Illumina adapter/overrepresented 

sequences and cross-species contamination before I received the raw data of sequence reads in 

FASTA files.  

4.2.3.5. RNA sequencing data Alignment to reference genome 

The raw data was aligned to human genome with the Spliced Transcripts Alignment to a 

Reference software (STAR, version 2.7.10b)[395], which the reference genome used is Homo 

sapiens Reference genome GRCh38.p14 (RefSeq version: GCF_000001405.40). The genome 

directory was first generated with built-in module ‘--runMode genomeGenerate’, which the 

FASTA file of genome sequence and the GTF file of Annotation features were supplied after 

downloaded from NCBI database. The sequencing reads from both FASTQ files (due to paired-
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end sequencing) was then aligned to reference genome with genome directory and other input 

arguments including ‘--outSAMtype BAM SortedByCoordinate’, and ‘--quantMode 

GeneCounts’. Two major data files for subsequential analysis were generated including the 

BAM file containing aligned sequences was generated and the table file summarising read 

counts of all genes according to the annotation files. The BAM files generated from STAR 

alignment were later indexed with Samtools software (version 1.9). Besides, the read counts of 

different genes were normalised by calculation of Fragments per Kilobase of transcript per 

Million (FKPM). Shortly, the read counts were first divided by corresponding scaling factor 

(sequence depth / 1,000,000), before dividing by gene length (in kb, acquired from NCBI Gene 

database). Several housekeeping genes were used for evaluating expression levels across 

samples, including GAPDH, ACTB, SDHA and PPIA. 

4.2.3.6. Identifying RNA editing events from aligned BAM files 

The indexed BAM file containing aligned sequences, generated with STAR and indexed with 

Samtools, served as the input file of REDItool2 (version 2.0) to identify the sequence variations 

within specific regions of the reference genomes, which are obviously the regions where genes 

ACE2, TMPRSS2, ADAR1L locate[383, 384]. The gene location indexes of reference genome 

are ‘NC_000023.11:15518197-15607211’ for ACE2, ‘NC_000021.9:41464305-41508158’ for 

TMPRSS2, and ‘NC_000001.11:154582057-154627997’ for ADAR1L, and they are set as 

input argument ‘-g’ for extracting sequence reads of ACE2, TMPRSS2, and ADAR1L. At the 

end, a table containing all the sequence variations was generated. 

In fact, sequence variations identified from REDItool2 contain all different nucleotide 

variations, not only variations related to A-to-I editing. A-to-I editing events are often detected 

as A-to-G variations due to I-C pairing. However, RNA sequencing technique is generating 

sequence reads of cDNA (complementary DNA) derived from RNA molecules. Therefore, the 

A-to-I editing events here are detected as T-to-C variations in REDItool2 results if the genes

are on the complement strand of human genome (i.e. ACE2, TMPRSS2). And the I/A Ratio 

for editing efficiency analysis are equivalent to C/T Ratio in REDItool2 results. But the A-to-

I editing events are still detected as A-to-G variations if genes are on the reference strand, thus 

the I/A Ratio are equivalent to G/A Ratio. To avoid zero-division problems in subsequential 
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studies, the counts of aligned nucleotides with both T and C (or A and G) are added by 1 before 

calculating C/T Ratio (or G/A Ratio) 

Because the sequence variations are identified from the gene sequences from the genome, thus 

some of them are located on the introns. Because the transcripts of genes are originated from 

the overexpression plasmids, the transcripts expressed do not contain any introns. Thus, the 

sequence variations, that are located in the exons and identical to plasmid sequences, are 

extracted for subsequential analysis.  
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4.3. Results 

4.3.1. Constructions of different plasmids to establish intracellular FRET assay 

For the construction of an intracellular FRET assay designed to detect protein-protein 

interactions, several overexpression plasmids were contructed. These plasmids will encode 

fusion proteins, each tagged with fluorescence reporters, for the genes of interest: Spike, ACE2, 

and TMPRSS2. 

To construct an intracellular FRET-based system for examining protein-protein interactions 

(PPI), I initially prepared empty overexpression plasmids (pcDNA3 vector) featuring coding 

sequences for fluorescence reporters suitable for either 5’ or 3’ fusion. For this study, eCFP, 

eYFP, and mCherry were selected as the primary fluorescence reporters, with mRFP serving 

as an alternative backup to mCherry. The efficiency of the eCFP-eYFP-mRFP three-way FRET 

assay was previously validated in the doctoral thesis of my colleague, Dr. Zhongran Ni[390]. 

mCherry, chosen for its nearly identical spectral profile to mRFP and more robust molecular 

stability[396], has also been successfully utilized as a FRET donor in other studies[397], 

proving its suitability for this application. 

Figure 39. Demonstrating intracellular expression of fluorescence-tag fusion proteins containing either
wild-type or truncated versions of SARS-CoV-2 Spike protein, human ACE2 and TMPRSS2. The 
Spike protein is fused with eYFP, whereas the ACE2 and TMPRSS2 are fused with eCFP and mCherry 
respectively.  
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To investigate the protein-protein interactions (PPI) underlying SARS-CoV-2 cell entry 

mechanisms and to assess the impact of RNA-editing-derived mutations on these interactions, 

the genes encoding ACE2, TMPRSS2, and Spike were integrated into plasmids containing 

fluorescence reporter coding sequences (CDS) based on the pcDNA3 vector. This setup 

enabled the creation of plasmids expressing fusion proteins of these genes with fluorescent 

reporters. Unlike the Spike protein, ACE2 and TMPRSS2 are membrane proteins that, once 

expressed, are typically translocated to the cell membrane. However, to facilitate their 

interaction with the cytoplasmic Spike protein and enhance the potential for detecting PPI 

changes, the transmembrane and extracellular domains of ACE2 and TMPRSS2 were deleted 

through molecular cloning. This modification resulted in truncated versions that remain 

cytoplasmic, thus increasing their likelihood of interacting with Spike and producing detectable 

FRET signals (Figure 39). Specifically, the truncated version of ACE2, designated as ACE2tr, 

comprises amino acids 0~740 of the full-length protein, which totals 805 amino acids. Similarly, 

the truncated version of TMPRSS2, referred to as TMPRSS2tr, includes amino acids 106~492 

of the wild-type protein, which totals 492 amino acids. These truncated versions were cloned 

into both 5’- and 3’-oriented reporter plasmids using appropriate molecular cloning strategies. 

Unfortunately, the sub-cloning of pcDNA3-TMPRSS2tr-mCherry was unsuccessful, as no 

correct colonies were obtained. However, the successful constructs included pcDNA3-eYFP-

Spike, pcDNA3-Spike-eYFP, pcDNA3-eCFP-ACE2tr, pcDNA3-ACE2tr-eCFP, and 

pcDNA3-mCherry-TMPRSS2tr, as shown in Figure 40. Detailed cloning methodologies and 

additional procedural information are comprehensively outlined in Appendix 18, which 

documents all cloning steps and methods. A summary of all constructed plasmids utilised in 

this chapter is provided in Appendix 34. 
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4.3.2. AphaFold2 predicts structures of fusion proteins and examinations of 

impacts on PPI among fusion proteins 

To evaluate the structural integrity and functionality of the fusion proteins, their three-

dimensional structures were predicted using the AlphaFold2 algorithm, which provided 

insights into the spatial arrangement of the fluorescent reporters relative to the proteins of 

interest (Figure 41). The predictive analysis indicated that for both the 5’ and 3’ fusions of the 

fluorescent reporters with ACE2tr and Spike proteins, there were no significant structural 

alterations that might impinge on the functional domains of either the reporter or the target 

proteins. Notably, the fluorescence reporter segments were positioned externally relative to the 

core structures of ACE2tr, TMPRSS2tr and Spike, suggesting that the fluorescent tags do not 

interfere with the native protein functions. Furthermore, the spatial separation of the fluorescent 

reporters from the proteins of interest implies that the efficiency of energy transfer, critical for 

FRET-based assays, remains unimpeded by direct physical interactions between the proteins 

Figure 40. Structure overview of constructed plasmids expressing gene-reporter fusion proteins, consist 
of FRET-based PPI detection assay. Coding sequences of ACE2 and TRMPSS2 are truncated with only 
extracellular domain encoded, and coding sequence of Spike is wild-type. Plasmids include pcDNA3-
eCFP-ACE2tr, pcDNA3-ACE2tr-eCFP, pcDNA3-eYFP-Spike, pcDNA3-Spike-eYFP, and pcDNA3-
mCherry-TMPRSS2tr. Plasmid of pcDNA3-TMPRSS2tr-mCherry is failed in construction. 
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of interest. This structural configuration ensures that any FRET signal changes observed in 

experimental setups are likely due to alterations in PPI rather than obstructions caused by the 

fusion constructs themselves. 

Figure 41. Predicted folding structures of fusion proteins through AlphaFold2. The amino acid 
sequences derived from coding sequence of gene-reporter fusion proteins are used in folding structure 
predictions as one complete protein. 
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Figure 42. Demonstrating predictive impacts of fused fluorescence reporters on ACE2-Spike 
interactions. The Spike protein s form trimers during virion assembly, which is notated as Chain A, B, 
and C in reference structural model. Chain A and Chain B are involved in ACE2-Spike interactions.
(A) The Spike-eYFP fusion protein with either 5’ or 3’ manner are rotated to align Chain A; (B) The 
Spike-eYFP fusion protein with either 5’ or 3’ manner are rotated to align Chain B.
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To evaluate potential structural differences and the effects of fluorescence reporter fusion on 

PPI between fusion proteins and their wild-type counterparts, the three-dimensional structures 

predicted by AlphaFold2 were compared with the previously established binding configuration 

of the SARS-CoV-2 Spike protein and human ACE2. Utilising the crystal structure from the 

RCSB Protein Data Bank (PDB ID: 7WPA), which depicts the interface between a SARS-

CoV-2 Spike trimer and human ACE2, I conducted a detailed alignment of the predicted fusion 

proteins’ structures to this reference. In the reference structure, the Spike protein naturally 

forms trimers, labelled as Chains A, B, and C. The interaction surface with ACE2 primarily 

involves portions of Chains A and B. For my analysis, I aligned the predicted structures of the 

fusion proteins to correspond with the orientations of Chains A and B, to specifically assess 

how the integration of fluorescent reporters might influence the interaction interface. Figure 42 

illustrates these alignments and indicates that the fluorescent tags do not significantly disrupt 

the overall folding of the proteins. Importantly, the spatial arrangement ensures that the energy 

transfer critical for FRET assays remains effective, as the fluorescent reporters (eCFP and 

eYFP) are positioned laterally relative to the core interaction domains of ACE2tr and Spike. 

However, a notable concern emerged regarding the proximity of eYFP in the eYFP-Spike 

fusion to the ACE2 binding interface. This closeness in both alignment scenarios, whether 

aligned with Chain A or Chain B, suggests that the 5’ fusion of eYFP might interfere with the 

binding efficiency and stability of the Spike-ACE2tr interaction. Such a positional relationship 

could potentially impact the binding kinetics, and by extension, the biophysical properties 

observed in FRET assays.  

4.3.3. Optimising intracellular overexpression of fusion proteins and FRET 

signal detections 

To confirm the intracellular expression of the fusion proteins and determine the optimal post-

transfection time point at which the fluorescence intensity is at its peak in transfected cells, I 

carried out a series of experiments with HEK293T cell transfection, which was transfected with 

one of the various constructed plasmids encoding the fusion proteins. After transfection, I 

monitored the fluorescence emitted by these cells using live-cell imaging over a period of 120 

hours (5 days). This approach allowed for real-time observation of the expression dynamics of 
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the fusion proteins and facilitated the identification of the time point when fluorescence 

intensity was maximised, indicating the most efficient expression period for each construct. 

The detailed observations and results of these experiments are presented in Figure 43 and 

further elaborated in Appendix 15, providing a comprehensive overview of the fluorescence 

profiles and their implications for subsequent experimental applications. 

The mean total integrated intensity, defined as the fluorescence intensity normalised by the 

well area, was employed to assess and compare the fluorescence intensity among cells 

transfected with different fusion protein plasmids. Unexpectedly, cells transfected with the 

pcDNA3-ACE2tr-eCFP construct exhibited virtually no detectable fluorescence emission. This 

observation suggests potential instability in the ACE2tr-eCFP fusion protein structure during 

Figure 43. Overview of mean fluorescence intensity collected by live-cell imaging for plasmids 
transfection optimisation.  The mean total integrated intensity is collected fluorescence intensity
normalised by area. The GFP channel sub-optimally but efficiently detects fluorescence signals emitted 
from eCFP and eYFP fluorescence reporters. The RFP channel optimally and efficiently detects 
fluorescence signal emitted from mCherry fluorescence reporters. The time point of 60 hours post-
transfection is considered the best to harvest cell for subsequent flow cytometry analysis. 
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its folding and maturation processes. Alternatively, suboptimal transcriptional efficiency due 

to miRNA target sites embedded within the coding sequence might also account for this 

deficiency. In contrast to the pcDNA3-ACE2tr-eCFP, cells transfected with other fusion 

protein plasmids demonstrated significant fluorescence emission, aligning with expectations. 

Notably, the fluorescence emission curve for cells transfected with pcDNA3-mCherry-

TMRPSS2tr did not display a distinct peak, indicating that the mCherry-TMRPSS2tr fusion 

protein likely exhibits substantial stability throughout its expression and maturation phases. 

Considering the fluorescence emission profiles of all fusion proteins, 60 hours post-transfection 

was identified as the optimal time point for harvesting cells for subsequent FRET detection 

experiments using flow cytometry. 

4.3.4. FRET-based assay detects PPI among fusion proteins of ACE2, Spike and 

TMPRSS2 

To elucidate PPI using FRET signals as an indirect measure, HEK293T cells were co-

transfected with combinations of overexpression plasmids encoding fusion proteins (details of 

experimental setup provided in Appendix 16). These cells were analysed using flow cytometry 

to assess FRET signals (Figure 44). The pure FRET signals, along with the FRET efficiency, 

were quantitatively analysed using a bioinformatic tool developed for this purpose, the 

Cytometry Utilities Box Expansion (CUBE)[390]. This pipeline processes flow cytometry data 

to calculate FRET efficiency, which is indicative of the proximity between the fluorescent 

reporters of the FRET donor and acceptor molecules (detailed methodology in Section 4.2.3.4). 

FRET efficiency is essentially correlated with the physical distance between these fluorescence 

reporters, thereby providing a surrogate measure of the spatial closeness and interaction 

strength between the co-expressed fusion proteins. This approach allows for the indirect but 

effective quantification of PPI, offering insights into the dynamics of molecular interactions. 
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Figure 45 presents the FRET efficiencies computed using the CUBE software from flow 

cytometry data. The analysis confirms successful detection of FRET signals across various 

transfection combinations, though with varying efficiencies. Notably, the C-Y FRET analysis 

shows that the eCFP-ACE2tr and Spike-eYFP combination yields higher FRET efficiency 

compared to the combination of eCFP-ACE2tr with eYFP-Spike. This difference suggests that 

the former combination is more sensitive in detecting the PPI between ACE2tr and Spike. 

Figure 44. Schematic drawing of using flow cytometry to examine FRET signals from HEK293T cells 
transfected with fusion proteins, and the PPI among fusion proteins. The HEK293T cells express fusion 
proteins of eYFP-Spike, eCFP-ACE2tr and mCherry-TMRPSS2tr, and the higher FRET signals
detected in flow cytometry suggest the higher PPI among of them.  
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Interestingly, this finding corroborates earlier structural predictions indicating potential 

interference in Spike-ACE2 binding due to the proximity of the eYFP reporter on the Spike-

ACE2 binding surface. Furthermore, in the Y-R FRET analysis, the pairing of Spike-eYFP 

Figure 45. Single-cell FRET efficiencies of HEK293T cells transfected with various plasmid 
combinations. The FRET efficiencies of different cells are computed through CUBE with flow 
cytometry data of transfected cells. C-Y FRET is detected in cells transfected with eCFP and eYFP 
encoding plasmids. Y-R FRET is detected in cells transfected with eYFP and mCherry encoding 
plasmids. C-R FRET is detected in cells transfected with eCFP and mCherry encoding plasmids. All 
three C-Y FRET, Y-R FRET and C-R FRET are detected in cells transfected with eCFP, eYFP and 
mCherry encoding plasmids. 
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with mCherry-TMPRSS2tr demonstrates superior FRET efficiency over the eYFP-Spike and 

mCherry-TMPRSS2tr combination, enhancing detection sensitivity of the PPI between Spike 

and TMPRSS2tr. Conversely, the C-R FRET analysis between eCFP-ACE2tr and mCherry-

TMPRSS2tr exhibits relatively low FRET efficiency, implying weaker interaction between 

ACE2tr and TMPRSS2tr. Figure 45.B showcases results from the three-way FRET assay, 

confirming the successful detection of C-Y, Y-R, and C-R FRET in both sample setups. The 

findings align with those from the two-way FRET assays, with all three FRET efficiencies 

notably higher when Spike-eYFP is used instead of eYFP-Spike, particularly in Y-R and C-R 

FRET analysis. Remarkably, the C-R FRET efficiency in the three-way assay is significantly 

elevated compared to its two-way counterpart, suggesting that the presence of Spike might 

enhance the interaction between ACE2tr and TMPRSS2tr. 

4.3.5. Searching known RNA editing events on ACE2 and TMPRSS2 genes from 

the public database REDIportal 

In the above section, we effectively detected FRET signals and quantified FRET efficiencies 

among various fusion protein combinations, confirming the viability of using intracellular 

overexpression of fusion proteins to indirectly assess protein-protein interactions (PPI). This 

plasmid-based approach permits the exploration of potential changes in PPI resulting from 

mutations in proteins of interest by manipulating the plasmid sequences accordingly. Focusing 

on the effects of RNA editing within the scope of this research, particular attention is directed 

toward mutations in ACE2 and TMPRSS2 induced by ADAR1L, an IFN-inducible RNA 

editing enzyme widely up-regulated in diverse virus infections. Future studies will aim to map 

RNA editing events attributable to ADAR1L expression on ACE2 and TMPRSS2, which are 

the major contributors in SARS-CoV-2 entry. 

I initially consulted the REDIportal database for A-to-I RNA editing events to investigate 

recorded modifications in the ACE2 and TMPRSS2 genes[398]. Surprisingly, while no A-to-I 

editing events were recorded for the ACE2 gene, several sites were noted in the TMPRSS2 

gene (Appendix 12). It is plausible that under conditions of ADAR1L overexpression, such as 

during viral infection, ACE2 and TMPRSS2 transcripts may exhibit a higher incidence of RNA 

editing events. Additionally, the editing events documented in public datasets might be 
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influenced by specific transcript variants or discrepancies between the ADARs CDS and the 

sequences of ACE2/TMPRSS2 found in the NCBI RefSeq database, potentially leading to 

variant editing outcomes. 

4.3.6. Constructions of ADAR1L, ACE2, TMPRSS2 over-expression plasmids 

and examinations of their intracellular expressions 

To validate or identify RNA editing events on ACE2 and TMPRSS2, I have engineered 

overexpression plasmids incorporating fusion tags for ADAR1L (3×FLAG at the N-terminus), 

wild-type ACE2 (eCFP at the N-terminus), and wild-type TMPRSS2 (mCherry at the N-

terminus). The cloning strategies employed, and the relevant information have been 

documented in Appendix 30, which details all the methods and steps involved. The summary 

of all the plasmids created in this thesis is provided in Appendix 34. The successful 

construction of three plasmids, namely pcDNA3-eCFP-ACE2, pcDNA3-mCherry-TMPRSS2, 

and p3×FLAG-ADAR1L, is illustrated in Figure 46. Predictive modelling suggested that the 

Figure 46. Structure overview of constructed plasmids expressing gene-tags or gene-reporter fusion 
proteins, consist of RNA editing events detection assay. Coding sequences of ACE2, TRMPSS2 and 
ADAR1L are wild-type. Plasmids include pcDNA3-eCFP-ACE2, pcDNA3-mCherry-TMPRSS2, and 
p3×FLAG-ADAR1L.  
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structures of the fusion proteins would remain independent from the native structures of the 

target proteins, thus preserving the functional integrity of both the fluorescent tags and the 

proteins of interest (Appendix 35). These fusion tags not only facilitate the microscopic 

visualisation of protein expression but also enable the verification of overexpression levels via 

Western blot analysis with anti-3×FLAG antibody. 

To confirm the expression of the constructed plasmids, they were transfected into HEK293T 

cells individually and in combination. The expression of the transfected cells was then 

visualised using EVOS imaging technology (Figure 47.A). Fluorescence signals corresponding 

to either eCFP or mCherry were successfully detected in all transfected HEK293T cells, with 

eCFP signals observed in the CFP channel and mCherry signals in the RFP channel. This 

confirms the functional expression of the pcDNA3-eCFP-ACE2 and pcDNA3-mCherry-

TMRPSS2 plasmids. Additionally, to assess the overexpression of ADAR1L, Western blot 

analysis was conducted using a specific antibody targeting the 3×FLAG tag. The results 

revealed distinct bands, indicating the successful overexpression of ADAR1L in cells 

transfected with the p3×FLAG-ADAR1L plasmid (Figure 47.B). Notably, the presence of 

multiple bands suggests the existence of several isoforms of ADAR1L within the cells. The 

predicted molecular weight of the 3×FLAG-ADAR1L fusion protein is 139 kDa, based on its 

amino acid sequence[391]. Given that the plasmid sequence was confirmed through Sanger 

sequencing and no internal stop codons were found within the ADAR1L coding sequence, the 

formation of these isoforms could be attributed to self-editing by ADAR1L. Because RNA 

editing cannot create stop codons, this self-editing may introduce rare codons into the plasmid 

transcripts, potentially causing premature termination of translation. 

I could detect RNA editing events on ACE2 by comparing RNA sequencing results from cell 

line transfected either with pcDNA3-eCFP-ACE2 or with both pcDNA3-eCFP-ACE2 and 

p3×FLAG-ADAR1L. The same scenario is applicable for detecting RNA editing events on 

TMRPSS2. 
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Figure 47. Verifying expression of constructed plasmids before identifying ADAR1L editing events.
(A) Verifying expression of eCFP-ACE2 and mCherry-TMPRSS2 fusion proteins through imaging of 
transfected cells. CFP emission is detected only in pcDNA3-eCFP-ACE2 transfected cells and RFP
emission is detected only in pcDNA3-mCherry-TMPRSS2 transfected cells. (B) Verifying expression 
of 3×FLAG-ADAR1L fusion protein through western-blotting. WB bands are only observed with 
p3×FLAG-ADAR1L transfected cells, and multiple bands are observed suggesting potential isoforms.
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4.3.7. General simulation analysis of A-to-I editing events reveals altered codon 

and amino acid usage 

Prior to identifying RNA editing events on ACE2 and TMPRSS2 mediated by overexpressed 

ADAR1L, all potential outcomes of RNA editing events resulting in codon or amino acid 

alterations were examined through simulation approaches. This provided an initial impression 

Figure 48. Schematic drawing of RNA editing events on ACE2 and TMPRSS2 transcripts mediated by 
ADAR1L overexpression. The ACE2 and TMPRSS2 transcripts are expressed by transfected plasmids 
pcDNA3-eCFP-ACE2 and pcDNA3-mCherry-TMPRSS2. And the ADAR1L protein is expressed by 
transfected p3×FLAG-ADAR1L plasmid. The RNA editing events will be detected by next-generation 
RNA sequencing with RNA samples extracted from cells transfected with different plasmids. 
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of potential mutations that could be generated. Specifically, each adenosine (A) nucleotide 

within a codon (pre-edited codon) was individually substituted with guanine (G, since I is read 

as G) nucleotide (post-edited codon), resulting in pre-to-post mutation scenarios. This allowed 

for the examination of these mutations to understand which types of mutations could be 

expected in codons encoding various amino acids, taking into account that some amino acids 

might possess a higher frequency of A-enriched codons. 

Figure 49. Simulation analysis of A-to-I editing events altering codon and amino acid usage. (A) Counts 
of pre-edited amino acids and post-edited amino acids are changed after applying A-to-I editing; (B) 
Majority of A-to-I editing generates non-synonymous mutations; (C) Majority of the post-edited amino 
acids in non-synonymous mutations are one of Arginine (Arg), Alanine (Ala), Glycine (Gly) and Valine 
(Val); (D) The data of predicted tRNA gene counts and mature tRNA RNAseq read counts in HEK293 
reveal could identified the scratch the tRNA supplies of pre-edited codons and post-edited codons. The 
CAC-to-CIC mutation is only example of mutating non-rare codon to rare codon, whereas the CAU-to-
CIU mutation is only example of mutating rare codon to non-rare codon. 
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Initially, I examined the overall counts of amino acids derived from pre-edited codons and 

post-edited codons as a result of the generated A-to-G mutations, and compared the two sets 

of pre-edited and post-edited amino acids (Figure 49.A). This analysis demonstrated that amino 

acids such as Arg, Ala, Gly, and Val are enriched in the post-edited amino acids compared to 

the pre-edited ones. This suggests that hyper-edited coding sequences may have a higher 

abundance of these amino acids. Conversely, amino acids like Thr, Ile, Asn, His, Gln, and Lys 

are less prevalent in the post-edited amino acids, indicating a reduction in their presence in 

hyper-edited coding sequences. Furthermore, RNA editing cannot generate stop codons, but it 

can convert UAG or UGA stop codons into the Trp-encoding codon UGG. Regarding mutation 

types, the majority of possible mutations are non-synonymous, implying a high likelihood of 

hyper-edited coding sequences producing mutated proteins with potentially altered functions 

(Figure 49.B). Additionally, the predominant post-edited amino acids in non-synonymous 

mutations resulting from A-to-G transitions are Arg, Ala, Gly, and Val (Figure 49.C, Appendix 

36). In contrast, the pre-edited amino acids are more diverse in non-synonymous mutations 

(data not shown). 

Another important aspect of RNA-editing-derived codon mutations is their relationship with 

rare codons, or codons with low tRNA abundance. I classified codons with tRNA levels below 

10,000 (as measured by mature tRNA RNA-seq read counts in HEK293 cells, Figure 10). 

Subsequently, I isolated all mutations involving pre-edited or post-edited rare codons for 

further analysis. Surprisingly, nearly all mutations involving rare codons resulted in a transition 

from one rare codon to another, except for CAC-to-CIC and CAU-to-CIU transitions (Figure 

49.D). Both of these transitions represent His-to-Arg mutations, where CAC-to-CIC is a

transition from a non-rare codon to a rare codon, and CAU-to-CIU is a transition from a rare 

codon to a non-rare codon. But the biological implications of these RNA-editing-derived His-

to-Arg mutations need further investigations. 
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4.3.8. Examining the quality of RNAseq data from different samples 

Before identifying RNA editing events from aligned BAM files generated by STAR alignment 

with RNA-seq data and the Homo sapiens reference genome GRCh38.p14, I first evaluated the 

expression levels of various genes of interest. High expression levels of ACE2, TMPRSS2, and 

ADAR1L (or ADAR) were observed only in samples harvested from cells transfected with the 

corresponding plasmids (Figure 50). Furthermore, there were no significant variations in the 

expression levels of housekeeping genes, including GAPDH, ACTB, SDHA, and PPIA 

(Appendix 38). Additionally, there were no notable increases in the expression levels of other 

genes related to RNA editing, such as ADAR2, ADAR3, ADAT1, ADAT2, and ADAT3 

(Appendix 38). 

Subsequently, I analysed the counts of sequence reads aligned to ACE2 and TMPRSS2 

(Appendix 39.A). The aligned read counts were significantly abundant, with each sample, 

whether for identifying ACE2 or TMPRSS2 RNA editing events, averaging at least 20,000 

read counts aligned to different positions. This abundance ensures that the identified RNA 

editing events are highly reliable. Interestingly, the aligned read counts were notably higher in 

samples with ADAR1L overexpression. A potential explanation for this observation is the use 

of the empty pcDNA3 vector as a negative control. This vector was co-transfected with ACE2 

Figure 50. Expression levels (FKPM) of ACE2, TMPRSS2 and ADAR1L in various RNAseq data.
RNAseq data was acquired from four RNA samples harvested from HEK293T cells transfected with 
various plasmid combinations. High ADAR1L expression levels are only detected in p3×FLAG-
ADAR1L transfected samples. High ACE2 expression levels are only detected in pcDNA3-eCFP-
ACE2 transfected samples, whereas high TMPRSS2 expression levels are only detected in pcDNA3-
mCherry-TMPRSS2 transfected samples. 
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or TMPRSS2 plasmids in the control group without ADAR1L overexpression. Although the 

empty pcDNA3 vector does not express any proteins, it still efficiently transcribes mRNA 

driven by the CMV promoter. Additionally, the transcribed mRNAs from the empty pcDNA3 

vector are much shorter due to the absence of inserted genes, which may result in higher 

transcription efficiency. Furthermore, by comparing the counts of sequence reads aligned to 

various positions with and without ADAR1L overexpression, I observed a significant 

correlation in the read counts across different positions between samples. This suggests that 

the subsequent analysis of editing efficiency of A-to-I editing events is unlikely to be affected 

by imbalances in read alignment (Appendix 39.B). 

4.3.9. Identifying RNA editing events on ACE2, TMPRSS2 

The RNA transcripts were transcribed from plasmids with inserted ACE2 and TMRPSS2 

coding sequences, driven by the CMV promoter. Consequently, the RNA editing events on the 

coding sequences of ACE2 and TMRPSS2 were exclusively included in the subsequent 

analysis. To further analyse the editing efficiency of various RNA editing events, the I/A ratio 

was used as a critical metric. This ratio is calculated by dividing the G counts (since I is read 

as G) by the A counts among all aligned sequences at each position. By comparing the I/A ratio 

at the same position between samples with and without ADAR1L overexpression, RNA editing 

events mediated by ADAR1L could be identified through significantly altered I/A ratios. 

Initially, all I/A ratios at various positions were compared between samples with and without 

ADAR1L overexpression using the U-test (Figure 51). Notably, there was a significant 

elevation in the I/A ratios in the coding sequences (CDS) of TMPRSS2 transcripts when 

ADAR1L was expressed. In contrast, the changes in the ACE2 transcripts were not as 

significant. 
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Figure 51. Demonstration of the I/A Ratio of RNA editing events identified from ACE2 and TMPRS22 
transcripts. (A) Demonstration of calculation of I/A Ratio, which is calculated by dividing counts of I 
by counts of A in the same position from all aligned sequence reads; (B) Boxplot demonstrates the I/A 
Ratio of RNA editing events identified from ACE2 and TMPRS22 transcripts. The I/A Ratio are 
compared between samples with or without ADAR1L overexpression through Mann Whitney U-test.
The I/A Ratio of RNA editing events on ACE2 transcripts are not significantly changed under ADAR1L 
expression, whereas the I/A Ratio on TMPRSS2 are significantly increased under ADAR1L expression. 
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Figure 52. Identifying significant RNA editing events based on log-transformed fold change (log2) 
comparing I/A Ratio between samples with or without ADAR1L overexpression. The RNA editing 
events with log fold change higher than 3 are considered as significant RNA editing events. The top 6 
RNA editing events with highest I/A Ratio are highlighted on the right for both ACE2 and TMPRSS2. 
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The I/A ratio at the same position between samples with and without ADAR1L overexpression 

was compared using log fold change (log2) calculation. Positions with an I/A ratio log fold 

change exceeding 3 were classified as RNA editing events mediated by ADAR1L (Figure 52). 

The threshold of an I/A ratio of 3 is determined because the lowest detected values are 

approximately -3. Therefore, the range between -3 and 3 is considered potentially unreliable. 

As anticipated, more RNA editing events were found in TMPRSS2 compared to ACE2. 

Specifically, 55 RNA editing events were identified in the coding sequence (CDS) of 

TMPRSS2, whereas only 7 were found in the CDS of ACE2. Notably, there were no RNA 

editing events previously identified in the CDS of ACE2 and TMPRSS2 according to the 

REDIportal database, with only a few events identified in the UTR of TMPRSS2 (Appendix 

12). The highest I/A ratio recorded in the ACE2 CDS was 0.045, representing a 3.851-fold 

increase compared to the sample without ADAR1L overexpression. In contrast, the highest I/A 

ratio recorded in the TMPRSS2 CDS was 0.360, which is almost a 9-fold increase (8.944) 

compared to the sample without ADAR1L overexpression. Subsequently, I analysed all codon 

alterations caused by the identified RNA editing events. I highlighted the 6 identified RNA 

editing events with the highest I/A ratio fold change for both ACE2 and TMPRSS2 in Figure 

52. Interestingly, the majority of the RNA editing (A-to-I editing) events resulted in non-

synonymous mutations leading to amino acid alterations in subsequent translations. 

Specifically, 6 out of 7 identified editing events in ACE2 were non-synonymous, and 37 out 

of 55 identified editing events in TMPRSS2 were non-synonymous. It would be intriguing to 

investigate whether these amino acid alterations influence binding interactions among the 

SARS-CoV-2 Spike protein and human ACE2 and TMPRSS2. Additionally, some RNA 

editing events resulted in synonymous mutations without amino acid alterations. However, it 

remains questionable whether such synonymous mutations could affect tRNA availability and 

thereby alter translational efficiency. 

Interestingly, the stop codon UAA of TMPRSS2 was found to be edited into either UAI (UAG) 

or UIA (UGA) with a high I/A ratio, suggesting that both A nucleotides in the UAA stop codon 

are editable by ADAR1L. Additionally, CAC-to-CIC mutations were identified in both the 

138th and 279th CAC codons on TMPRSS2 CDS. It is uncertain whether this type of mutation 

will lead to translational interruption when the corresponding tRNA supplies are insufficient. 
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4.3.10. Self-editing of ADAR1L 

As self-editing has been previously documented with ADAR2[28], there is a high likelihood 

that ADAR1L, which has broader substrate specificity, also exhibits similar biological activity. 

Moreover, the presence of multiple bands observed in the western blotting experiments of 

ADAR1L overexpressing cell samples (Figure 47) may indicate self-editing reactions of 

ADAR1L as well. 

Here, I further analysed the RNAseq reads from samples with ADAR1L overexpression to 

identify RNA editing events on ADAR1L transcripts, setting the I/A Ratio threshold higher 

than 0.001 for RNA editing sites. A total of 387 RNA editing events were identified, with the 

highest I/A Ratio recording >0.35, suggesting approximately one-third of the transcript is 

edited at this site (Figure 53.A). Subsequently, I examined the domain locations of non-

synonymous mutations, finding that the majority of RNA editing events are situated within 

various functional domains (Figure 53.B). Interestingly, almost one-third of the non-

synonymous mutations are located in the A-to-I editase domain, possibly due to its longer 

length compared to other domains. 

Regarding the multiple bands observed in the previous western blotting experiments, I 

hypothesised that the editing-derived mutation CAC-to-CIC may lead to premature termination 

of translation due to insufficient tRNA supply. I identified all instances of CAC-to-CIC 

mutations and predicted the protein sizes using online bioinformatics tools based on the coding 

sequences from the start site to the CIC mutation sites (Figure 53.C). After translating the 

coding sequences into amino acid sequences, I found that the 780th CIC and 875th CIC 

mutations correspond to protein sizes of 86.05 kDa and 96.45 kDa, potentially explaining the 

lower bands observed in the western blotting. Similarly, the 1014th CIC and 1129th CIC 

mutations correspond to protein sizes of 111.78 kDa and 124.75 kDa, which may account for 

the middle bands observed. However, these are speculative assumptions that require further 

experimental validation. 
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Figure 53. Analysis of RNA editing events on ADAR1L transcripts, which are mediated by ADAR1L 
self-editing. (A) Self-editing events of ADAR1L with high I/A Ratio identified in RNAseq data; (B) 
Proportional distribution of ADAR1L self-editing events in ADAR1L domains; (C) Demonstrating the 
assumed multiple isoforms created by the CAC-to-CIC mutations, potentially leading to premature
termination in translation due to insufficient tRNA supplies. These events corresponding different bands 
observed in previous western-blotting experiment. 
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4.4. Discussion 

In this chapter, I explore the hypothesis that RNA editing, facilitated by antiviral signalling, 

may introduce mutations in host genes that influence virus entry. This investigation focuses on 

a model involving the interaction of the SARS-CoV-2 Spike protein with human ACE2 and 

TMPRSS2 receptors. I hypothesised that mutations in human ACE2 and TMPRSS2, driven by 

RNA editing, could potentially alter the protein-protein interactions (PPI) between Spike, 

ACE2, and TMPRSS2, thereby impacting viral entry. To assess changes in PPI caused by RNA 

editing, I employed a FRET-based fusion protein assay. This method successfully captured 

clear FRET signals indicative of the interaction between the SARS-CoV-2 Spike protein and 

human ACE2 and TMPRSS2, with the detected FRET signals serving as a quantitative readout 

of PPI among these proteins of interest. Furthermore, I identified specific RNA editing events 

on the ACE2 and TMPRSS2 transcripts by comparing RNA sequencing data from HEK293T 

cell line with and without ADAR1L expression.  

In this research, I have evaluated the capabilities of an intracellular FRET-based PPI detection 

system, which is designed to assess the impact of RNA editing-derived mutations on PPI 

dynamics. Additionally, I successfully identified RNA editing events on ACE2 and TMPRSS2 

transcripts within mammalian cells overexpressing ADAR1L. Based on these foundational 

results, I have developed a series of planned experiments aimed at elucidating the effects of 

RNA editing-induced mutations in ACE2 and TMPRSS2 on their respective interactions with 

the SARS-CoV-2 Spike protein. While I am unable to execute these experimental plans within 

the current timeframe, the intention is to determine how specific mutations influence the 

binding efficiency and interaction dynamics between ACE2 and Spike, as well as TMPRSS2 

and Spike. 

Before studying the impacts of individual RNA editing events on PPI between Spike, ACE2, 

and TMPRSS2, I could also find out the global PPI changes among Spike, ACE2 and 

TMRPSS2 under ADAR1L overexpression, which is appliable if I add p3×FLAG-ADAR1L 

in the transfection combinations of FRET assay (Spike-eYFP, eCFP-ACE2tr, mCherry-

TMPRSS2tr). I was planning to compare the FRET signal varies between cells expressing 

fusion proteins with and without ADAR1L overexpression. Based on the increases or decreases 
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of the FRET signals, I would have evidence of ADAR1L editing impacting on PPI among 

Spike, ACE2 and TMPRSS2. 

Thus, I planned to mutate the fusion protein over-expression plasmid through site-directed 

mutagenesis according to the RNA editing events detected in RNA sequencing. The mutations 

containing plasmids will be used in transfection again to detect any changes in FRET signals 

compared to un-mutated plasmids. This experiment will help identify the critical RNA editing 

events that may have important impacts on SARS-CoV-2 entry. 

To further evaluate PPI changes caused by RNA editing derived mutations, pseudo-virus assay 

may be used. The SARS-CoV-2 pseudo-virus could be constructed with published method 

similar to authentic lentivirus construction method with plasmids psPAX2, pMD2.G, pBOB-

CAG-GFP and pBOB-CAG-SARS-CoV2-Spike-HA[399]. This method will generate SARS-

CoV2 pseudo-typed lentiviral vectors that incorporated Spike GP as their envelope protein 

carrying a payload expressing eGFP under the CAG promoter. The pseudo-typed lentiviral 

vectors will ‘infect’ and enter ACE2 expressing cells and the ‘infected’ cells will emit 

detectable green fluorescence due to released eGFP expressing payload. Thus, I could over-

express either wild-type ACE2 or RNA editing derived mutations contained ACE2 before 

application of SARS-CoV2 pseudo-typed lentiviral vectors. By examining changes in eGFP 

emissions, the SARS-CoV-2 host entry efficiency could be quantitatively examined. 

In fact, previously published research has demonstrated various FRET-based techniques for 

detecting binding interactions among Spike, ACE2, and TMPRSS2[400, 401].  However, these 

methods rely on purified proteins and are limited in their ability to detect binding affinity 

variations with high throughput or achieve the level of accuracy offered by the method I 

employed. 

There are some concerns and potential improvements regarding research of this chapter. In this 

chapter, I used truncated ACE2 (ACE2tr) and TMPRSS2 (TMRPSS2tr) having only 

extracellular domain to study PPI among Spike, ACE2 and TMPRSS2. The exclusion of these 

domains might alter the native folding structures of ACE2 and TMPRSS2, potentially leading 

to structural discrepancies between the full-length and truncated variants. Not to mention the 

addition of fluorescence reporter sequences, which also have the potential to alter structures of 

interested proteins although the chances are small. Although the FRET-based method 
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employed provides an indirect measure of interaction by detecting the proximity of fluorescent 

tags attached to the binding proteins, it does not directly assess the interaction between the 

proteins themselves. Therefore, it is advisable to conduct follow-up experiments, such as 

pseudo-virus entry efficiency assays, to confirm the functional consequences of any observed 

changes in protein interactions. These assays could provide direct evidence on how mutations 

in ACE2 and TMPRSS2 impact their binding with the Spike protein and, consequently, the 

viral entry process of SARS-CoV-2. Unfortunately, due to time constraints within my PhD 

program, I was unable to complete this aspect of the experimental setup. 

Another important concern is other possible aspects that could affect detected FRET signals. 

Because the FRET signals are detected at single-cell level, the changes in detected FRET 

signals are not purely caused by changes in distances between fluorescence reporters. Another 

crucial contributing factor is the association rate between FRET donors and acceptors. For 

instance, the decrease or increase of detected FRET signal in cells expressing mutated proteins 

may be caused by decrease or increase of the association rate instead of the distances between 

fluorescence reporters. In another word, the detected FRET signals are possible to be altered 

with changed association rate when the distances between fluorescence reporters remain the 

same. Moreover, because different fusion proteins are expressed with individual plasmids, the 

uptake rates of different plasmids would not remain the same in different cells, making the 

expression levels of fusion proteins distinct in single-cell level. This loophole is difficult to 

avoid in single-cell level assay, which the actual amount of intracellularly expressed proteins 

is difficult to quantify. One possible solution is to use a linker sequence linking both fusion 

proteins into one using cloning method. For example, I could clone a linker sequence between 

eCFP-ACE2tr coding sequence and Spike-eYFP coding sequence to construct pcDNA3-eCFP-

ACE2tr-Linker-Spike-eYFP plasmid (Figure 54). Because the expression cassette containing 

both fusion proteins is on the same plasmid, both proteins will be equally expressed 

intracellularly in each cell after transfections. This improved assay will help keep detected 

FRET signal proportional to the distance between fluorescence reporters, which may have 

significant correlation to the PPI of two fused proteins. The (GGGGS)n linker sequence is one 

of the candidates due to its significantly high flexibility, which is likely to have minimal impact 

on the folding and interactions of fusion proteins[402]. This flexibility allows the linked fusion 

proteins to interact in a manner similar to that of free-flowing proteins, akin to tethering the 

fusion proteins at the ends of a string. 
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Another nuanced scenario involves the orientation of the bound proteins potentially influencing 

the energy transfer efficiency between the FRET donor and acceptor. If the binding orientation 

causes the proteins to align in such a way that the bound structure obstructs the energy transfer 

pathway, the resulting FRET signals could be diminished or even absent, despite the proteins 

being effectively bound. This alignment factor is crucial as it can lead to misinterpretations of 

the FRET data, suggesting a lack of interaction when, in fact, a binding interaction is present 

but obscured by the physical configuration of the protein complex. 

Figure 54. Demonstration of applying a linker sequence between fusion proteins. The fusion proteins 
of Spike-eYFP and eCFP-ACE2tr are shown as an example. The top box is showing the method 
expressing fusion protein separately, which the expression levels between the two fusion proteins are 
not controllable. The lower box is showing the method of adding linker sequence between the fusion 
proteins to construct a complete ORF, which expressions of Spike-eYFP and eCFP-ACE2tr will remain 
as 1:1 ratio. This will result a better accuracy and consistence of calculated FRET efficiencies.  
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When exploring RNA editing events induced by ADAR1L on ACE2 and TMPRSS2 using the 

transfection of pcDNA3-ACE2 and pcDNA3-TMPRSS2 alongside p3×FLAG-ADAR1L, it's 

important to note that these plasmids only contain the coding sequences (CDS) of ACE2 and 

TMPRSS2, excluding the 5' and 3' untranslated regions (UTRs). ADAR1L typically recognises 

approximately 20 bp of substrate sequences, which suggests that the absence of the native 

UTRs in these constructs might influence the editing profile, particularly near the start and stop 

codons of the CDS. This could lead to a potential underestimation or misrepresentation of the 

editing events. Similarly, this consideration is also important if investigating self-editing events 

in ADAR1L transcripts, where modifications in UTR sequences or lack thereof could affect 

the detection and characterisation of editing sites on ADAR1L. Therefore, any identified 

editing events near the CDS boundaries should be validated with additional experiments to 

ensure their accuracy. Furthermore, the editing events identified through combinational 

overexpression can be validated using infected samples to determine whether similar RNA 

editing events occur. Detecting consistent editing events across diverse infected samples would 

provide stronger evidence for the importance of RNA editing in virus infections. 

In the current experimental setup, another significant consideration is the potential expression 

of endogenous ADAR1L or other ADAR genes such as ADAR1S and ADAR2 within the 

HEK293T cells, alongside the overexpression of the exogenous 3×FLAG-ADAR1L fusion 

protein driven by plasmid transfection. This scenario complicates the attribution of observed 

RNA editing events specifically to the transfected ADAR1L, as they could also be derived 

from the cell’s native ADAR1L expression. To address this, further experiments could involve 

the use of ADAR1L-knockout HEK293T cells, ideally generated using CRISPR-Cas9 

technology, to eliminate background editing activity. Or those endogenous editing could 

included in the future PPI experiments because they may also contribute to the outcomes of 

virus infections. Additionally, considering the mild expression of ACE2 and TMPRSS2 in 

HEK293T cells, there is a possibility that some sequence reads attributed to these genes could 

originate from their endogenous expression rather than the transfected plasmids. This could be 

clarified by comparing the RNA sequences obtained from experimental assays to the sequences 

of the transfected plasmids, ensuring that only plasmid-derived transcripts are analysed. This 

approach would help refine the data analysis and enhance the reliability of attributing observed 

effects specifically to the experimental manipulations, thereby minimising confounding 

influences from native gene expressions. 
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To identify RNA editing events on ACE2 and TMPRSS2 mediated by ADAR1L, we employed 

next-generation RNA sequencing, which generated tens of thousands of sequences reads for 

each A nucleotide. This approach ensures robust detection of RNA editing events. Importantly, 

we confirmed that the identified RNA editing events were attributable to the reference isoform 

of ADAR1L by comparing ADAR1L-overexpressed samples with control samples. This 

comparison allowed us to exclude RNA editing events mediated by endogenous ADAR1L 

isoforms, which may have different substrate selections compared to the reference isoform. 

However, given that this experiment was conducted once, replication experiments are 

necessary to validate these findings. 

Another significant observation is the self-editing phenomenon of ADAR1L, where numerous 

RNA editing events occur within its functional domains. Given ADAR1L’s broad substrate 

specificity, these self-editing events may expand its substrate range, potentially generating 

isoforms with altered functionalities. Specifically, non-synonymous RNA editing events 

observed in the zDNA binding domains and dsRNA binding domains suggest potential 

functional alterations. During western blotting experiments, I also detected two shorter 

isoforms of ADAR1L. I hypothesise that these isoforms result from rare codon CIC mutations 

caused by insufficient tRNA supply, derived from CAC-to-CIC RNA editing events. Since the 

functional A-to-I editase is located near the 3’ end of the ADAR1L coding sequence, it raises 

questions about whether these smaller isoforms retain A-to-I editing capabilities due to the 

possible truncation of the A-to-I editase domain. Additionally, it remains unclear whether these 

smaller forms of ADAR1L compete with the full-length ADAR1L for substrates, potentially 

modulating RNA editing activities and protecting RNA substrates from excessive editing. 

Further investigations are required to elucidate these hypotheses. 
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Chapter 5. Summary and Perspective 

Identifying the host range of viruses, especially those previously unknown, is a crucial area of 

research for global virologists. The significant loss of human lives and economic disruptions 

caused by historical virus pandemics are often the result of unpredictable shifts in virus host 

ranges, particularly towards human hosts. Consequently, understanding virus host range or 

fitness in host is essential for effective pandemic prevention. Recent advancements in high-

throughput sequencing techniques, particularly for RNA molecules, have made virus genome 

sequences much more accessible. As a result, these sequences are often among the first types 

of data generated from samples collected from infected patients during the onset of a 

pandemic[374]. Additionally, numerous virus genome sequences from wild fields have also 

been generated for research and public health monitoring purposes. Using this extensive virus 

genome sequencing data to predict or evaluate virus host range, especially concerning human 

hosts, is critical for pandemic preparedness. This is increasingly important as the potential for 

human-infectious viruses grows with the rising global population. The primary research focus 

of this thesis is to contribute to the prediction of virus host range using virus genome sequences 

derived data. 

Although the infection processes vary among different viruses, there are several general steps 

in viral infection, including virus entry, viral gene expression, viral genome replication, virion 

assembly, and the release of new virions (Figure 55). In this thesis, my research primarily 

focuses on two key infection steps: viral gene expression and virus entry. The additional 

objective is to evaluate the potential outcomes of RNA editing on these processes. To 

contribute to the study of viral gene expression, I investigated virus codon usage biases and 

employed machine learning methods to assess the codon fitness of viral genomes in specific 

hosts. This approach aims to enhance our understanding of how virus codon usage affects viral 

gene expression and host adaptation. For the study of virus entry, I developed a FRET-based 

protein-protein interaction (PPI) detection assay to efficiently evaluate changes in PPI caused 

by various mutations. This assay can potentially help predict virus entry efficiency based on 

PPI predictions between the viral Spike protein and human receptors. This method provides a 
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framework for assessing how mutations in viral proteins may impact their interactions with 

host cell receptors and, consequently, the efficiency of virus entry into host cells. 

5.1. Insights and subsequent work to investigate virus host codon 
fitness 

For investigations into viral gene expression, my focus is on virus codon usage biases and 

virus-host codon fitness. In Chapter 2, I analyse the characteristics of amino acid and codon 

usages in human viruses by statistically comparing AminoAcid%, Codon%, and RSCU 

datasets against those of non-human viruses. The statistical tests reveal that the coding 

sequences of human viruses are more AU-rich compared to other viruses, particularly at the 

Figure 55. Demonstration of general steps in virus infection processes. The general steps include virus 
entry, viral gene expression, viral genome replication, virion assembly, and the release of new virions. 
In this thesis, research focus is paid at the steps of viral gene expression and virus entry. 
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third nucleotide, or wobble position. This suggests that human viruses are naturally more 

susceptible to ADAR editing due to the abundance of editable nucleotides. Additionally, the 

coding sequences of human viruses are enriched with ADAT-related amino acids and codons. 

The expression of ADAT2 and ADAT3 is predicted to enhance the expression of viral genes, 

or it could be a consequence of human viruses adapting to the human translational machinery. 

The study of codon usage biases concerning different ADAT relations, including ADAT-

benefit, ADAT-suppress, and others, reveals that many ADAT-related amino acids are 

positively biased towards both ADAT-benefit and ADAT-suppress categories. Arginine 

exhibits a distinct pattern in codon bias and its relationship with ADAT. Specifically, it 

demonstrates a positive bias toward ADAT-non-related codons. This observation suggests that 

the translation of Arginine is likely not substantially influenced by ADAT2/3 expression, 

highlighting the potential unique roles of Arginine in viral infections. 

The correlation between codon usage biases and tRNA supplies has been extensively studied. 

However, in this research, I did not investigate the correlation between codon usage biases of 

human viruses and the tRNA supplies of human hosts. Although I acquired data regarding 

predicted human tRNA gene counts and tRNA expression levels in HEK293 cells (Figure 10), 

I had concerns about the reliability of these data and could not find a better database to describe 

human tRNA supplies accurately. The predicted tRNA gene counts were obtained using the 

tRNAscan-SE algorithm applied to the human reference genome, but many of these predictions 

have not been experimentally verified. Additionally, tRNA gene counts may not correlate well 

with their capacity to decode corresponding codons due to variations in regulatory networks, 

promoter sequences, miRNA target sequences, and other factors. Thus, the expression levels 

or intracellular abundance of different tRNAs may vary significantly, meaning that a higher 

predicted tRNA gene count does not necessarily equate to higher tRNA abundance. Moreover, 

different tRNA isodecoders, which are tRNA molecules with the same anticodon but different 

body sequences, may have varying translational efficiencies, further complicating the 

relationship between gene count and functional tRNA abundance. Conversely, tRNA 

expression levels obtained from HEK293 cells through specialised RNA sequencing 

techniques provide a more accurate measure of available tRNA molecules and their sequences. 

However, there is currently no comprehensive database summarising this kind of data, making 

it difficult to analyse correlations with codon usage biases on a larger scale. Another concern 

is that tRNA gene expression may be regulated differently in the context of viral infections, 
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potentially altering tRNA abundance. There is limited research on changes in tRNA abundance 

during viral infections using similar sequencing techniques, making it challenging to conduct 

species-level comparisons between human and non-human viruses at this time, although this 

area holds promise for future studies. 

Another significant finding in this chapter is the proposal and subsequent study of multi-codon 

usage biases in human viruses, adapted from the single-codon usage biases equation. Although 

statistical tests using RSMCU-n and NZP-n revealed significant variations between human and 

vertebrate viruses, the follow-up analysis was limited. A major issue with multi-codon usage 

biases is the high prevalence of zero values as the codon stretch length (CSL) increases, 

resulting in sparse RSMCU-n data matrices. The possible combinations of codons increase 

exponentially with longer codon stretches, leading to a higher percentage of zero values. This 

high zero-value rate prompted me to focus on non-zero RSMCU-n values for subsequent U-

Test studies, as statistical analyses would be more reliable using actual RSMCU-n values rather 

than zero value abundance. When the CSL exceeds three, the zero value rates for different 

codon stretches exceed 90%, and the RSMCU-n values are often minimal. Therefore, I 

conducted additional analyses using NZP-n values to identify codon stretches with significant 

usage biases. Interestingly, the codon stretches identified using RSMCU-n differed 

significantly from those identified using NZP-n, suggesting that these analyses might require 

further refinement to better understand multi-codon usage biases in human viruses. 

Alternatively, developing entirely new computational metrics might be necessary for studying 

multi-codon usage biases effectively. This discrepancy underscores the complexity of multi-

codon usage analysis and highlights the need for improved methodologies or novel approaches 

to achieve a comprehensive understanding of viral multi-codon usage patterns. 

Chapter 3 successfully demonstrates the feasibility of using machine learning models to 

systematically evaluate codon usage biases in specific groups of coding sequences (i.e. virus 

genome of a certain group of viruses containing different CDS). The predicted probability 

generated by the Random Forest (RF) model, trained with datasets including codon usage 

biases data (RSCU) of all codons and other features, serves as a readout of codon fitness in 

specific hosts. This metric is denoted as the Virus Codon Fitness (VCF) score. I later utilised 

the human virus codon fitness score (HVCF score) in several case studies. These included 

comparisons between human-sourced and non-human-sourced viruses, monitoring HVCF 
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scores of SARS-CoV-2 during the COVID-19 pandemic, and simulating codon-based mutation 

paths between SARS-CoV-2 and other betacoronaviruses. These case studies underscore the 

practical applications of the HVCF score in understanding viral adaptation especially in the 

context of human hosts. By applying this machine learning approach, this chapter provides a 

robust framework for analysing codon usage biases and predicting host codon fitness, offering 

valuable insights into viral host adaptation and informing strategies for monitoring and 

managing viral outbreaks. 

Although significant variations in HVCF scores exist between human and non-human viruses, 

these scores should not be over-interpreted. Specifically, HVCF scores represent the adaptation 

level of viral codon usage biases to the human host translational machinery. They do not 

correlate with viral lethality or infection outcomes. Furthermore, HVCF scores cannot 

determine whether a virus is capable of infecting a human host, as other factors such as the 

binding affinity between viral Spike proteins and human receptors, and viral mechanisms for 

immune escape, contribute to infection outcomes. However, it is safe to argue that codon 

fitness predictions, like HVCF scores, have potential as important contributors to host range 

prediction for unknown viruses. For instance, a genome sequence from a wild-field virus with 

a high HVCF score suggests a high probability of adaptation to human translational machinery, 

though it does not guarantee human infectivity. The Hepatitis D virus (HDV) provides an ideal 

example. HDV uses the Hepatitis B virus (HBV) surface antigen (HBsAg) as its envelope 

protein, proliferating only in patients infected with HBV[152, 153]. Thus, HDV may exhibit 

high codon fitness to the human host but requires specific mechanisms to enter host cells. 

Conversely, the efficiency of viral entry into host cells, determined by the binding interactions 

between viral Spike proteins and host receptors, is not the sole determinant of the viral host 

range. Conclusively, predicting virus host range is complex and involves multiple factors, 

including codon fitness, binding interactions between viral Spike proteins and host receptors, 

and identifying host miRNA binding sites. Systematically evaluating codon fitness in specific 

hosts through machine learning can significantly contribute to predicting virus host range. 

Using RF models to predict host labels has several disadvantages, one of the most significant 

being the discontinuous nature of the predicted probability, which is used as the VCF score. 

This discontinuity arises from the inherent voting mechanism of the RF model, where each 

decision tree produces a binary True or False prediction, and the overall predict probability is 
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a fraction based on the number of trees that vote for True. Since the number of decision trees 

is fixed, the resulting HVCF score is inherently dis-continuous. Due to this discontinuity, 

multiple optimal mutations are often predicted when using HVCF scores as a gradient, as seen 

in the codon-based mutation simulations described in Chapter 3. This necessitates the use of 

additional metrics, such as the correlation coefficient to the codon counts of the target virus, to 

guide the simulations effectively. The primary reason for using an RF model was its ability to 

adapt to the RSCU metrics of codon usage biases, despite the challenging or possibly unknown 

data distribution of RSCU. Given these limitations, I suggest developing new metrics to better 

characterise codon usage biases before focusing on training improved models for evaluating 

codon fitness in hosts with greater accuracy. 

The nature of the problem lies in extracting codon usage biases from viral gene coding 

sequences, which doesn’t necessarily require a mathematical approach. Instead, I propose using 

natural language processing (NLP) to encode the coding sequences from a codon-based 

perspective. For instance, employing codon-based or amino-acid-based one-hot encoding can 

effectively encode the sequences. By leveraging an NLP model such as the Transformer 

encoder, we can process the encoded data for subsequent classification. This method 

encapsulates the codon and amino acid sequences into a sequence-based data format, which 

inherently includes characteristics of codon usage biases. Furthermore, as this method is 

fundamentally a sequence embedding technique, it not only comprehends the biases of single 

codons or amino acids but also the usage biases of codon stretches comprising multiple codons 

or amino acids. Consequently, this approach may provide a more comprehensive understanding 

of virus codon usage biases from various perspectives. 

In the context of a virus genome, which comprises multiple viral genes, it’s crucial to consider 

how to aggregate the encoded data from different genes to represent the entire virus genome 

accurately. The method I employed simply summed all the codon counts from different viral 

genes without accounting for their distinct functionalities, which is overly simplistic. Moreover, 

this approach tends to be biased towards genes with longer lengths rather than those that are 

crucial determinants of virus proliferation. To address this limitation, I propose encoding the 

gene names along with the sequences. This additional information could help the algorithm 

differentiate critical genes and assign different weights to them. As previously mentioned, 

various factors determine virus proliferation in specific host cells. In future work, deep learning 
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models could incorporate additional features related to these factors. For instance, complete 

sequences of different viral genes could be encoded to investigate potential miRNA regulations. 

Furthermore, predicting the spatial structure of the Spike protein based on the coding sequence 

using AlphaFold could provide valuable structural characteristics to enhance the model’s 

performance. 

In this thesis, I aim to predict virus codon fitness in various hosts using the model trained with 

RSCU data. However, the case study of HVCF scores from human-sourced and non-human-

sourced virus genomes reveals distinct patterns among different viruses (Figure 32). Viruses 

such as MERS-CoV, West Nile virus, and Orthohantavirus show no significant differences 

between human-sourced and non-human-sourced virus genomes. This raises concerns about 

the biological variations among different viruses, especially those that are fundamentally 

different in classifications. Therefore, developing specific models tailored to predict specific 

viruses or classes of viruses could lead to more accurate and reliable predictions. Such models 

may be more practical in real-world scenarios, as researchers often focus on a single virus 

within specific contexts. For example, given the intense focus on SARS-CoV-2 during the 

COVID-19 pandemic, researchers are keen to understand how the virology of SARS-CoV-2 

varies when infecting different hosts. In practical terms, if the goal is to predict the proliferation 

or infection efficiency of a specific virus, it may be beneficial to use all sequence-based data 

mined from that viral genome sequence. Additionally, incorporating data outlining specific cell 

lines or infecting subjects could significantly enhance, or even be a determining factor in, 

model training for predicting the viral proliferation efficiency in various settings. 

To achieve this, various biological features outlining virus-host interacting activities could be 

considered. As mentioned earlier, the binding interactions between virus Spike proteins and 

human receptors are critical for virus entry into host cells and subsequent infections. For 

instance, in the case of studying a specific virus like SARS-CoV-2, which binds to human 

ACE2 and TMPRSS2, it would be practical to include the amino acid sequences of these human 

receptors using embedding methods such as Transformers. This addition would reflect the 

protein structure of the human receptors, enabling the model to identify critical protein 

structures with significant binding affinity to the Spike protein, indicating potential infection 

efficiency. Moreover, human host cells possess other anti-viral mechanisms such as exogenous 

RNA sensing and miRNA regulations. The amino acid sequences of genes involved in these 
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pathways can also be embedded using Transformer models. This gene-sequence-embedding 

approach has been successful in many research fields, demonstrating excellent performance in 

training models for various purposes[403, 404]. Many of these mechanisms are sequence-

specific, meaning different virus genome sequences may encounter varying levels of anti-viral 

efficiency. For example, MDA5 (Melanoma Differentiation-Associated protein 5), a major 

player in the exogenous RNA sensing pathway, may exhibit varied efficiency in binding viral 

RNA depending on the sequences of the viral RNA. Therefore, including amino acid sequence 

data in the models can help them understand the interplay between virus genome sequences 

and human host anti-viral mechanisms, potentially enhancing the performance of predictions. 

A similar method can be applied to human host miRNAs, which have specific binding targets 

due to their seeding sequences correlating virus transcript sequences. 

With the method mentioned above, various virus-infection-related factors could contribute 

cooperatively to model training. Most of this data, from either the target virus or human cell, 

can be acquired using sequencing technologies such as Sanger sequencing, RNA sequencing, 

and others, followed by computational processing. However, data on the prediction targets to 

determine the efficiency of virus proliferation or infection in various cell lines are relatively 

difficult to obtain. In traditional virology research, virus proliferation rates are often studied 

using cell-culture-based approaches such as virus plaque assays, which involve serial dilution 

of virion stocks to evaluate the virus load after infecting cell cultures[405]. Additionally, 

proliferation rates can be studied using recombinant virus construction methods by inserting 

fluorescence reporter coding sequences into the virus genome, which allows for the study of 

virus proliferation rates using fluorescence-based detection techniques[406]. These methods 

enable the evaluation of virus proliferation rates in different cell lines. Unfortunately, there is 

currently no database summarising such data, which would require significant effort to compile. 

Moreover, the data may be difficult to organise and potentially unreliable due to variations in 

experimental conditions across different studies. Therefore, it would be ideal to set up reliable 

experimental conditions and directly collect data from various cell lines infected by the target 

virus. 
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5.2. Insights and subsequent work to investigate protein-protein 
interaction among Spike, ACE2 and TMPRSS2 

In my research on virus entry, I focused on studying protein-protein interactions (PPI) 

involving the virus Spike protein and human receptors. In Chapter 4, I successfully established 

a FRET-based PPI detection assay to efficiently study the impacts of protein mutations on PPI 

changes. I then identified several RNA editing events on mRNA encoding ACE2 and 

TMPRSS2, conducted by ADAR1L. These events were studied to understand the PPI changes 

in binding interactions among the SARS-CoV-2 Spike protein and human ACE2 and 

TMPRSS2 resulting from these RNA editing events. However, some of the designed 

experiments have not been completed yet, particularly regarding whether the RNA editing 

events could affect the PPI among Spike, ACE2, and TMPRSS2. 

The FRET signals predominantly correlate with the distance between fluorescence molecules. 

However, intracellularly, the expression levels of these molecules are not equal, as they are 

expressed from different plasmids, which may have independent cell entry rates and expression 

levels. Additionally, when mutations are applied to the plasmids through site-directed 

mutagenesis, the binding rates of FRET donors and acceptors could change. Therefore, this 

plasmid-transfection-based assay requires further improvement in intracellular quantitative 

normalisation to achieve more accurate computational results. Improvements could be made in 

the experimental setup before flow cytometry. One method is to link both fusion proteins’ 

coding sequences by applying linker sequence (e.g., Spike-eYFP-Linker-eCFP-ACE2tr), 

where the complete expression cassette is cloned into a single plasmid (e.g., pcDNA3 vector). 

There are various linker sequences designed for various purposes, some of which have both 

good flexibility and high translation efficiency[402]. With this method, both fusion proteins 

will be equally expressed because they are from the same plasmid entering cells and expressed 

from the same coding sequence sharing the same promoter sequence. 
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In the discussion section of Chapter 4, I mentioned a defect of the FRET efficiency computed 

from the FRET-based PPI detection assay. It is affected by two relatively independent factors: 

the rotation angles of two fluorescence molecules and the binding rates between two fusion 

proteins. The FRET efficiency is primarily correlated with the distance between two 

fluorescence molecules, but this distance is not only influenced by the binding affinity between 

two fusion proteins but also by the rotation angle of two fusion proteins. It is possible that the 

fusion proteins have better binding affinity but the distance between fluorescence molecules is 

longer due to altered rotation angle due to mutation-derived conformational changes (Figure 

56). Another concern is the varied binding rates or association rates between two fusion 

proteins. If the distance between two fluorescence molecules remains the same but the applied 

mutations (e.g. side-direct mutagenesis on expression plasmid according to RNA editing events) 

Figure 56. Demonstrating potential impacts of generated protein mutations on PPI and FRET efficiency 
in some scenario.
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reduce the binding rate of the two fusion proteins, the FRET efficiency is also attenuated 

(Figure 56). This adjustment with applying linker sequence may sacrifice the flexibility of the 

binding interaction between two fusion proteins because the two fusion proteins are not binding 

in the situation of free flowing. The linker sequence will bring a certain level of stiffness and 

potentially affect actual binding dynamics, altering the binding structure formed with the two 

fusion proteins. Additional disadvantage of linking coding sequences of two fusion proteins is 

the difficulty in studying the binding interactions among more than two proteins of interest 

(e.g., Spike, ACE2, and TMPRSS2) because adding more linker sequences may significantly 

influence structure formation. Therefore, this method is advantageous in studying a large 

number of mutations and their derived impacts on protein-protein interactions (PPI) between 

two proteins of interest. The data correlating mutations and PPI changes are ideal for training 

better deep learning models for PPI optimisation purposes, which PPI optimisation is 

fundamentally required for applications in various fields of research, medication, and 

industry[407]. 

Another potential method to minimise the influence of unequal transfection rates and 

expression rates of different fusion protein-expressing cassettes is to establish stable expression 

cell lines. Many excellent methods exist for establishing stable expression cell lines with 

multiple genomic inserts of expressing cassettes, particularly those based on CRISPR-Cas9 

genome editing and lentivirus transfection[408]. By integrating the expressing cassettes of 

fusion proteins inside the cell genome and constitutively expressing them, the intracellular 

expression levels of different fusion proteins are not expected to vary significantly. Although 

different cell events may exhibit minor variations in intracellular fusion protein abundance due 

to varying actual cell status, the ratios between intracellular fusion proteins’ abundance may 

remain very similar. Therefore, the single-origin cell events are expected to generate accurate 

and stable FRET signals, which eventually leads to highly accurate computed FRET efficiency, 

thus subsequently lead to PPI prediction model with excellent performance. 

Although the FRET-based PPI detection assay can efficiently assess PPI changes caused by 

numerous protein mutations, further experimental verification is advisable. This is due to 

potential structural variations between wildtype proteins and fusion proteins tagged with 

fluorescence molecules. PPI changes observed in fusion-protein-based assays may differ from 

those in wildtype-protein assays. For instance, a pseudovirus experiment could serve as 
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additional verification. Following the identification of a mutation that significantly alters 

Spike-ACE2 binding, the effect of this mutation on PPIs can be confirmed by infecting ACE2-

expressing cells with pseudovirus particles encapsulating Spike proteins[399]. The efficiency 

of pseudovirus entry into mutated ACE2-expressing cells can then serve as confirmation of the 

PPI changes. Furthermore, additional validation of PPI can be conducted by directly studying 

spatial structures of bound protein, using purified protein complexes followed by methods such 

as X-ray crystallography or cryogenic electron microscopy.  
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Appendix 

Chapter 1 appendix 

Appendix 1. General NCBI information of ADAR and ADAT transcripts.
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Appendix 2. Different conformational forms of DNA and RNA. This includes the spatial views of the 
nucleotides from different angles. 



- 201 -

Appendix 3. Figure of regional features of ADAR deaminase domain The regional features are Region 
1, 2, and 3. This figure is original from figure 2 of publication titled ‘How do ADARs bind RNA? New 
protein-RNA structures illuminate substrate recognition by the RNA editing ADARs’ with PMID 
28217931[4]. 
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Appendix 4. Information of APOBEC and dC-to-dU editing.
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Appendix 5. Plasmid pGL3-ADARp-CFP (with 2kb ADAR promoter) and pGL3-ADATp-CFP (with 
2kb ADAT promoter) transfection into Influenza virus infected HEK293. A. Fluorescence microscopy 
analysis of CFP emissions in different groups. B. Flow cytometry analysis of CFP emissions in different 
groups. Other infections with various viruses and activation of those promoters could be found in the 
previous thesis titled ‘Defining Roles of Adenosine Deaminase Acting on RNA (ADAR) in Virus 
Infection’[3].
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Chapter 2 appendix 

Appendix 6. Demonstration of data and annotations from NCBI accession ID. 
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Appendix 7. Interested properties of amino acids (AA) and codons that are used to find correlations. 

Appendix 8. Lineplot demonstrating non-zero percentages of all virus genome when codon stretch 
lengths (CSL) increase. 
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Appendix 9. Volcanoplot demonstrating transformed BH-adjusted p-values (-log10) from U-test and 
fold changes in RSMCU-n analysis.
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Chapter 3 appendix 

Appendix 10. Predicted HVCF scores of SARS-CoV-2 in USA across timeline from April 2020 to 
December 2023, all the data points are shown. 



- 209 -

Appendix 11. Changes of codon numbers in predicted evolutionary path from Tylonycteris bat 
coronavirus HKU4 to SARS-CoV-2. (A) Low-to-High mutation path simulation. (B) Reversed High-
to-Low mutation path simulation.
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Chapter 4 appendix 

A. 

B. 

Appendix 12. RNA editing events in human genes ACE2 and TMRPSS2 from REDIportal database.
(A) RNA editing events of ACE2 gene; (B) RNA editing events of TMPRSS2 gene.
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Appendix 13. Standard curve of BCA assay to evaluate protein concentration before using in Western-
blotting. 
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Appendix 14. Spectra of fluorescence reporters eCFP, eYFP, and mCherry, which signals could be 
detected in the corresponding channels in Incucyte S3 for live-cell imaging.
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Appendix 15. Optimisation of lipotransfection of HEK293T cells with different plasmids. 
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Appendix 16. Summary of plasmid combinations used in HEK293T transfections to study different 
FRET signals.

Appendix 17. Flow cytometry channel setting of BD LSR Fortessa X20, including the primary channels 
to detect different reporters’ emission and FRET signals. 
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A.4.1.1 Molecular biology methods

A.4.1.1.1. Genes synthesis. The coding sequences of human genes ADAR1L, ACE2,

TMPRSS2 recorded from dominant transcripts were synthesised with Gene Universal 

company, and pre-cloned into pcDNA3 plasmids. The synthesised plasmids were received as 

desalted lyophilised powders, which were handled according to manufacturer’s instructions. 

The dominant transcripts (or reference) information is listed in Appendix 19. Besides, the 

coding sequences of eCFP, eYFP were also synthesised with Gene Universal company, and 

pre-cloned into pcDNA3 with configurations of either 5’tag fusion or 3’tag fusion by Gene 

Universal company. The plasmids containing various synthesised sequences were received as 

desalted lyophilised powders, which were reconstituted into a volume of Nuclease-Free MilliQ 

water to achieve concentration of 100 ng/μL.  

A.4.1.1.2. DNA oligos synthesis. The DNA oligos, including those ultilised as primers for 

either sub-cloning PCR or bacteria colony PCR, and those ultilised for DNA fragments 

annealing, were synthesised with Sigma-Aldrich. All the DNA oligos were received as desalted 

lyophilised powders, which were reconstituted into a volume of Nuclease-Free MilliQ water to 

achieve a 10× stock primers with concentration of 100 μM. Reconstituted primers were stored as 

10× stock solution at 4 ℃ until using.  

A.4.1.1.3. DNA fragments annealing. DNA oligos were designed and synthesised as 

parts of sub-cloning human TMPRSS2 gene and SARS-CoV-2 Spike gene respectively into 

Appendix 18. Detailed cloning methods used in the chapter 4. The methods including (A.4.1.1) 
Molecular biology methods; (A.4.1.2) Microbiology methods.  

Appendix 19. Summary of ACE2 and TRMPSS2 transcripts. The Reference transcript sequence was 
used in this thesis. 
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pcDNA3 over-expression plasmids. DNA oligos are prepared based on manufacturer’s 

instructions and annealed together through temperature protocol in PCR shown below. The 

annealed DNA oligos were later digested and sub-cloned with other DNA fragments to 

reconstruct gene coding sequences in different forms.  

A.4.1.1.4. Sub-cloning PCR. The DNA fragments containing fluorescence reporter protein

coding sequences of eCFP, eYFP, mCherry, and mRFP were amplified by PCR using designed 

primers that flanked the 5’ to the ATG initiating codon or first codon of those coding sequences, 

or 3’ to the stop codon. Forward primers contained either a NheI ‘G/CTAGC’ restriction site 

or a NotI ‘GC/GGCCGC’ restriction site (depends on 5’-tag fusion or 3’-tag fusion manner), 

which were 5’ to the ATG initiating codon plus several random nucleotides for subsequential 

restriction enzymes binding. Reverse primers contained either a NotI ‘GC/GGCCGC’ 

restriction site 3’ to the last codon before the stop codon for stop-codon-exclusive 5’-tag fusion, or a 

ApaI ‘GGGCC/C’ restriction site which were 3’ to the stop codon for stop-codon-inclusive 3’-tag 

fusion, which both have several random nucleotides for subsequential restriction enzymes 

binding.  

To obtain DNA fragments of fluorescence reporter eCFP, eYFP, mCherry, and mRFP coding sequences 

for subsequent cloning into pcDNA3 overexpression plasmids, Polymerase Chain Reaction (PCR) 

amplifications were performed with Platinum Taq DNA Polymerase Kit (Thermofisher). PCR reaction 

mixture (50 μL) is prepared with 5 μL of 10× PCR buffer (no Mg2+), 1.5 μL of MgCl2 (50 mM), 1 μL 

of dNTPs (10 mM), 0.2 μL of Platinum Taq DNA Polymerase (10 units/μL), 1 μL of each forward and 

reverse primers (10 μM), and either 3 μL of plasmid template (100 ng/μL) with Nuclease-Free Water 

(Ambion) adding up to 50 μL. The PCR reaction was performed using ProFlex PCR System 

(Thermofisher) according to the following conditions: 1 cycle of 94 ℃ 2 mins, then 25 cycles 

of 94℃ for 30 sec (denaturation), 55 ℃ for 30 sec (annealing), and 72℃ for 1 min (elongation), 

followed by a final single cycle of 72 ℃ for 3 mins. The PCR conditions would be changed in 

annealing temperature and elongation cycle for optimisation.  

A.4.1.1.5. Restriction enzyme digestion. The restriction enzyme digestions were used in 

multiple scenarios including verify plasmids from colonies and cutting fragments for sub-

cloning. The restriction enzyme digestions for screening colonies and verifying were 

performed in a digestion mixture (total 10 μL) containing 2 μL of 10× digestion buffer (NEB), 

1 μL of plasmid DNA solution (100 ng/μL) and 0.2 μL of each restriction enzyme (10 units/μL, 
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NEB), which Nuclease-Free Water is added up until 10 μL. The digestion was performed using 

pre-set temperature heat block (VWR International) according to the following conditions: 37 

℃ for 2 hours (digestion), then 80 ℃ for 20 mins (heat-inactivation). 

The restriction enzyme digestion for sub-cloning (re-collecting digested fragments) was 

performed in a digestion mixture (50 μL) containing 5 μL of 10× digestion buffer (NEB), 20 

μL of DNA (100 ng/μL) and 1 μL of each restriction enzyme (10 units/μL, NEB). Antarctic 

Phosphatase (AnP) was used to remove phosphates on 5’ or 3’ ends of fragments for preventing 

self-ligations, which additional 5 μL of 10× AnP buffer (NEB) and 1 μL of AnP (5 units/μL, 

NEB) was added into the reaction mixture. Nuclease-Free Water was added up to 10 μL. The 

digestion was performed using pre-set temperature heat block (VWR International) according 

to the following conditions: 37 ℃ for 2 hours (digestion), then 80 ℃ for 20 mins (heat-

inactivation).  

A.4.1.1.6. DNA quantification. Concentrations of nucleic acid (plasmid DNA or other 

DNA fragments) were measured by Nanodrop One Spectrophotometer (Thermofisher) 

according to the manufacturer’s instructions. Briefly, 1 μL of the plasmid DNA or other nucleic 

acid were placed on the instrument after using 1 μL of Nuclease-Free MilliQ water as a blank. 

The purity of sample DNA/RNA was assessed by A260/280 and A260/230 according to 

manufacturer’s instructions. 

A.4.1.1.7. DNA gel electrophoresis. Unless stated, a 1 % Tris-borate-EDTA (TBE) agarose

gels were made by 1 g of agarose (Bioline) and 100 mL of TBE through heating of microwave 

until completely molten. In some circumstances, a 2% agarose gel was prepared by melting 2 

g agarose in 100 mL of TBE. 4 μL of GelRed stains (Biotium) was added into 100 mL of 

melted agarose gel mixture before loading on agarose gel casting tray, assembled with plastic 

gel well combs. The gels were allowed to solidify at RT for 1 hour before assembling in MGU-

252T Horizontal Mini-Gel Systems (VWR International). 

DNA samples and 1 kb DNA ladder (Invitrogen) were mixed with 6× Gel Loading Buffer 

Purple (NEB) according to manufacturer’s instructions. DNA electrophoreses were performed 

at 80 V using PowerPac Basic Power Supply (Bio-Rad) for approximately 1.5 hours or until 

the loading buffer dye indicator reached approximately 4/5 of the total gel length. The 

electrophoresed DNA was visualised under 302nm wavelength light using InGenius3 UV 
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trans-illuminator (Syngene), and images of gels were acquired with GeneSys software (version 

1.5.0.0). 

A.4.1.1.8. DNA gel purification. To purify DNA fragments from either PCR amplification 

or restriction enzyme digestions, the DNA is re-extracted from agarose gels after 

electrophoresis. For cutting out the gel pieces containing DNA bands, DNA bands were 

visualised under Kodak Electrophoresis Documentation and Analysis System 290. For 

extracting the gels containing desired DNA bands, a thin slice of the gel was cut with a sterile 

scalpel blade and placed the gel slice into a sterile 1.6 mL Eppendorf tube. DNA was extracted 

from the agarose gel using the PureLink Quick Gel Extraction Kit (Invitrogen) according to 

manufacturer’s instructions. Briefly, the gel slices were completely dissolved into Gel 

Solubilisation Buffer L3 with 1:3 ratio (ex. 400 mg gel slice into 1.2 mL L3 buffer) at 50 ℃. 

The mixture was later transferred into a Quick Gel Extraction Column inside a Wash Tube and 

the column was centrifuged at 12,000× g for 1 min (flow-through solution was discarded) in 

an Eppendorf 5415D micro-centrifuge. The column was washed by adding 500 μL of Wash 

Buffer (W1) and centrifuging at 12,000× g for 1 min (flow-through solution was discarded). 

Then, the column was centrifuged for another 12,000× g for 2 min and the DNA was eluted by 

assembling the column into a collection tube, adding 50 μL of Nuclease-Free Water (Ambion) 

and centrifuging at 12,000× g for 1 min. 

A.4.1.1.9. DNA ligation. DNA ligations were performed with reaction mixtures 

containing 1 μL of 10× T4 DNA ligase buffer, 1 μL of T4 DNA ligase (NEB), vector/insert 

fragments and Nuclease-Free Water (Ambion) added up to 10 μL. Mostly, vector-insert ratio was 

1:1 (1:3 or 3:1 were used in some circumstances) and total volume of vector and insert solution 

together was smaller than 5 μL for avoiding influences of potential salts in extracted vector or 

insert solutions. The reaction mixtures were incubated at 4 ℃ overnight. Alternatively, the 

reaction mixtures were mounted on a thin layer of ice at room temperature overnight. The 

incubating temperature slowly increased from 0 ℃ to 25 ℃ during the ice melting process (16 

℃ at certain time point). The reaction mixtures were incubated at 65 ℃ for 10 mins after 

ligation (heat-inactivation). To increase reaction successful rate of multi-fragments ligations 

(3-fragments or 4-fragments ligations), which all the fragments were generated by either 

restriction enzyme digestion or DNA fragments annealing, 2 μL of T4 DNA ligase (NEB) was 

used instead of 1 μL of T4 DNA ligase.  
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TA Cloning Kit Dual Promoter (pCRII, Thermofisher) was used for preserving PCR products 

by T-A cloning ligations according to manufacturer’s instruction. The reaction mixture 

contained 2 μL of 5× ExpressLink T4 DNA Ligase Buffer, 2 μL of pCRII vector (25 ng/μL), 

1 μL of ExpressLink T4 DNA Ligase (5 units/μL), and approximately 10 ng of fresh PCR 

product, which Nuclease-Free Water (Ambion) added up to totally 10 μL. The positive and 

negative control ligation reactions were prepared as manufacturer’s protocol. 

A.4.1.2 Microbiology methods

A.4.1.2.1. Bacteria culture. Luria-Bertani (LB) Broth was prepared with LB Broth pre-

mixed powder (Difco) according to manufacturer’s instructions. 40 μL of 1000× Ampicillin 

stock (100 mg/mL, Sigma) or 200 μL of 200× Kanamycin stock (50 mg/mL, Sigma or 40 μ

L 1000× Spectinomycin (100 mg/mL, Sigma) were dissolved into 40 mL of LB if necessary.   

LB agar plates were prepared with LB Broth pre-mixed powder (Difco) and Granulated Agar 

powder (Difco) according to manufacturer’s instructions. 40 μL of 1000× Ampicillin stock 

(100 mg/mL, Sigma) or 200 μL of 200× Kanamycin stock (50 mg/mL, Sigma) or 40 μL 

1000× Spectinomycin (100 mg/mL, Sigma) were added into 40 mL of 50 ℃ LB agar solution 

before pouring the plates. For making X-Gal/IPTG plates, for T-A cloning, 100 μL of 100 mM 

IPTG (Bioline) and 20 μL of 50 mg/mL X-Gal (Progen) were mixed and spread onto the 

antibiotic-containing LB agar plates and the LB agar plates were incubated at 37℃ for 30 mins 

until the IPTG/X-Gal were completely absorbed by the LB agar. 

Desired colonies on LB agar plates were picked with sterile pipette tips and those tips were 

immersed into LB broth (with or without antibiotics). The bacterial LB broth was incubated at 

37 ℃ for 16 hours before subsequential plasmids extraction. 

A.4.1.2.2. Heat-shock transformation. Heat-shock competent DH5α E. coli was used for 

heat-shock transformation in purpose of amplifying plasmids in E. coli. DH5α super-competent 

E. coli was kindly provided by colleague Dr Zhongran Ni (UTS). The frozen E. coli (50 μL)

was thawed on ice then the DNA ligation products (usually 10 μL) were added directly into the 

E. coli culture. The E. coli/DNA mixtures were incubated on ice for 20 mins before exposing
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the cells to a heat shock treatment of 42 ℃ for 50 sec using a pre-set temperature heat block. 

The E. coli/DNA mixtures were returned to ice for another 2 mins before mixing with 950 μ

L of antibiotics-free LB broth and incubating at 37 ℃ for 1 hour. The transformed cells cultures 

were later centrifuged at 3000× g for 5 mins then the clear supernatant was discarded (and 

decontaminated in fresh 0.1% bleach solution). The E. coli cell pellet was resuspended in 100 

μL of LB broth and the entire resuspended culture was spread onto LB agar plates containing 

antibiotics according to the antibiotic resistance gene of the plasmids. The newly plated E. coli 

LB agar plates were incubated at 37 ℃ overnight for approximately 16 hours or until bacterial 

colonies were large enough to see for counting and for colony picking to a master plate 

containing the same antibiotics as master plates. 

A.4.1.2.3. Plasmid extractions. Bacterial plasmids prepared from transformed E. coli 

cultures, were extracted using ISOLATE-II Plasmid Mini Kit (Bioline) according to 

manufacturers’ protocol. The extracted plasmids could be used for subsequential experiments 

such as colony screening, molecular cloning and cell culture transfection (i.e. Lipofectamine 

transfection). Here is a brief Miniprep protocol. 5 mL transformed E. coli cultures were pelleted 

by centrifuging at 2,300 ×g for 5 mins, which the bacterial pellet was resuspended with 250 µL 

of Resuspension Buffer P1 after LB supernatant was removed. 250 µL of Lysis Buffer P2 was 

added to the resuspended bacteria, and the bacteria was lysed for 5 mins at room temperature. 

The mixture was neutralised and precipitated by adding 300 µL of Neutralization Buffer P3, 

which the insoluble was precipitated by centrifuging at 11,000 ×g for 5 mins. The supernatant 

was transferred into the ISOLATE II Plasmid Mini Spin Column, and the plasmid DNA was 

bound on the silico membrane of the column by centrifuging at 11,000 ×g for 1 min. 600 µL 

of Wash Buffer PW2 was added to the column and removed by centrifuging at 11,000 ×g for 

1 min. After drying the column by centrifuging at 11,000 ×g for 2 mins, the plasmid was eluted 

with 20 µL of Nuclease-Free MilliQ water by centrifuging at 11,000 ×g for 1 min. The eluted 

plasmid was often diluted into 100 ng/µL later for subsequential experiment.    

The sequences of extracted plasmids were verified with Sanger sequencing service provided 

by Macrogen (South Korea). 

A.4.1.2.4. Colony PCR. The transformations of multi-fragments ligation in competent E. 

coli will lead to significantly lower rates in getting desired ligation products. Thus, colony PCR 
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with Taq DNA Polymerase (NEB) to screen large amount of transformed E. coli colonies. PCR 

reaction mixture (10 μL) is prepared with 1 μL of 10× Standard Taq Reaction Buffer, 0.2 μL 

of dNTPs (10 mM), 0.2 μL of each forward and reverse primers (10 μM), and 0.1 μL of Taq DNA 

Polymerase (5 units/μL) with Nuclease-Free Water (Ambion) adding up to 10 μL. After the mixture 

is prepared, the E. coli colony was gently inoculated and immersed in the reaction mixture. The 

PCR reaction was performed using ProFlex PCR System (Thermofisher) according to the 

following conditions: 1 cycle of 95 ℃ 6 mins, then 25 cycles of 95℃ for 20 sec (denaturation), 

62 ℃ for 30 sec (annealing), and 68 ℃ for 4.5 mins (elongation), followed by a final single 

cycle of 68 ℃ for 7 mins. The PCR conditions would be changed in annealing temperature and 

elongation cycle for optimisation. The PCR product will be examined by DNA gel 

electrophoresis to allocate correct colonies. 
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A.4.1.3. Molecular cloning in constructions of intracellular

FRET assay 

A.4.1.3.1. Establish empty fluorescence-fusion plasmids 

To establish intracellular FRET-based protein-protein interaction (PPI) examining system, 

empty overexpression plasmids (pcDNA3 vector) containing fluorescence reporter tag coding 

sequences adapting to either 5’ fusion or 3’ fusion were first established before inserting other 

genes of interest. In this project, eCFP, eYFP, mCherry were chosen as mainly used 

fluorescence reporters which mRFP served as alternative backup of mCherry. The eCFP-eYFP-

mRFP three-way FRET assay was validated in colleague Dr Zhongran Ni’s Ph.D. thesis[390]. 

Fluorescent protein mCherry has almost identical spectrum profile compared to mRFP but 

more stable molecular structure[396], and it had approved its functioning as a FRET 

donor[397].  

The coding sequences of eCFP, eYFP, and mCherry were first PCR amplified with desired 

primers, and the PCR products were restrictions enzyme digested, which coding sequences for 

5’ tag fusion (reporter-gene fusion) were digested with NheI and NotI, and coding sequences 

for 3’ tag fusion (gene-reporter fusion) were digested with NotI and ApaI. The digestion 

products were later ligated into empty pcDNA3 plasmids, which were previously digested with 

either NheI/NotI or NotI/ApaI combinations accordingly. Multiple florescence reporter CDS 

containing pcDNA3 plasmids in either 5’ tag fusion or 3’ tag fusion was created successfully 

(Appendix 21).  

Appendix 20. Step-by-step detailed description of molecular cloning constructions of plasmids of 
FRET-based PPI detection assay.  Please also see method details in Appendix 18. 
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Appendix 21. Construction of intermediate plasmids containing only fluorescence reporter coding 
sequences for subsequential cloning of fusion protein plasmids. The fluorescence reporters include 
eCFP, eYFP, and mCherry, having both 5’- and 3’- fusion plasmids. 
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Appendix 22. Verification of intermediate plasmids containing only fluorescence reporter coding 
sequences via restriction enzyme digestions. 
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Unfortunately, only pcDNA3-mCherry-5’tag, and pcDNA3-mCherry-3’tag have the 100 % 

correct insert sequences (data not shown), where 2 non-synonymous mutations were identified 

in both pcDNA3-eCFP-5’tag and pcDNA3-eCFP-3’tag, and 1 non-synonymous mutation was 

identified in both pcDNA3-eYFP-5’tag and pcDNA3-eYFP-3’tag in Sanger sequencing results 

(data not shown). Those sequencing identified mutations were consistently identical in 

different DNA samples from different colonies, suggesting the mutations were derived from 

the templates instead of PCR errors. Thus, the plasmids pcDNA3-eCFP-5’tag, pcDNA3-eYFP-

5’tag, pcDNA3-eCFP-3’tag, and pcDNA3-eYFP-3’tag were synthesised with commercial 

gene synthesis service, and the sequencing reports show all the plasmids had 100 % correct 

insert sequences (data not shown). All the information of the empty fluorescence-fusion 

plasmids were listed below, and they were verified again with restriction enzyme digestions 

(Appendix 22). Besides, pcDNA3-mRFP-5’tag, and pcDNA3-mRFP-3’tag are also 

constructed for alternative backup of pcDNA3-mCherry-5’tag, and pcDNA3-mCherry-3’tag 

(Data not shown). 

A.4.1.3.2. Prepare fragments for multi-way ligation 

To study the protein-protein interaction of SARS-CoV-2 cell entry mechanisms, and also 

identify PPI changes caused by RNA-editing-derived mutations, ACE2, TMRPSS, and Spike 

were inserted into fluorescence reporter CDS containing pcDNA3 plasmids to create plasmids 

expressing gene-reporter fusion protein.  

The full-length coding sequences of human genes ACE2 and TMPRSS2 were synthesised with 

commercial gene synthesis service, which were received as pcDNA3-ACE2 and pcDNA3-

TMPRSS2 plasmids. The full-length SARS-CoV-2 viral Spike CDS was obtained from the 

purchased plasmid pDONR223-Spike (Addgene ID #149329). Unlike Spike protein, ACE2 

and TMPRSS2 are membrane proteins, which will be translocated to membrane once expressed 

intracellularly. In this case, the intracellularly expressed ACE2 and TMPRSS2 will be 

translocated to the membrane while the expressed Spike protein would remain in cytoplasm, 

which will affect the protein-protein interactions among them. To make expressed ACE2 and 

TMRPSS2 remained in cytoplasm for increasing protein-protein association rate, 

transmembrane domains, and extracellular domains of both ACE2 and TMRPSS2 were 

removed with molecular cloning strategies, which only cytoplasmic domains remained. These 

truncated versions of ACE2 and TMRPSS2 will be expected to stay in cytoplasm having more 
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chances to bind with Spike, which will hopefully generate detectable FRET signals. The 

truncated ACE2 with amino acids 0~740 of wild-type ACE2 (total 805 amino acids) was noted 

as ACE2tr, and the truncated TMPRSS2 with amino acids 106~492 of wild-type TMPRSS2 

(total 492 amino acids) was noted as TMPRSS2tr.  

To reduce PCR-derived mutations, small portions of 5’end and 3’end of ACE2, Spike, and 

TMPRSS2 were obtained by either PCR amplified with designed primers or DNA oligo 

ligations followed with restriction digestions before using in multi-fragment ligations to re-

construct ACE2tr, TMPRSS2tr, and full-length Spike adapting to sub-cloning of either 5’ tag 

fusion or 3’ tag fusion. The PCR products were first cloned into pCRII plasmid by T-A cloning, 

which were sequenced to ensure there is no PCR-derived mutations (data not shown). In 

summary, plasmid pCRII-ACE2tr-3’tag-5’end was constructed for pcDNA3-ACE2tr-CFP 

(3’tag fusion) sub-cloning. Plasmid pCRII-Spike-5’tag-3’end was constructed for pcDNA3-

YFP-Spike (5’tag fusion) sub-cloning, while plasmid pCRII-Spike-3’tag-3’end was 

constructed for pcDNA3-Spike-YFP (3’tag fusion) sub-cloning.  

Besides, aligned DNA oligos were also used to obtain fragments for sub-cloning. In summary, 

fragment Spike-5’tag-5’end was aligned for pcDNA3-eYFP-Spike (5’tag fusion) sub-cloning, 

while fragment Spike-3’tag-5’end was aligned for pcDNA3-Spike-eYFP (3’tag fusion) sub-

cloning. Fragments TMPRSS2tr-5’tag-5’end and TMPRSS2tr-5’tag-3’end was aligned for 

pcDNA3-mCherry-TMPRSS2tr (5’tag fusion) sub-cloning, while fragments TMPRSS2tr-

3’tag-5’end and TMPRSS2tr-3’tag-3’end was aligned for pcDNA3-TMPRSS2tr-mCherry 

(3’tag fusion) sub-cloning. In addition, some plasmids were synthesised for later multi-way 

ligation also which were longer and easier to have potential PCR errors, which sequences were 

100 % correct from sequencing (data not shown). Plasmid pcDNA3-ACE2tr-5’tag-3’end was 

constructed for pcDNA3-eCFP-ACE2tr (5’tag fusion) sub-cloning, while plasmid pcDNA3-

ACE2tr-3’tag-3’end was constructed for pcDNA3-ACE2tr-eCFP (3’tag fusion) sub-cloning.  

A.4.1.3.3. Construct final gene-fluorescence fusion plasmids 

With all T-A cloned plasmids, synthesised plasmids, aligned DNA fragments, multi-fragments 

ligations were preformed to construct final plasmids of gene-fluorescence fusion for FRET-
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assay. ACE2tr 5’-fused with eCFP plasmid pcDNA3-eCFP-ACE2tr was constructed by three-

fragment ligation with NotI-EcoRI digested ACE2tr fragment from pcDNA3-ACE2 plasmid, 

EcoRI-ApaI digested ACE2tr-5’tag-3’end fragment from pcDNA3-ACE2tr-5’tag-3’end 

plasmid, and NotI-ApaI digested pcDNA3-eCFP-5’tag vector backbone (Appendix 23). 

ACE2tr 3’-fused with eCFP plasmid pcDNA3-ACE2tr-eCFP was constructed by four-

fragment ligation with HindIII-EcoRI digested ACE2tr fragment from pcDNA3-ACE2 

plasmid, NheI-HindIII digested ACE2tr-3’tag-5’end fragment from pCRII-ACE2tr-3’tag-

5’end plasmid, EcoRI-NotI digested ACE2tr-3’tag-3’end fragment from pcDNA3-ACE2tr-

3’tag-3’end plasmid, and NheI-NotI digested pcDNA3-CFP-3’tag vector backbone (Appendix 

24). Full-length Spike 5’-fused with eYFP plasmid pcDNA3-eYFP-Spike was constructed by 

four-fragment ligation with SacI-SbfI digested Spike fragment from pDONR223-Spike 

plasmid, NotI-SacI digested Spike-5’tag-5’end fragment from aligned Spike-5’tag-5’end DNA 

oligo annealed fragments, SbfI-ApaI digested Spike-5’tag-3’end fragment from pCRII-Spike-

5’tag-3’end plasmid, and NotI-ApaI digested pcDNA3-eYFP-5’tag vector backbone 

(Appendix 25). Full-length Spike 3’-fused with eYFP plasmid pcDNA3-Spike-eYFP was 

constructed by four-fragment ligation with SacI-SbfI digested Spike fragment from 

pDONR223-Spike plasmid, NheI-SacI digested Spike-3’tag-5’end fragment from aligned 

Spike-3’tag-5’end DNA oligo annealed fragments, SbfI-NotI digested Spike-5’tag-3’end 

fragment from pCRII-Spike-3’tag-3’end plasmid, and NheI-NotI digested pcDNA3-eYFP-

3’tag vector backbone (Appendix 26). TMPRSS2tr 5’-fused with mCherry plasmid pcDNA3-

mCherry-TMPRSS2tr was constructed by three-fragment ligation with KpnI-XbaI digested 

TMPRSS2tr fragment from pcDNA3-TMPRSS2 plasmid, NotI-KpnI digested TMPRSS2tr-

5’tag-5’end fragment from aligned TMPRSS2tr-5’tag-5’end DNA oligo annealed fragments, 

NotI-XbaI digested pcDNA3-mCherry-5’tag vector backbone (Appendix 27). TMPRSS2tr 3’-

fused with mCherry plasmid pcDNA3-TMPRSS2tr-mCherry was attended to construct by 

four-fragment ligation with KpnI-HindIII digested TMPRSS2tr fragment from pcDNA3-

TMPRSS2 plasmid, NheI-KpnI digested TMPRSS2tr-3’tag-5’end fragment from aligned 

TMPRSS2tr-3’tag-5’end DNA oligo annealed fragments, HindIII-NotI digested TMPRSS2tr-

3’tag-3’end fragment from aligned TMPRSS2tr-3’tag-3’end DNA oligo annealed fragments, 

and NheI-NotI digested pcDNA3-mCherry-3’tag vector backbone (Appendix 28). However, 

the sub-cloning construction of pcDNA3-TMPRSS2tr-mCherry plasmid was unsuccessful, 

which no correct colonies were spotted.  
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Appendix 23. Construction of pcDNA3-eCFP-ACE2tr. This plasmid is for FRET-based PPI detection 
assay. 
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Appendix 24. Construction of pcDNA3-ACE2tr-eCFP. This plasmid is for FRET-based PPI detection 
assay.
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Appendix 25. Construction of pcDNA3-eYFP-Spike. This plasmid is for FRET-based PPI detection 
assay.
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Appendix 26. Construction of pcDNA3-Spike-eYFP. This plasmid is for FRET-based PPI detection 
assay.
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Appendix 27. Construction of pcDNA3-mCherry-TMPRSS2tr. This plasmid is for FRET-based PPI 
detection assay.
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Appendix 28. Construction of pcDNA3-TMPRSS2tr-mCherry. This plasmid is for FRET-based PPI 
detection assay.
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In Appendix 29, all the constructed fusion proteins plasmids including pcDNA3-eCFP-

ACE2tr, pcDNA3-ACE2tr-eCFP, pcDNA3-eYFP-Spike, pcDNA3-Spike-eYFP, and 

Appendix 29. Verification of fusion protein plasmids containing only both coding sequences of genes 
of interest and fluorescence reporter via restriction enzyme digestions.
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pcDNA3-mCherry-TMPRSS2tr are verified with enzyme digestions, although the data of 

pcDNA3-eCFP-ACE2tr is missed due to mis-handling of data. The sequences of all the 

constructed fusion proteins plasmids are verified with Sanger sequencing. 



- 237 -

A.4.1.4. Molecular cloning in constructions of plasmids for RNA

editing events detections 

Plasmid of ADAR1L 5’-fused with 3×FLAG tags p3×FLAG-ADAR1L was constructed by 

ligation with NotI-XbaI digested ADAR1L wild-type CDS fragment from commercially 

synthesised pcDNA3-ADAR1L plasmid, and NotI-XbaI digested p3×FLAG-CMV-10 vector 

backbone (Appendix 31). ACE2 5’-fused with eCFP pcDNA3-eCFP-ACE2 was constructed 

by ligation with NotI-XbaI digested ACE2 wild-type CDS fragment from pcDNA3-ACE2 

plasmid, and NotI-XbaI digested pcDNA3-eCFP-5’tag vector backbone (Appendix 32). Lastly, 

TMPRSS2 5’-fused with mCherry pcDNA3-mCherry-TMPRSS2 was constructed by ligation 

with NotI-XbaI digested TMPRSS2 wild-type CDS fragment from pcDNA3-TMPRSS2 

plasmid, and NotI-XbaI digested pcDNA3-mCherry-5’tag vector backbone (Appendix 33). The 

sequences of all three plasmids were verified with Sanger sequencing, in which no mutations 

and other errors were found.  

Appendix 30. Step-by-step detailed description of molecular cloning constructions of plasmids used in 
RNA editing events detection. 
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Appendix 31. Construction and digestion verification of p3×FLAG-ADAR1L. This plasmid is for RNA 
editing events detection.
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Appendix 32. Construction and digestion verification of pcDNA3-eCFP-ACE2. This plasmid is for 
RNA editing events detection.
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Appendix 33. Construction and digestion verification of pcDNA3-mCherry-
TMPRSS2. This plasmid is for RNA editing events detection.
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Appendix 34. Summary list of all constructed plasmid. 

Appendix 35. Demonstrating predicted folding structures of fusion proteins through AlphaFold2. 
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Appendix 36. Counts of pre-edited amino acids and post-edited amino acids are changed after applying 
A-to-I editing, which non-synonymous mutations are only included. 
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Appendix 37. Quality control data of RNAseq results with samples ACE2, ACE2+ADAR1L, 
TMPRSS2, and TMPRSS2+ADAR1L. (A) Percentages of sequence reads mapped to the genome and
to single genes. (B) Other important quality control metrics of the RNAseq experiment. 
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Appendix 38. Expression levels (FKPM) of different genes from RNAseq data of HEK293T cells 
transfected with different plasmid combinations. No obviously varied expression levels observed in 
housekeeping genes (GAPDH, ACTB, SDHA and PPIA), and other RNA editing related genes 
(ADAR2, ADAR3, ADAT1, ADAT2, ADAT3). Although ADAR3 seems to have slightly lower 
expression level in samples with ADAR expressions, ADAR3 does not have RNA editing capabilities 
anyway.
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Appendix 39. Sequence Depth of RNAseq data aligned to ACE2 and TMPRSS2 genes. (A) Sequence 
reads of ACE2 and TMPRSS2 are significantly enriched in the samples with or without ADAR1L 
overexpression; (B) The sequence reads aligned to ACE2 and TMPRSS2 are approximately equal in 
counts for every locations between samples with or without ADAR1L overexpression. 
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