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Abstract

Advanced Machine Learning for Privacy-Preserving
Intrusion Detection in IoT Networks

The Internet of Things (IoT) is a groundbreaking technology that integrates smart devices
into communication networks, reducing human intervention and fueling innovation across
various applications, from smart cities to intelligent transportation. However, its heteroge-
neous and highly interconnected nature introduces significant vulnerabilities, expanding
attack surfaces that are increasingly targeted by sophisticated cyber threats. To address this,
machine learning (ML), especially deep learning (DL) has shown the potential to equip IoT
components with intelligent cyberattack detection modules, enabling IoT components to
detect and respond to cyberattacks by analyzing vast data streams. However, traditional
approaches that transmit vast amounts of user data to centralized models for processing
pose significant data privacy risks, exposing sensitive information to potential misuse by the
model’s owner. This highlights the need for advanced distributed ML/DL methods that can
accurately detect cyberattacks and preserve user data privacy.

Additionally, IoT network data often contains highly sensitive user information (e.g.,
location details and biometric data) making it susceptible to privacy breaches when being
analyzed for cyberattack detection using ML models. To tackle this problem, homomorphic
encryption (HE) offers a powerful technique to integrate with ML/DL models, enabling
innovative privacy-preserving ML (PPML) approaches that safeguard the confidentiality of
user data. By employing this cryptographic technique, ML/DL models can compute directly
on ciphertext without the need for decryption. However, PPML using HE is still an emerging
field, and designing HE-based learning algorithms remains a significant challenge due to
the high computational overhead of HE and the complexity of ML/DL models. Therefore,
the design of HE-based PPML algorithms to balance security, accuracy, and performance is
crucial for practical deployment in real-world IoT systems.

In this thesis, we contribute to addressing both security and privacy concerns in two
emerging IoT ecosystems: (1) developing a novel framework that integrates federated learn-
ing (FL) and HE for privacy-preserving intrusion detection in resource-constrained Internet
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of Vehicle (IoV) networks, and (2) designing a privacy-preserving cyberattack detection in
blockchain-based IoT networks using our proposed deep neural network (DNN) training
algorithm for HE-encrypted data and our novel privacy-preserving distributed-cloud native
learning algorithm. Following the Single-Instruction-Multiple-Data (SIMD) manner, our
proposed packing algorithms enable an efficient privacy-preserving learning/inference for
encrypted data, achieving results nearly identical to the non-encrypted approach, approxi-
mately from 0.01 to 0.8%. These contributions demonstrate the effectiveness and potential
of our research in leveraging advanced ML to tackle security challenges and ensure data
confidentiality within real-world IoT ecosystems.
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Chapter 1

Motivation, Background and Literature
Review

In this chapter, we first introduce the motivation of this thesis. We then present an in-depth
background of machine learning, deep learning, federated learning, and homomorphic encryp-
tion. After that, we conduct a comprehensive review of existing studies on machine learning
for intrusion detection in IoT networks and privacy-preserving machine learning, highlighting
the advantages and limitations of current approaches. Finally, the main contributions and the
structure of the thesis are presented.

1.1 Motivation

Over the past few years, the Internet of Things (IoT) has undergone remarkable developments,
significantly improving the quality of our daily lives. This emerging technology has enabled
the development of various intelligent applications spanning diverse sectors, from smart
transportation and smart healthcare to smart city and industrial automation [2]. Following
this trend, it is recorded that around 15 billion IoT devices were deployed in 2023, and it is
projected to double by 2030, reflecting the accelerating pace of IoT adoption [3]. In general,
the IoT system is defined as the interconnection between a massive number of heterogeneous
devices and cloud computing systems to provide intelligent services for human benefit.

However, despite the benefits of IoT, its wide range nature also introduces various
cybersecurity risks. Accordingly, maintaining the security requirements across large-scale
IoT environments, which operate based on the connectivity between multiple layers within
diverse areas, is still challenging. In the IoT network, each layer has its own vulnerabilities
that the intruders can exploit via different types of cyberattacks [4] [5]. For instance, in 2016,
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Mirai exploited a massive amount of IoT devices to form a huge distributed Botnets network,
which was then used to launch a massive DDoS attack against Dyn, a major DNS provider,
thereby disrupting Internet access for numerous websites and services, including Twitter,
Netflix, and Spotify [6]. Additionally, in 2019, AWS, a famous cloud service which manages
various IoT components, faced a data breach incident caused by a Server-Side Request
Forgery (SSRF) injection, exposing the personal information of approximately 100 million
customers in the United States, 6 million in Canada, and 80,000 bank account numbers [7].
Moreover, in 2020, Mozi malware showed its capability to exploit weak telnet passwords and
nearly a dozen unpatched vulnerabilities of various IoT devices manufactured by Netgear,
Huawei, and ZTE [8].

To minimize the security concerns of IoT networks, both industry and academia are
increasingly adopting Blockchain technology, widely acknowledged as a promising solution
to significantly enhance the security and resilience of IoT architectures. Blockchain tech-
nology plays a crucial role in enhancing the security, transparency, and reliability of IoT
systems, addressing several of the inherent challenges associated with these networks [9].
Blockchain’s decentralized ledger technology ensures that data transmitted across IoT devices
is immutable, meaning that once data is recorded, it cannot be altered or deleted without
consensus from the network [9], [10]. This significantly reduces the risk of unauthorized
data manipulation and cyberattacks. Moreover, blockchain enables secure and transparent
transactions between IoT devices by providing a trusted, tamper-proof record of all activities
[4]. This is particularly important for maintaining data integrity and trust in applications like
smart homes, supply chain management, and industrial IoT. By eliminating the reliance on a
central authority, blockchain also helps prevent single points of failure, thereby enhancing the
resilience and robustness of IoT systems against network failures and malicious attacks [9].
Due to the above benefits, various industries have been actively leveraging blockchain to
securely maintain IoT applications, such as IBM blockchain for supply chain applications
and IOTA blockchain for healthcare data management [11],[12].

Although the integration of blockchain with IoT fosters a more secure and efficient
environment for the widespread adoption of IoT technologies, it is still vulnerable to multiple
cyber threats. Statistics show that from 2011 to 2023, blockchain ecosystems have endured
over 1,600 cyberattacks, resulting in financial losses totally exceeding $32 billion [13]. For
instance, in August 2021, Poly Network, a cross-chain protocol for blockchain applications,
reported that their system had been hacked, causing over $611 million to be stolen [14].
Additionally, in March 2022, Ronin Network, an EVM-based blockchain game application,
revealed that a hacker had successfully stolen multiple private keys, resulting in a loss of
$614 million [14]. In terms of network security, there are also various network attacks on
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the blockchain environments. For example, in April 2021, the Hotbit wallet, a blockchain
cryptocurrency wallet, reported that the database of the Hotbit wallet was deleted by network
attacks from hackers [13]. Besides, in September 2021, the Solana chain also reported
that the system faced a network outage due to distributed denial of service (DDoS) attacks,
leading to the offline of the chain for 12 hours [13]. Most recently, in June 2024, BtcTurk,
a Turkish cryptocurrency exchange, suffered a network attack that impacted ten wallets
containing various cryptocurrencies, resulting in a $5.3 million freeze [13], [15]. These
problems reveal persistent vulnerabilities within blockchain systems that could cause serious
concerns about the security and reliability of IoT-based blockchain networks.

To address the security issues caused by cyberattacks, various security measures have
been explored within IoT ecosystems, with Intrusion Detection Systems (IDS) standing
out as a prominent method [16]. Following that, since IoT operates mainly based on the
network layer within various interconnected components, the network intrusion detection
system (NIDS) is recognized as the efficient approach to safeguard the IoT network, which
performs the cyberattack detection regarding network layer [5], [16], [17]. Signature-based
NIDS is the most frequent cyberattack detection approach, which has been further analyzed
in IoT systems. Despite its advantage in reducing the false alarm rate during cyberattack
detection, the database update to deal with new attack vectors remains challenging. Be-
sides, anomaly-based detection is also a well-known approach in NIDS. While this approach
demonstrates effectiveness in identifying novel attack types, it maintains a low false posi-
tive rate in detecting each known type of attack. Specification-based detection is another
frequently used method in NIDS. This approach detects intrusion based on the specific defi-
nition of components’ behaviour, which is manually defined by the experts [16]. Although
specification-based cyberattack detection allows fast deployment, it lacks adaptation to a
different environment and efficient time. As observed, traditional NIDS face limitations in
handling the dynamic and large-scale nature of IoT networks, often resulting in increased
latency and reduced detection efficiency. Moreover, their reliance on predefined rules and
patterns makes them less effective against sophisticated and evolving cyber threats. As a
result, the diverse and heterogeneous nature of IoT systems presents substantial challenges to
the effective deployment of conventional security methods for network attack detection in
real-world IoT scenarios.

Recently, machine learning (ML) and deep learning (DL) have emerged as an effective
approach to developing intelligent and adaptive intrusion detection systems (IDS), improving
performance by learning patterns from both normal and attack data [18], [19]. As illustrated in
Figure 1.1, the ML model can operate as a smart filter to detect various attack types, including
previously unknown threats, making them well-suited for heterogeneous environments (e.g.,
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Users

Machine
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Fig. 1.1 The integration of ML into IDS.

IoT and blockchain) that frequently encounter novel cyber threats [17], [19]. Nevertheless, in
IoT ecosystems, including both traditional and blockchain-based IoT, applying ML to detect
cyberattacks raises substantial privacy concerns for users [20], [21]. In practice, ML-based
systems typically rely on third-party services, such as cloud providers, to access the extensive
computational resources required for high-demand tasks like training and inference [21].
This reliance necessitates data transfer to these third-party services, leading to potential
privacy risks. While analyzing attack data, users’ sensitive data, including personal details,
biometric data, and healthcare records, could be extracted and accessed by these third-party
providers, compromising data confidentiality [22]. Although various distributed techniques
like federated learning and collaborative learning have been developed to reduce dependency
on centralized training services [21], [23], they require IoT data owners to train their own
data before sharing their trained models to improve overall detection performance. This
approach is limited, as many IoT components (e.g., IoT gateways, IoT sensors, smartphones
and wearable devices) often lack the hardware capabilities to fully train their data.

To overcome the aforementioned problems, Homomorphic Encryption (HE) offers a
compelling solution, facilitating the integration with ML models to establish a robust and
efficient privacy-preserving machine learning approach. By employing this lattice-based
cryptographic method, data can be encrypted before being sent to third-party services,
enabling ML models to perform computations directly on the encrypted data without the need
for decryption [24]. This ensures that user privacy is preserved throughout the entire process.
As a result, HE stands out as a highly effective enhancement for ML models, providing robust
protection for users’ privacy. Therefore, this thesis delves into the integration of advanced
ML/DL techniques with HE to develop efficient PPML solutions tailored for IDS in two
cutting-edge IoT ecosystems: the Internet of Vehicles and Blockchain-based IoT.
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Learning phase

ML module

Training data

Trained module

Trained module
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Trained module

Input data
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Fig. 1.2 The workflow of ML methods. Basically, ML algorithms obtain knowledge through
the learning phase by training with the dataset to produce the trained module. This trained
module is then applied to solve real-world problems, generating output from the incoming
input data.

1.2 Background

1.2.1 Machine Learning and Deep Learning

Machine learning (ML) is a branch of artificial intelligence (AI) that empowers machines
to learn particular tasks (i.e., text classifications, image classifications, automatic robot
control, speech recognition, and medical diagnosis) and improve their performance based on
the learnt experience [25]. In general, Machine Learning (ML) operates by automatically
processing inputs and generating accurate outputs based on learned knowledge, solving
decision-making problems that cannot be addressed through conventional programming
written and designed by human beings. Specifically, as illustrated in Figure 1.2, the basic
workflow of ML approaches is divided into two independent phases: the learning phase and
the inference phase. During the learning phase, also known as the training process, the ML
module acquires knowledge from the training dataset. This phase is crucial for optimizing the
ML model using the training data, resulting in a trained module that is primed for deployment
in the subsequent phase. Once the trained module is obtained, it is deployed to determine or
predict the output based on the input data. As the training process often takes a long time to
obtain the optimized ML module, it can be performed in the background while the inference
phase is applied for real-time processing.

ML techniques can be broadly categorized into three main types: supervised learning,
unsupervised learning, and reinforcement learning.

• Supervised learning: In the case of supervised learning, the ML module accesses the
training phase using dataset D consisting of input-output pairs, where each input is
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associated with a respective correct output or a label. Accordingly, the dataset can
be denoted as D = {(x(1),y(1)),(x(2),y(2)), . . . ,(x(i),y(i))} ⊆ Rn×C, in which x(i) is
i-th input data sample, y(i) is label of i-th data sample, Rn is n-dimensional feature
space of x(i) and C is the label space of y(i). The supervised learning algorithm
aims to learn the mapping from x(i) to y(i) by minimizing the difference between its
predictions and actual labels during training. Hence, supervised learning is often
applied to solve the classification task, in which its inference phase can identify the
new input to the correct label. Regarding the binary classification (e.g., spam filtering),
the label is defined as C = {0,1} or C = {−1,1}. For the multiclass classification
(e.g., text classification), each label is represented by an integer, with the set of
possible labels being C = {0,1, . . . ,K}, where K denotes the total number of classes.
Additionally, supervised learning is widely utilized to process regression tasks (e.g.,
weather prediction), where C ∈ R.

In the training process, the dataset D is divided into three sets: training data Dtrain,
validation data Dvalid , and testing data Dtest . The supervised ML module strives to map
the data pairs from x(i) to y(i) (x(i),y(i)) ∈Dtrain via the training function σ , which aims
to generate σ(x) = y,

(
or σ(x) ≈ y

)
. Hence, a loss function, such as mean squared

error or cross-entropy loss, calculates the error between the predicted probability
σ(x) and label y. Subsequently, the function σ(.) is evaluated via the validation set
Dvalid by ML metrics (e.g., accuracy, recall, precision). To minimize the loss, ML
algorithms iteratively refine σ(.) until the ML model converges with a low error. After
achieving convergence, the trained model is tested on the test set Dtest to assess its
overall performance and generalization capability. Regarding the supervised learning
module, some well-known algorithms can be listed as follows: logistic regression,
K-nearest neighbour (KNN), Bayesian classification, multilayer-perceptron (MLP),
decision tree (DT), and support vector machine (SVM).

• Unsupervised learning: Unlike supervised approaches, unsupervised learning is a
machine learning approach where models are trained on data without predefined
labelled outputs, with the primary goal being to explore the hidden patterns and
distribution within data. Basically, unsupervised learning uncovers relationships within
the input data, primarily focusing on two tasks: clustering and dimensionality reduction.
Clustering involves dividing the input data into distinct groups based on similarities
among data points. On the other hand, dimensionality reduction aims to reduce the
number of features in the data while preserving essential information. Some of the
well-known unsupervised learning algorithms are K-means clustering, hierarchical
clustering, principal component analysis (PCA), t-Distributed Stochastic Neighbor
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Embedding (t-SNE), and autoencoder (AE). Due to its nature, unsupervised learning
is applied in several applications, especially anomaly detection, which significantly
improves the security of modern networks.

• Reinforcement learning: In the case of reinforcement learning, the ML module func-
tions based on the idea of learning from consequences through trial and error without
the prior dataset. Specifically, reinforcement learning enables the agent to learn by
interacting and making decisions in an external environment [26]. By utilizing the
reward function, the agent optimizes its actions within the environment to achieve
a specific goal. This type of learning has been widely adopted in areas that require
automation, such as robotics, wireless communications, and vehicles.

Despite the benefits of the aforementioned learning techniques, utilizing them with
traditional ML algorithms reveals several limitations. Therefore, deep learning (DL) has
been introduced as a significant solution that empowers the deep neural network (DNN)
for learning and inference. DL enables the ML model to operate with a deeper network,
incorporating multiple layers to enhance its performance within complex tasks. Following
that, several learning approaches (e.g., semi-supervised learning, self-supervised learning
and deep reinforcement learning) have been developed and seamlessly integrated with neural
networks. These approaches significantly enhance the model’s ability to autonomously learn
complex features, reduce reliance on labelled data, and improve generalization across diverse
tasks. By leveraging unlabeled or partially labelled data, self-supervised and semi-supervised
learning enables more efficient representation learning, while deep reinforcement learning
empowers models to make sequential decisions and adapt to dynamic environments. Accord-
ingly, natural language processing and computer vision are two popular AI applications that
leverage DL models to solve various problems (e.g., face recognition and text translation).
Compared to traditional ML algorithms, DL provides several advantages, which are described
as follows [25]:

• No need to extract features manually: To obtain the optimal solution in traditional ML
algorithms, the knowledge must be well-modelled with effective feature extraction.
However, it is difficult to identify the features in some specific scenarios. For instance,
regarding face recognition in computer vision tasks, it is hard to generalize the human
face by manually extracting each image pixel in many situations (e.g., face in shadow
or glare environment, face with different emotions, etc) [25]. Therefore, DL can
efficiently solve these problems by automatically learning the features from raw data
and processing complex data, such as images, voice, and video.
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• Ability to process big data: In ML tasks, the more data resources that the algorithm
learns, the more optimized and accurate performance it achieves. DL provides the
ability to learn not only complex but also massive amounts of data, which is often
limited in traditional ML. Instead of training large datasets on a single computing
hardware (e.g., CPU and GPU), DL leverages parallel processing that utilizes the
computing power of multiple computers for effective training. There are two types
of parallel computing: model parallelism and data parallelism. Regarding the model,
different layers of the DL model can be processed under multiple devices. Meanwhile,
data parallelism allows a single DL model to learn different partitions of datasets in
multiple devices.

• Reusable: Based on the effectiveness of the DL model in data generalization, the trained
model can be reused for different purposes in several tasks. By using the pre-trained
model built by experts, the costs for learning tasks can be significantly minimized
with a few configurations. For instance, BERT, a famous pre-trained language model,
can be applied to various domains (e.g., code analysis, medical-related documents
analysis or social network analysis) without training from scratch for each task [27].
Furthermore, the trained DL model can be formed as a module where its components
can be reused for different tasks within a complex system.

There are several types of DL models, including deep neural networks (DNN), convolu-
tional neural networks (CNN), recurrent neural networks (RNN), deep autoencoders (DAE),
and generative adversarial networks (GAN) [25], [28]. Although such DL models operate for
different purposes, they basically consist of the same components: neuron layers, weights,
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biases, activation functions, loss functions, and optimizers. Generally, the activation function
calculates output based on the input from the neuron layer. The weight and bias of the neuron
layer are then updated using the predefined loss function and optimizer to gain the optimal
model.

Deep Neural Network

The DNN is a typical DL model type, also known as the artificial neural network [25]. In
particular, DNN is a feed-forward neural network characterised by multiple layers: an input
layer, hidden layers, and an output layer, as described in Figure 1.3. Each linear layer consists
of neurons that transform input data through weights, biases, and activation functions. This
input is passed through multiple hidden layers to the output layer to produce the final result
(e.g., classification label, predicted value), which is often called the forward process. In this
process, the activation function at each layer provides non-linearity to the DNN, allowing it
to learn complex patterns and features from the input data. Three widely adopted activation
functions in DL models are Sigmoid, Tanh, and ReLU, each contributing to the network’s
ability to generalize intricate data relationships effectively [25] [26]. To optimize the output
of a DNN during the learning process, backpropagation is employed to minimize the error
between predicted results and actual labels. This key training task optimizes the weights and
biases by leveraging gradient updates guided by an optimizer. Through this iterative process,
the model continually improves its accuracy and performance. As a result, DNN is widely
adopted in DL applications due to its effectiveness for advanced learning algorithms.

Deep Autoencoder

The DAE is a type of DNN used primarily for unsupervised learning aimed at discovering
efficient data representations, typically for dimensionality reduction or feature learning [25].
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Fig. 1.5 Convolutional neural network architecture.

It leverages the "deep" nature of DL to improve the performance of the traditional autoencoder,
which lacks robustness and accurate data reconstruction. As described in Figure 1.4, DAE
contains two main parts: the encoder and the decoder. The encoder compresses the input data
into a lower-dimensional latent space, capturing the most important features of the data. The
decoder then reconstructs the original data from this compressed representation. By utilizing
multiple neuron layers from DL in both the encoder and decoder, DAE can learn more
complex and hierarchical features. In particular, DAE is highly effective for unsupervised
anomaly detection, making them well-suited for NIDS to identify new cyberattacks.

Convolutional Neural Network

The CNN is an advanced DNN mainly designed for handling visual data (e.g., image and
video) [29]. Therefore, besides the well-known neural network, the architecture of CNN
consists of two new layers: the convolutional layer and the pooling layer, as illustrated in
Figure 1.5.

• Convolutional layer: specialises in feature extraction by using filters that slide over the
input image, performing element-wise multiplications and summing the results [29].
This layer generates a feature map which contains the specific features obtained by the
filters across different spatial locations within the input.

• Relu activation function: is employed to ensure the non-linearity of the CNN after
extracting features from the convolutional layer. Specifically, it converts the negative
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values to zero and maintains the positive ones during learning tasks, enabling CNN to
train more efficiently.

• Pooling layer: aims to reduce the spatial dimensions of the feature map by utilizing the
scanning window to process each value (e.g., pixel). Thus, it minimizes the parameters
the network needs to learn, enabling more efficient computation and maintaining
important features within less information.

After processing via the convolutional layer and pooling layer, CNN flattened the feature
map into a vector to feed into fully connected layers, which is a neural network, to perform
the classification tasks. Traditional ML algorithms and DNNs often struggle with image data
because they require raw images to be converted into vectors before processing, leading to
a loss of spatial information. In contrast, CNNs overcome those limitations by leveraging
convolutional layers that automatically extract and learn complex features directly from the
raw images [29]. This allows CNNs to outperform traditional models by preserving spatial
relationships and capturing intricate patterns within the data. Regarding the NIDS, CNN is a
potential technique for analyzing network data such as traffic flow and bytecode to identify
cyberattacks.

Recurrent Neural Network

The RNN is another type of DL model that enables sequential data processing (e.g., sensor
signal, brain signal, weather data, audio data, etc.) [30]. Unlike the traditional feed-forward
model (e.g., DNN and CNN), RNN leverages the previous information to improve the
learning process of sequential data. As presented in Figure 1.6, the RNN is built upon
directed cycle connections between nodes, enabling the retention of past information in the
hidden state, which is then combined with new input data to inform the current step [30].
Particularly, the output of RNN in step t −1 is retained in hidden state ht and then used to
improve the learning of new input at step t [30]. Based on the architecture of RNN, several
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variants have been developed to solve the "gradient vanishing" challenge, including the long
short-term memory (LSTM) and gradient recurrent unit (GRU) [30], [31]. As a result, RNN
and its variants have shown the potential to analyze network data since network traffic is
considered sequential.

Generative Adversarial Network

GAN is an advanced ML framework that employs the idea of adversarial learning to train
the DL model [28]. As described in Figure 1.7, GAN consists of two neural networks,
the generator and the discriminator network, aiming to generate new data with the same
distribution as the training data. Specifically, the generator network takes the random noise
as input and converts it into a synthetic sample, which is indistinguishable from the real
sample [28]. The discriminator network then identifies the generated data and real data to
accurately classify whether the input data is real or fake [28]. In this regard, the generator
network tries to fool the discriminator by producing realistic data, while the discriminator
tries to classify real and fake data. This adversarial learning strategy enables accurate
synthetic data generation, thereby improving the learning of normal distribution in NIDS to
detect abnormal activities in IoT networks.

1.2.2 Federated Learning

Federated learning (FL) is a decentralized ML method that enables multiple devices or
entities to collaboratively train a shared model while keeping their data localized [32]. Unlike
traditional methods that require centralized data collection, federated learning allows data
to remain on individual devices, ensuring better data privacy and reducing communication
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overhead. As described in Figure 1.8, the FL system consists of a centralized FL server and
M FL users. In particular, each FL user m ∈ M , M = {1, . . . ,M}, that participate to FL
system has its private dataset Dm. The FL process commences with the centralized server
transmitting its initial global model wg to M users. Upon receiving the global model, each
user starts the training process by using their private dataset Dm to produce the local gradient
gm and update their local model wm [32]:

wl
m ← wl

g −µ ·gl
m, (1.1)

where l and µ are the learning round and learning rate, respectively. Subsequently, the users
transmit their updated local model to the server for aggregation. During this stage, the server
combines the received local models using the Federated Averaging (FedAvg) algorithm to
update the global model effectively [32]:

wl+1
g =

M

∑
i=1

ni

n
·wl

i. (1.2)

where M is the total number of participating users, ni is the number of samples of user i, and
n is the total number of samples. The aggregated global model is subsequently sent back to
the users for the next FL training round. This process continues either until the global model
reaches convergence or until a specified number of training rounds has been completed. This
weighted averaging ensures that client contributions reflect the size of their datasets, enabling
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Table 1.1 Comparison of Different Enabling Cryptographic Methods for PPML

Methods Interactivity Encrypted
Computa-
tion

Privacy
Guarantee

Computation
Overhead

Communication
Overhead

SMPC [21] Non-
Interactive

No Strong Medium High

DP [34] Interactive No Statistical Low Low
HE [33] Interactive Yes Strong High High

federated learning to harness distributed data efficiently. At the same time, it facilitates
decentralized knowledge sharing, allowing participants to collaboratively improve the global
model while preserving the privacy of their local information.

1.2.3 Homomorphic Encryption

Privacy-Preserving Machine Learning (PPML) leverages various cryptographic techniques,
including Differential Privacy (DP), Secure Multi-Party Computation (SMPC), and Ho-
momorphic Encryption (HE) [21]. Among these, HE stands out as a promising approach
in which this cryptography method allows direct mathematical operation over encrypted
data without decryption [33]. Unlike SMPC, which requires interactive communication
overhead among multiple parties, HE operates efficiently in a non-interactive manner due
to its ability in encrypted computation [21]. While DP protects privacy by adding noise to
the data, this often leads to a trade-off between privacy and accuracy, potentially degrading
model performance. In contrast, as a quantum-resistant scheme, HE guarantees both strong
privacy and exact computations, preserving data integrity without any statistical distortions.
Generally, Table 1.1 illustrates a comparison of current cryptographic methods regarding
PPML applications.

Since first introduced, various HE schemes have been developed, including Brakerski-
Gentry-Vaikuntanathan (BGV), Brakerski-Fan-Vercauteren (BFV), Fast Bootstrapping-Torus
FHE (TFHE), and Cheon-Kim-Kim-Song (CKKS). However, due to the complexity in
performing computation directly on HE-ciphertext, each scheme offers different trade-offs
in terms of supported operations, computational precision, and efficiency, as illustrated in
Table 1.2. As can be seen, in order to integrate HE with the neural network, we propose to
use the Cheon-Kim-Kim-Song (CKKS) scheme, which enables approximate calculations on
floating-point numbers [35]. Additionally, the CKKS allows for the encoding of multiple
data segments into a single ciphertext, which is subsequently encrypted into a ciphertext,
facilitating parallel computation on encrypted vector in a SIMD manner [35]. Since the CKKS
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Table 1.2 Comparison of Different HE Schemes

Scheme Supported
Opera-
tions

Supported
Number

Precision Multiplicative
Depth

Efficiency

CKKS [35] Addition &
Multiplica-
tion

Floating-
point

Approximate Supports deep
computation

High

BFV [36] Addition &
Multiplica-
tion

Integer Exact Integer
Arithmetic

Integer only Moderate

BGV [37] Addition &
Multiplica-
tion

Integer Exact Integer
Arithmetic

Optimized for
structured data

Moderate

TFHE [38] Boolean
Operations

Binary High Boolean logic Low

scheme is based on the ring learning with errors (RLWE), it requires the ring dimension R

(a power-of-two integer) to ensure the security level and multiplicative depth [33]. Following
that, the size of ciphertext (i.e., the maximum number of plaintexts it can contain) is denoted
as B, in which B =R/2. To be more specific, the CKKS scheme includes the key generation,
encryption, decryption, and basic homomorphic operations as follows:

• SKGen(n): generate random secret key skn for user n.

• PKGen(skn): create the public key pkn for user n based on the secret key skn.

• Enc(pkn,c): encrypt a raw vector c into a ciphertext ĉcc by using the public key pkn.

• Dec(skn, ĉcc): decrypt encrypted vector ĉcc into its plain form c by using the secret key skn

• Add(ĉcc111, ĉcc222): the addition between two ciphertexts ĉcc111 and ĉcc222, in which
Dec(skn,Add(ĉcc111, ĉcc222))≈ c1 + c2.

• Sub(ĉcc111, ĉcc222): the subtraction between two ciphertexts ĉcc111 and ĉcc222, in which
Dec(skn,Sub(ĉcc111, ĉcc222))≈ c1− c2.

• Mult(ĉcc111, ĉcc222): the multiplication between two ciphertexts ĉcc111 and ĉcc222, in which
Dec(skn,Mult(ĉcc111, ĉcc222))≈ c1× c2.

It is worth noting that the aforementioned homomorphic evaluations (i.e., addition, sub-
traction, and multiplication) perform element-wise operations between ciphertexts to produce
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the encrypted outputs. However, the more homomorphic evaluations on ciphertext, the more
noises are added, which causes the error in decryption [33]. To solve that problem, the
bootstrapping mechanism denoted as Bootstrap(ĉcc) can be applied to reduce the magnitude of
noise in ciphertext ĉcc by re-encrypting it [33]. This capability enables additional computation
on ciphertext, making it suitable for deep learning tasks, including training and inference.

1.3 Literature Review and Contribution

1.3.1 Privacy-Aware Federated Learning for Intrusion Detection in IoV
Networks

Literature Review

In the literature, several works have explored ML-based intrusion detection systems tailored
for IoT and IoV networks. Particularly, ML and DL models serve as intelligent filters which
analyze network traffic to effectively detect and classify incoming cyberattacks [39]. In [40],
the authors built an IoT environment in their laboratory and produced a dataset called N-
BaIoT, which contains network traffic from various benign IoT devices and malicious IoT
botnets (e.g., Mirai and BASHLITE botnets). Then, a deep autoencoder (DAE) is developed
and trained with the N-BaIoT dataset for anomaly detection. The simulation results indicated
that the DAE can obtain 100% accuracy regarding True Positive Rate (TPR). Additionally, the
authors in [41] also deployed a small-scale IoT system and conducted experiments to generate
the ToN-IoT dataset. This dataset extends the capabilities of N-BaIoT by incorporating a
broader range of attack scenarios, such as Man-in-the-Middle, Injection, Ransomware, and
Scanning, while also providing telemetry data from IoT sensors under normal conditions. The
authors then used the DNN and other traditional ML methods (e.g., Naive Bayes, Logistic
Regression, Decision Tree) to evaluate the considered dataset. The experiment results showed
that all ML models achieve the performance with Area Under the Curve (AUC) around 90%.
Moreover, the authors in [42] proposed a novel generative model called Constrained Twin
Variational Auto-Encoder (CTVAE), which can enhance representation learning in intrusion
detection systems of IoT networks. By constructing a twin neural network to improve the
latent space of the Variational Auto-Encoder (VAE), the reconstruction can be more separated
due to different kinds of attacks. The simulation results clarify that the proposed approach
can detect network attacks on IoT devices with accuracy from nearly 90% to 96% with the
evaluation of real-world IoT datasets. Regarding IoV networks, the authors in [43] propose
a Convolutional Long Short Term Memory Network (ConvLSTM) to detect anomalies in
IoT sensors integrated CAVs. The simulation results show that the deep learning model



1.3 Literature Review and Contribution 17

can detect various anomalies in sensor data with an F1-score of 97%. Moreover, in [44],
the authors evaluate various deep learning techniques to detect attacks in vehicular network
traffic, which achieve accuracy from 92% to nearly 99%. However, the aforementioned
works primarily focus on centralized DL models for cyberattack detection, which rely heavily
on accessing large datasets. These datasets are typically stored locally on user devices (e.g.,
IoT sensors, gateways, smartphones and vehicles), making them challenging to collect and
aggregate. This reliance on a centralized framework not only increases privacy risks but
also adds significant communication overhead, limiting the practicality and effectiveness of
ML-based intrusion detection systems in IoT/IoV networks.

Regarding distributed processing for ML, numerous research works have explored the
application of FL to cyberattack detection, particularly in environments with a vast number of
devices, such as IoT ecosystems. In [45], the authors propose a collaborative framework that
utilizes FL for intrusion detection in IoT networks. In this framework, DL models deployed
on various IoT gateways utilize data collected from their respective subnetworks for local
training. The locally trained models are then transmitted to a central server, where they are
aggregated, enabling knowledge sharing and collaboration across diverse IoT infrastructures.
Experiment results using Deep Belief Network (DBN) and Deep Autoencoder (DAE) show
the accuracy of detection from 93% to 98%. Besides, the authors in [46] employ both
Transfer Learning (TL) and FL to create the advanced DL model, which can learn different
features from different IoT networks. In the considerer framework, each IoT network may
have different extracted features and labels of the input data. Therefore, the integration of TL
and FL is used to transfer the knowledge between various IoT subnetworks. The proposed
framework can help the learning models transfer the knowledge of labelled and unlabeled data
to classify different attacks. The proposed Federated Transfer Learning (FTL) shows that the
FTL can detect network attacks on IoT devices with accuracy from 85% to 99%. Moreover,
the authors in [47] also showed the potential of FL for IDS in vehicular networks. The
authors designed a blockchain-based FL where the Roadside Units (RSUs) can effectively
collect traffic data from the vehicle and subsequently use it to train the considered local DL
model. The simulation results showed that with different numbers of vehicles and portions
of local data, the proposed framework can achieve consistent results of approximately 95%
regarding accuracy, precision, and recall.

Despite the advantage of FL in IDSs, there are still some major challenges when deploying
it in practical IoV networks. Specifically, in FL-based IDS in IoV networks, vehicles or
RSUs often serve as workers to store and process all the learning tasks (e.g., training and
classification) [48]. However, in practice, both RSUs and vehicles usually have limited
computing and storage resources, and thus, storing and processing learning tasks at RSUs
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and vehicles are ineffective. It is important to note that in conventional FL processes, a delay
from one computing node can cause a delay for the whole system [49]. Therefore, several
works propose solutions to upload data from RSUs and vehicle users (VUs) to powerful
servers (e.g., centralized servers) for processing [50] [51]. The authors in [50] propose a
hybrid FL framework (HybridFL) in which users can choose to offload their full data to
the server. The experiment results reveal that HybridFL can slightly improve the accuracy
of the DL model with 1% of data-uploading clients. In addition, the work in [51] design
the offloading framework, which assists edge FL in wireless networks. In the considered
framework, the client (e.g., mobile users) can freely choose the amount of data they want to
share with the server to employ such high computing power of the server. These approaches
can be very effective in deploying ML algorithms as all the data is collected and processed at
the centralized servers. However, it also raises a serious concern regarding the data privacy
of VUs, as all the data is now stored and processed externally [52].

Contributions

To overcome the above challenges, we propose a novel privacy-preserving FL framework
for intrusion detection in IoV networks. The proposed framework can effectively protect
VUs’ privacy and detect cyberattacks, given VUs’ limited computational resources. Our
main contributions can be summarized as follows.

• We design a novel framework for efficient computational resources in FL. Based on
the current computing and storage resource capabilities, VUs can decide the amount of
data they need to upload to the server for processing. Therefore, the users can locally
process the data with the resource-constrained IoV devices.

• We then introduce the approach to effectively protect users’ privacy during the of-
floading process. Specifically, the offloading data will be encrypted by employing
Homomorphic Encryption (HE) before being uploaded to the server.

• While this encryption method enhances data privacy, it presents significant challenges
for the centralized server, which is tasked with training on the encrypted data offloaded
from the VUs. To tackle this issue, we develop a robust training algorithm leveraging
the Single Instruction Multiple Data (SIMD) and the bootstrapping capabilities of the
underlying HE scheme. This enables direct computation on the quantum-secure en-
crypted ciphertexts without the need for decryption. This approach not only maintains
the confidentiality of data during the offloading process from VUs to the centralized
server but also boosts the efficiency of using FL for IDSs within IoV networks.
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• We carry out extensive simulation results to evaluate the proposed framework on real-
world IoT datasets. In particular, our proposed framework achieves not only a high
accuracy (approximately 91%) in detecting attacks but also exhibits great performance,
closely approaching the benchmark without using encryption (with a gap of less than
0.8%)

1.3.2 Privacy-Preserving Machine Learning for Cyberattack Detection
in Blockchain-based IoT Networks

Literature Review

As described in Section 1.1, with the increasing reliance of IoT systems on blockchain
technology for security and data integrity, cyberattacks targeting blockchain networks pose
significant risks to the stability and functionality of IoT infrastructures. To protect the
blockchain networks, numerous studies have explored the application of intrusion detection
methods to detect and prevent specific blockchain network attacks. The authors in [53]
analyzed the flooding of transactions (FoT) attack on the Moreno blockchain in terms of
the network capacity, block size, etc., to evaluate the attacker’s benefits. The simulation
indicates that the attacker can potentially retrieve the users’ data in nearly 41% of all
transactions. In [54], besides analyzing the cyberattacks (i.e., DDoS, brute passwords) on
the Ethereum nodes, the authors also implemented the detection of cyberattacks based on
scanning techniques. The authors showed that they can detect cyberattacks based on CPU
consumption and high memory on various devices (e.g., Macbook, Mobile devices, and
Raspberry Pi). However, the above approaches can only detect several specific types of
attacks and often detect threats only after significant damage has already been incurred.

Unlike the conventional methods, ML enhances the cyberattack detection performance
by allowing the model to learn from the distribution patterns of both normal and attack
data, enabling it to identify multiple types of attacks [18]. In addition, the ML model is
capable of detecting new, previously unreported attacks, making it particularly effective for
blockchain environments that frequently encounter novel cyber threats [19], [55]. In [56], the
authors proposed a federated learning approach to improve the IDS in IoT-based blockchain
applications for Metaverse. Specifically, a semi-supervised learning model is designed to
detect network attacks in IoT environments. The evaluation of multiple IoT attack detection
datasets shows that the considered learning model can detect attacks with accuracy from
82% to nearly 98%. In addition, the authors in [57] proposed a deep learning (DL) model
which combines the contractive sparse autoencoder (CSAE) and Long Short-Term Memory
(LSTM) to detect cyberattacks on IoT-based blockchain systems. The simulation results on
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two well-known ToN-IoT and Edge-IIoT datasets show that the considered DL model can
achieve accuracy from 90% to nearly 99% in different scenarios. However, the application
of ML to detect cyberattacks in blockchain network traffic is still in its infancy since it has
only been explored in a few studies. In [58], the authors analyzed the Bitcoin traffic data and
experimented with DoS and Eclipse attacks to collect network attack data. The authors then
designed an autoencoder (AE) to detect the considered attacks on the Bitcoin traffic in which
the accuracy of the considered AE reached nearly 99%. Besides, the work in [59] utilized
the Recurrent Neural Network (RNN) to detect various DDoS attacks on Ethereum networks.
The authors designed a simulated Ethereum network and collected the normal and attack
behaviours in terms of network records. The results showed that the considered approach
can detect attacks with 99% accuracy. Regarding the blockchain-based IoT networks, the
authors in [60] developed a private blockchain-based IoT for supply chain management and
experimented with various network attacks to collect the dataset. After that, the authors
proposed to integrate DAE with DNN, forming an effective semi-supervised DL model
for anomaly detection. The simulation results indicated that the proposed DL model can
detect anomalies with an accuracy of around 96%. Moreover, the authors in [61] designed a
private Ethereum network to process data transmission from IoT devices. The benign and
attack traffic collected from IoT devices and Ethereum nodes was used to train a Deep Belief
Network (DBN), achieving 98% accuracy in detecting cyberattacks.

Nevertheless, as described in Section 1.1, in blockchain-based IoT systems, applying ML
for cyberattack detection raises significant privacy concerns due to reliance on third-party
services like cloud providers, which require transferring sensitive user data for processing.
While distributed techniques such as federated learning reduce dependency on centralized
training, they are limited by the hardware constraints of IoT gateways, which must balance
the demanding tasks of blockchain mining and FL local model training. Therefore, privacy-
preserving ML using HE emerges as an innovative solution to ensure data confidentiality
throughout the computation process. Although differential privacy is a widely recognized
technique in privacy-preserving ML, especially when integrated with FL, it faces limitations
in ensuring user data privacy as this remains an essential concern in blockchain-based IoT
systems.

To preserve the privacy of users, various works have successfully integrated HE into
ML models. In [62], the authors proposed a neural network integrated with HE utilizing
non-linear activation functions. By evaluating the considered neural network on the MNIST
dataset, the authors showed that the HE-encrypted neural network can achieve an accuracy
of 99% and high throughput in the encryption and decryption process. Additionally, the
authors in [63] introduced Doren, a DL-based HE method that allows the processing of a
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Deep Convolutional Neural Network (CNN) over HE-encrypted data. By employing the
SIMD packing and bootstrapping techniques, the authors enable the HE computation on
multiple famous CNN models (i.e., VGG7, ResNet20). The simulation results indicated that
the proposed approach could achieve accuracy from 73.85% to 92.32% within multiple HE
schemes and DL models. Besides, in [64], the authors proposed a CNN-integrated HE method
to recognize human activities in a privacy-preserved manner. The authors also based on
the SIMD packing method to design effective HE-encrypted matrix multiplication, forming
an effective encrypted CNN with high throughput during inference. The results showed
that the proposed approach could have a high throughput of 0.4 to 0.8 seconds per sample
and accuracy from 86% to nearly 89% within multiple datasets and CNN configurations.
However, it is worth noting that while these studies successfully handle the inference process
in ML-integrated HE, they do not address the complexities of the training process, which is
arguably the most critical phase in machine learning.

In [65], the authors proposed CryptoDL, which considered both training and inference on
the HE-encrypted data. However, the proposed CryptoDL requires frequent communication
between ML owners and users to refresh the encrypted parameters, preventing the overload
of HE noise during the training process. Alternatively, the proposed approach costs massive
training time, resulting in around 1,456.7 seconds to train over one iteration with a 5-layer
neural network. The authors in [66] also considered the training task of neural network-
integrated HE with a multi-threading approach. The results showed that the training task
of a 3-layer neural network requires intensive training time. Specifically, it takes over 9
hours with a single thread and 40 minutes with 30 threads to process a mini-batch of 60
samples. In [67], the authors developed a training algorithm for an encrypted neural network
that achieves nearly 88% accuracy in recognizing human activities, yet they did not take the
training time into consideration.

As discussed above, relying on ML to enhance blockchain-based IoT security raises
notable privacy concerns. Given HE’s proven effectiveness in safeguarding privacy when
combined with ML, training DL models on HE data presents two significant challenges, i.e.,
computational overhead and limited efficient operations. Generally, HE enables computations
on encrypted data without needing to decrypt it, which is crucial for privacy-preserving
ML [21]. However, it comes at the cost of extensive computational overhead, as operations
on ciphertext require much more resources than on plaintext. Therefore, the extensive
computational requirement for training tasks of ML-integrated HE leads to prohibitively long
training time, making it challenging to scale DL models to large datasets when preserving
users’ privacy by HE. Moreover, since HE schemes only efficiently support a limited set of
mathematical operations (i.e., addition and multiplication), effectively implementing ML
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training tasks for HE-encrypted data (matrix multiplication, back-propagation, non-linear
functions, etc.) is particularly challenging.

Contributions

To address all the above challenges, we propose a novel privacy-preserving cyberattack
detection framework for blockchain-based IoT systems. In the proposed system, AI-based
smart cyberattack detection modules are deployed at the mining nodes in the blockchain
network to detect attacks on the mining nodes in a real-time manner. To improve the
efficiency in detecting attacks in real-time (i.e., with high accuracy and low delay), the
training process is performed in advance at a cloud service provider (CSP). In particular, the
mining nodes send their training data to the CSP for a comprehensive training process. To
protect data privacy, before sending the training data to the CSP, the mining nodes encrypt
their data using the HE technique. This technique allows the CSP to perform global model
training on encrypted data without the need to decrypt it, thereby protecting data privacy.
To address the problem of handling a huge amount of encrypted data at the CSP, we first
develop an innovative packing algorithm to pack the data in an SIMD manner, thereby
effectively enabling the training process for HE-encrypted data. After that, we design an
innovative training algorithm for the deep neural network with HE-encrypted data based
on our proposed packing methods. While applying HE to ML/DL models can effectively
enhance data privacy, it presents significant challenges for the CSP regarding computation
time during the training task. To tackle this, we propose a privacy-preserving distributed
learning for HE-encrypted data. Our proposed approach allows the learning model to be
trained in parallel across multiple workers, thereby improving computation time. Once the
training process is completed, the CSP will share the trained model with the mining nodes
for real-time detection. Our main contributions are summarized as follows:

• We develop innovative packing methods for 1D vector and 2D matrix, which allow
the encrypted matrix multiplication in an SIMD manner. Following that, we design a
robust training algorithm for encrypted data based on the proposed packing algorithm
mentioned above.

• We propose a privacy-preserving distributed learning algorithm that significantly opti-
mizes the training time over the encrypted data. By leveraging the FedAvg algorithm,
computing resources from multiple parties can be utilized to form an effective learning
approach. The experiments show that the proposed learning algorithm reduces training
time significantly as more workers participate.
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Fig. 1.9 The structure of the thesis.

• We conduct comprehensive evaluations on the detection performance with the real-
world blockchain network attack dataset. The results show that our approach not only
delivers highly accurate cyberattack detection for both encrypted and non-encrypted in-
ference but also achieves consistency in performance comparable to the non-encrypted
baseline method. This validates the robustness and reliability of our solution in main-
taining privacy without compromising detection accuracy.

• We perform real experiments to evaluate our proposed framework across various
consensus mechanisms and hardware configurations. The results indicate that our
framework is highly adaptable to practical applications, delivering impressive efficiency
in resource utilization, low latency, and high throughput. These findings underscore
the framework’s potential for seamless integration into real-world systems, meeting
the demands of modern decentralized environments.

1.4 Thesis Organization

As illustrated in Figure 1.9, this thesis significantly contributes to two distinct IoT systems.
Specifically, chapter 2 focuses on advancements in FL and HE for IDS in IoV networks,
while chapter 3 provides a deeper exploration of time-efficient HE-based DL computations
for cyberattack detection in blockchain-based IoT networks. The structure of this thesis is
outlined as follows.

• Chapter 2: This chapter presents our study that enables homomorphic encryption in
federated learning (FL) to provide a privacy-preserving approach for IDS in resource-
constrained IoV networks. Specifically, Section 2.1 describes our system model. Then,
Section 2.2 introduces our proposed DNN for encrypted data. Based on that, our pro-
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posed privacy-preserving FL is described in Section 2.3. In Section 2.4, performance
evaluations are discussed. Finally, Section 2.5 provides the conclusion of this work.

• Chapter 3: This chapter introduces a novel privacy-preserving cyberattack detection
framework for blockchain-based Internet-of-Things (IoT) systems. Particularly, Sec-
tion 3.1 demonstrates a brief overview of blockchain-based IoT systems and the system
model. In Section 3.2, the proposed training algorithm of DNN for HE-encrypted
data and distributed cloud-native learning are presented. Then, simulation results and
real experiment results are discussed in Section 3.3. Finally, we conclude our work in
Section 3.4.

• Chapter 4: This chapter summarizes the conclusions and outlines potential directions
for future research.



Chapter 2

Homomorphic Encryption-Enabled
Federated Learning for
Privacy-Preserving Intrusion Detection in
Resource-Constrained IoV Networks

This chapter aims to develop an innovative approach to ensure both security and privacy for
IoV networks, which is an emerging IoT-based application. Particularly, we aim to propose
a novel framework to address the data privacy issue for Federated Learning (FL)-based
Intrusion Detection Systems (IDSs) in Internet-of-Vehicles (IoVs) with limited computational
resources. In particular, in conventional FL systems, it is usually assumed that the computing
nodes have sufficient computational resources to process the training tasks. However, in
practical IoV systems, vehicles usually have limited computational resources to process
intensive training tasks, compromising the effectiveness of deploying FL in IDSs. While
offloading data from vehicles to the cloud can mitigate this issue, it introduces significant
privacy concerns for vehicle users (VUs). To resolve this issue, we first propose a highly-
effective framework using homomorphic encryption to secure data that requires offloading to
a centralized server for processing. Furthermore, we develop an effective training algorithm
tailored to handle the challenges of FL-based systems with encrypted data. This algorithm
allows the centralized server to directly compute on quantum-secure encrypted ciphertexts
without needing decryption. This approach not only safeguards data privacy during the
offloading process from VUs to the centralized server but also enhances the efficiency of
utilizing FL for IDSs in IoV systems. Our simulation results show that our proposed approach
can achieve a performance that is as close to that of the solution without encryption, with a
gap of less than 0.8%.
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Fig. 2.1 The proposed privacy-preserving intrusion detection framework including pre-
learning and privacy-preserving learning.

2.1 System Model

The proposed system model is illustrated in Fig. 2.1. The system consists of a centralized
server (CS), M RSUs and N VUs. Initially, the VUs enter the pre-learning phase by assessing
their computational resources and determining the optimal amount of data that can be
processed locally. The rest of the data will be offloaded to the centralized server for processing.
However, before offloading the data to the centralized servers, VUs will generate HE key
pairs and use them to encrypt uploading data. The encrypted data will then be offloaded to
the centralized server via RSUs, as illustrated in Fig. 2.1(a). Upon receiving the offloaded
encrypted data, the centralized server will compile it into an encrypted dataset. Using this
dataset, two learning models will be developed: the server model and the global model, each
serving distinct purposes. The server model will be utilized to train the encrypted dataset
within the centralized server, whereas the global model will be distributed to the VUs for
local training. Once the global model is sent to the VUs, the privacy-preserving learning
process will commence.

The privacy-preserving learning process will be divided into different learning periods.
During each learning period, each VU will use the global model to train on its local data.
After completing the training, the VU will encrypt its trained model before sending it to the
centralized server. Concurrently, the centralized server will train its encrypted data using our
proposed CKKS scheme, detailed in Section 2.2. Upon receiving all the encrypted trained
models from the VUs, the centralized server will aggregate them to create a new global
model (the aggregation method is detailed in Section 2.3). This updated global model is then
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sent back to the VUs, and the next learning period begins. This process repeats until the
global model converges or until a predefined number of learning periods has been completed.

2.2 The Deep Neural Network for Encrypted Data

To integrate HE with deep neural networks, we propose to use the Cheon-Kim-Kim-Song
(CKKS) scheme. The reason is that it allows the encryption and calculation of real numbers,
which is suitable for deep learning [35].

As described in Section 1.2.3, HE schemes require a ring dimension R, which maintains
the security level, multiplication depth, and noise level [33], thereby allowing accurate
computations over encrypted data. Following that, to design a deep neural network for
encrypted data, we employ the single instruction multiple data (SIMD) from the CKKS
scheme, which packs multiple plaintexts into a single ciphertext. The size of ciphertext is
denoted as B, where B = R/2. Alternatively, the CKKS can encode and encrypt a square
matrix of size at most µ×µ , where µ = ⌊

√
B⌋ by initially flattening it into a vector. This

thus enables element-wise operation on the plaintext slots concurrently. For clarity, Fig. 2.2
describes the implementation of the weight matrix encryption method. Let φi denote the
parameter of i linear layer which φi = (Wi,bi). The weight matrix W u×v

i with u and v as the
input and output dimensions of the layer is applied to the encoding process:

Encode(Wi) = Flatten
(
Pad(Wi,0,µ)

)
, (2.1)

where the matrix W u×v
i is first zero-padded to W µ×µ

i with the size of (µ , µ) to fit within
B size. The weight matrix is then flattened to form an encoded vector. After that, this
encoded vector is padded to ensure its length equals half of the ring dimension [33]. After
that, the encoded vector is encrypted using the encryption function of CKKS described in
Section 1.2.3, which can be defined by:

Ŵi = Enc(spk,Encode(Wi)), (2.2)

where spk is the public key generated by the users. As a result, Ŵi is the encrypted weight of
layer i, which can be used to operate with encrypted training data. Therefore, the output of
the forward propagation over the i-th layer can be calculated as:

x̂i+1 = σ̂
(
Add(Mult(x̂i,Ŵi), b̂i)

)
, (2.3)
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Fig. 2.2 Encrypt process of a 3x3 matrix W.

where Ŵi and b̂i are the encrypted weight and bias at layer i. Particularly, σ̂ illustrates the
polynomial approximation of the activation function σ using the Chebyshev polynomial [68].
In the considered deep neural network, the Swish (SiLU) activation function is chosen due
to its advantage in solving the “dying ReLU” problems [69]. Subsequently, the encrypted
output vectors consist of the distribution of the classes for classification tasks. It is noted that
the Softmax function is not applied in this work due to the exponential and inverse functions
contained, which are non-homomorphic [67].

In the backpropagation process, we apply the Stochastic Gradient Descent (SGD) for
mini-batch regarding the optimization. After calculating the encrypted gradients for each
layer, the SGD update of the encrypted weight can be formulated as:

Ŵi ← BootStrap
(
Sub

(
Ŵi,Mult

(
η ,

∂ L̂
∂Ŵi

)))
. (2.4)

where ∂ L̂
∂Ŵi

is the calculated encrypted gradient of Ŵi, which is computed via the derivative of

encrypted loss function L̂. After the SGD update, the encrypted weight Ŵi is applied to the
BootStrap method, which renews the ciphertext, allowing additional computation on Ŵi and
reduces the magnitude of accumulated noise [33]. Generally, the conversion of the neural
network (e.g., weights and non-linear activation functions) is illustrated in Fig. 2.3.

2.3 The Proposed FL Implementation

In the pre-learning phase, each VU-n evaluates its computing resources and chooses pn% of
data to offload. After that, they generate a key pair, including a secret key ssk

n and a public key
spk

n . In particular, the VU-n divide its collected dataset Dn into the local dataset DRn and
offloaded dataset DS n based on effective computing resources of the vehicles. The DS n is
then encrypted to ˆDS n to protect the user data. The encrypted data is sent to the CS and
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Algorithm 1 Proposed Privacy-Preserving FL Framework
1: for ∀n ∈ N do
2: Calculate pn% for offloading
3: Generate a secret key and a public key: ssk

n = SKGen(n) and spk
n =

PKGen(ssk
n )

4: Split the dataset Dn into DRn and DS n where DS n = Dn× pn and
DRn = Dn−DS n

5: Generate the encrypted data ˆDS n = Enc(spk
n ,DS n)

6: Send encrypted data ˆDS n to the CS
7: end for
8: CS combines the received encrypted data ˆDS n into ˆDS
9: CS initializes the Mg and Ms = Mg

10: Transmit Mn to N VUs which Mn = Mg

11: Generate encrypted model M̂s and M̂g via spk
n where φn = Dec(φ̂n)

12: while τ ≤ Tmax or training process does not converge do
13: M̂s learns the encrypted data ˆDS
14: M̂s produces encrypted parameters φ̂ τ

s
15: for n ∈ N do
16: Mn learns the local data DRn
17: Calculate local parameters φ n

τ

18: Encrypt local parameters φ̂ n
τ = Enc(spk

n ,φ n
τ )

19: Send local encrypted parameters to the CS.
20: end for
21: The CS calculates and produces the encrypted global model φ̂

(τ+1)
g .

22: Send the updated global model φ̂
(τ+1)
g back to N VUs

23: for ∀n ∈ N do
24: Decrypt the model φ

(τ+1)
g = Dec(ssk

n , φ̂
(τ+1)
g )

25: end for
26: end while
27: Predict Ŷn based on the encrypted training data X̂n at each VU-n and optimal global

model φ∗.
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Fig. 2.3 The general flow of converting the weight and activation functions of neural network
to HE dimension.

combined to form an encrypted dataset ˆDS . After that, the CS initializes the non-encrypt
global model Mg and non-encrypt server model Ms, then distributes Mg to each VU for
local training. Subsequently, the public key is used to initialize the encrypted learning model
M̂s and encrypted global model M̂g on the server.

Regarding the privacy-preserving learning phase, we consider T learning rounds. At
each round τ , privacy is maintained by the non-encrypted training from the local learning
model of VU-n and encrypted training from the privacy-preserving learning model. After
finishing the τ th local training round, VU-n encrypts the trained parameters φ̂ n

τ and sends
them to the CS. The CS retrieves the encrypted parameters from M̂s along with the local
encrypted parameters and aggregates by the FedAvg algorithm for encrypted data, which can
be defined by:

φ̂ (τ+1)
g = Mul

( 1
N +1

,Add
( N

∑
n=1

φ̂ τ
n , φ̂

τ
s

))
. (2.5)

The global parameters φ̂ (τ+1)
g are then updated to the encrypted global model M̂g and

sent back to the VUs, which is then decrypted by the VUs for the next learning round.
The learning process continues until the global model converges and obtains the optimized
parameters.

In summary, the learning process of the privacy-preserving intrusion detection framework
for IoV is described in Algorithm 1.
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Table 2.1 The distribution of classes of the dataset

Class Number of samples
Normal 5,320
DDoS 5,472
MitM 4,000

Injection 5,589
Malware 5,504

Reconnaissance 5,515
Total 31,400

Table 2.2 Parameters configuration of the neural network

Layer Number of Neurons Activation Function
Input 32 None

Hidden Layer 1 16 Chebyshev SiLU
Hidden Layer 2 16 Chebyshev SiLU

Output 6 Chebyshev SiLU

2.4 Performance Evaluation

2.4.1 Simulation Setup

In this section, the proposed privacy-preserving model is validated on the real-world dataset
of network traffic attacks on IoT devices, named Edge-IIoT dataset [70]. As shown
in [70], [71], [72], the Edge-IIoT dataset covers various potential threats to IoT compo-
nents (sensors, gateways and operation systems), which are commonly embedded to vehicles
and RSUs in IoV systems. It includes 20 million raw normal traffic and attack traffic collected
from 13 IoT devices. Attacks can be grouped into the five most common types, including
Distributed Denial of Service (DDoS), Injection, Man-in-the-Middle (MitM), Malware, and
Reconnaissance. After applying downsample and oversample to overcome the imbalance,
the dataset includes 31,400 samples with details presented in Table 2.1. Subsequently, the
dataset is divided into training and testing sets (80%-20%). The training and testing sets are
then nominalized and scaled within the range of (0,1). Regarding the neural network, we
design a fully connected network consisting of an input layer, 2 hidden layers, and an output
layer. The respective layers contain 32, 16, 16, and 6 neurons. Apart from the input layer,
each layer is attached to the SiLU activation function, as shown in Table 2.2.

During the experimental evaluation, we assume that the collected dataset of each VU
has the same class distribution. Similar to [51], we consider the approach to offload partial
data to the server as the benchmark for our proposed framework. Nevertheless, it is noted
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Fig. 2.4 Convergence of privacy-preserving learning with different number of VUs. Regard-
less of the amount of offloaded encrypted data, the proposed EncFL consistently achieves
accuracy comparable to scenarios without decryption.

that in such a benchmark, the FL framework does not consider the privacy of the VUs. In
this scenario, following [51], [67], we train the non-encrypted data using the non-encrypted
model at both CS and VUs. Consequently, the trained global model is employed to evaluate
the accuracy of our proposed framework and other benchmarks [67]. In our experiment setup,
the proposed framework consists of 2 VUs and 3 VUs, which can send 10% and 20% of their
local data.

2.4.2 Evaluation Metrics

To evaluate the performance of the detection model, the confusion matrix is utilized, which is
suitable for a machine learning-based classification system [73]. We denote TP, TN, FP, and
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FN as “True Positive”, “True Negative”, “False Positive”, and “False Negative”. Assuming
the system consists of C classes, which include normal and attack traffic, the accuracy can be
calculated as:

Accuracy =
1
C

C

∑
c=1

T Pc +T Nc

T Pc +T Nc +FPc +FNc
. (2.6)

The macro-average precision and recall are utilized in this term. Given K as the number
of classes in the system, the macro-average precision is:

Precision =
1
K

K

∑
k=1

T Pk

T Pk +FPk
. (2.7)

The macro-average recall is calculated as follows:

Recall =
1
K

K

∑
k=1

T Pk

T Pk +FNk
. (2.8)

2.4.3 Simulation Results

Convergence Analysis

Fig. 2.4 illustrates the convergence of learning processes from three approaches, including
conventional FL (CFL) [32], FL with non-encrypted offloaded data (N-EncFL) [51] and the
proposed privacy-preserving learning (EncFL). As observed in Fig. 2.4(a) and Fig. 2.4(b)
with 2 VUs, the CFL converges after 70 iterations, while the N-EncFL and EncFL require
nearly 100 iterations to reach the convergence. Specifically, due to the different amounts of
data handled by the VU, the CFL demonstrates a slightly better convergence rate compared
to other approaches. Despite the trivial difference in convergence, the accuracy during the
learning process of the three approaches remains nearly identical, stabilizing at approximately
92%. Additionally, Fig. 2.4(c) and Fig. 2.4(d) describe the convergences in the scenarios
with 3 VUs. Although the N-EncFL and traditional methods converge at nearly the same
time, the EncFL require over 100 iterations to reach the convergence, which is slightly longer
than other approaches. However, the gap in learning rate, which is about 15 to 20 iterations,
is trivial. It is worth noting that the accuracy of EncFL remains consistent with that of the
N-EncFL and CFL, regardless of whether the amount of offloaded data is different. As
a result, the proposed framework, which operates on encrypted data, achieves the same
accuracy as those of the other benchmarks, i.e., N-EncFL and CFL.
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Table 2.3 Simulation results

Model 2 Vehicle Users 3 Vehicle Users
N-EncFL EncFL N-EncFL EncFL

10% 20% 10% 20% 10% 20% 10% 20%
Accuracy 91.728 91.806 91.173 91.142 91.806 91.744 90.926 91.049
Precision 92.767 92.868 92.319 92.254 92.787 92.730 91.992 92.161
Recall 91.875 91.930 91.360 91.322 91.931 91.870 91.118 91.234

(a) Offloading with 10% non-encrypt data. (b) Offloading with 10% encrypted data.

Fig. 2.5 Classification results of 2 VUs. The accuracy of all the attacks remains consistent
with non-encrypted benchmarks.

Performance Evaluation

Table 3.4 describes the performance in detecting attacks of two and three VUs in the IoV
network. Overall, the accuracy, precision and recall of the two scenarios remain nearly
identical. Regarding the different amounts of offloaded data, the results for N-EncFL and
EncFL are close to those of other methods. Specifically, even when the data sent is 10% or
20%, the N-EncFL with two or three VUs achieves an accuracy of approximately 91.8%. A
similar trend is observed with EncFL, where the accuracy remains consistent regardless of
the varying amounts of data offloaded. When comparing the results of EncFL and N-EncFL,
we can observe that the accuracy, precision and recall of EncFL are slightly lower than those
of the N-EncFL. In detail, the gap between N-EncFL and EncFL with two VUs is from 0.5%
to 0.6%. For instance, with 10% offloaded data, EncFL achieves an accuracy of 91.173%,
which is 0.55% less than N-EncFL’s 91.728%. Additionally, the results of the three VUs
show a similar pattern, with EncFL performing 0.6% to 0.8% less than RawFL. However,
as observed in Fig. 2.5 and Fig. 2.6, the overall accuracy of 6 classes is nearly the same.
The differences primarily lie in the detection of “Injection” and “Reconnaissance”, which
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(a) Offloading with 20% non-encrypt data. (b) Offloading with 20% encrypted data.

Fig. 2.6 Classification results of 3 VUs. The same trend is observed with “Reconnaissance”
attack, even with the increased offloading data.

accounts for the small gap between N-EncFL and EncFL. Although the accuracy of the
“Injection” class of EncFL is less than N-EncFL, EncFL still achieves an 88% detection rate
accuracy for the “Injection" attack. As a result, the small gap between N-EncFL and EncFL
is acceptable, demonstrating that EncFL can classify each class with a high detection rate.

2.5 Summary

In this chapter, we have proposed a novel privacy-preserving FL framework for intrusion
detection in IoVs with limited computing resources. The proposed framework enables users
to offload data to a centralized server, addressing the computational challenges during local
training of the vehicles. To ensure user privacy, homomorphic encryption (HE) is applied
to the data before offloading it to the server. The encrypted data is then processed by the
training algorithm-based HE, which allows the server to learn from the encrypted data
without knowing its content. The proposed framework can protect the privacy of users during
the learning process, facilitating the efficient deployment of FL for IDSs in practical IoV
networks. The simulation results show that our proposed framework can accurately detect
cyberattacks in IoV networks. Although the accuracy of the encrypted neural network is
slightly less than that of the raw ones, the gap is acceptable and can be optimized in future
works.



Chapter 3

Privacy-Preserving Cyberattack
Detection in Blockchain-Based IoT
Systems Using AI and Homomorphic
Encryption

This chapter introduces a novel privacy-preserving cyberattack detection framework for
blockchain-based Internet-of-Things (IoT) networks, an emerging approach for future IoT
systems. In our approach, artificial intelligence (AI)-driven detection modules are strate-
gically deployed at blockchain nodes to identify real-time attacks, ensuring high accuracy
and minimal delay. To achieve this efficiency, the model training is conducted by a cloud
service provider (CSP). Accordingly, blockchain nodes send their data to the CSP for training,
but to safeguard privacy, the data is encrypted using homomorphic encryption (HE) before
transmission. This encryption method allows the CSP to perform computations directly on
encrypted data without the need for decryption, preserving data privacy throughout the learn-
ing process. To handle the substantial volume of encrypted data, we introduce an innovative
packing algorithm in a Single-Instruction-Multiple-Data (SIMD) manner, enabling efficient
training on HE-encrypted data. Building on this, we develop a novel deep neural network
training algorithm optimized for encrypted data. We further propose a privacy-preserving
distributed learning approach based on the FedAvg algorithm, which parallelizes the train-
ing across multiple workers, significantly improving computation time. Upon completion,
the CSP distributes the trained model to the blockchain nodes, enabling them to perform
real-time, privacy-preserved detection. Our simulation results demonstrate that our proposed
method can not only mitigate the training time but also achieve detection accuracy that is
approximately identical to the approach without encryption, with a gap of around 0.01%.
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Additionally, our real implementations on various blockchain consensus algorithms and
hardware configurations show that our proposed framework can also be effectively adapted
to real-world systems.

3.1 System Model

3.1.1 Overview of Blockchain-based IoT System

Blockchain is an innovative digital distributed ledger that provides a decentralized, transparent
and secure way of storing and managing data across multiple parties. By utilizing the
decentralized feature of peer-to-peer networks, each participant can maintain a copy of the
ledger, therefore eliminating the need for centralized authority. However, when integrating
blockchain to IoT systems, many devices are constrained by limited resources, which makes
it challenging for them to hold a copy of the ledger or engage in the mining process, such
as validating or publishing new blocks [9]. These resource limitations necessitate tailored
approaches for integrating IoT devices (e.g., gateways and sensors) into blockchain networks,
ensuring that they can participate effectively without being overburdened. In such scenarios,
IoT devices may focus on transmitting data to more powerful nodes in the network (e.g.
blockchain mining nodes), which handle the extensive computational tasks associated with
blockchain operations [9]. This approach allows IoT systems to function based on blockchain,
harnessing its decentralization, security, and transparency in IoT data management while
maintaining efficiency and scalability despite the constraints of individual devices.

There are several types of blockchain networks, each tailored to meet the specific needs of
different IoT applications, including Public Blockchain, Private Blockchain, and Consortium
Blockchain [9]. The public blockchain permits any user to participate in the network, in
which the users are required to pay an incentive fee to send transactions. In contrast, private
and consortium blockchains restrict access to only authorized nodes while removing the
need for transaction fees, enabling the deployment of applications for confidential purposes.
Although the type of employed blockchain depends on the purposes of IoT applications,
blockchain-based IoT systems still operate using the same approach. In general, the IoT
devices send the transactions consisting of IoT data to the blockchain nodes for the mining
process. Based on different consensus mechanisms (e.g. PoW, PoS, PBFT), the validators
(miners) will store transactions into a block and compete to become the block leaders [74].
Once the new block is verified on the chain, it is linked to the previous block via the hash
value of the block’s header, making it nearly impossible to alter the recorded information
in the block and thereby ensuring the security and immutability of the blockchain [10]. In
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summary, the ability of IoT devices to participate in the blockchain enables IoT systems to
achieve a more secure, immutable, and decentralized network.

3.1.2 Privacy-Preserving Cyberattack Detection in Blockchain Net-
works

The proposed privacy-preserving cyberattack detection system is illustrated in Fig. 3.1. The
system consists of a CSP consisting of a master node (MN) along with M worker nodes
(WNs), and N blockchain nodes (BNs). In our framework, we consider an IoT network
operated by an IoT Service Provider (IoTSP). Similar to [75], the IoTSP deploys a private
blockchain network to manage the IoT service and transactions, thereby maintaining trust
between blockchain nodes and IoT endpoints. In this regard, cyberattacks on blockchain
nodes can potentially take control of the transactions in blockchain networks, and thus
Cyberattack Detection Modules (CDMs) can be deployed at the blockchain nodes to detect
and prevent cyberattacks. Nevertheless, deploying the CDMs on the blockchain nodes for
real-time detection is challenging. As mentioned in Section 3.1.1, since the blockchain
nodes must perform various functions to maintain the blockchain (e.g., mining, validating,
verifying, and storing blocks), training the CDMs on these nodes is inefficient due to extensive
computational demand of training task. Although the CSP with extensive cloud computing
resources is an effective solution to support the IoTSP within the training and deployment
of the CDM, processing the CDMs externally on a cloud server raises significant concerns
regarding user data privacy. To address this, our proposed framework employs the HE to
protect user privacy while ensuring accurate deployment of CDMs on blockchain nodes.
Specifically, our privacy-preserving cyberattack detection framework includes three phases:
data offloading phase, encrypted data training phase, and real-time detection phase, as
illustrated in Fig. 3.1.

In particular, as shown in Fig. 3.1, in the offloading phase, the local dataset of each BN will
be offloaded to the CSP for further processing. However, before transmitting data to the CSP,
BNs will generate HE key pairs and use them to encrypt the uploading data. Once the CSP
receives the encrypted data from blockchain nodes, it will assemble it into a large encrypted
dataset and then initialize a learning model specifically designed for cyberattack detection
to prepare for the next phase. The CSP starts the training phase by initially evaluating the
number of available WNs within the cloud environment. Based on this assessment, the MN
strategically partitions the full encrypted dataset into multiple segments and then distributes
each across the predefined WNs. In this way, the computing resources of the active WNs
are leveraged to maximize the training efficiency of the large encrypted dataset, reducing
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Fig. 3.1 The proposed privacy-preserving cyberattack detection framework includes three
phases: data encryption and offloading, encrypted data training, and real-time detection. The
CSP operates as a network security service to ensure the security of N blockchain nodes
(BNs).

the computational overhead challenge of HE-encrypted data training. Upon receiving the
corresponding encrypted partition, each WN will use the initialized learning model to train
its assigned segment using our proposed training algorithm for encrypted data, detailed in
Section 3.2.1. After completing each learning round, the WNs will send the encrypted trained
models to the MN, which aggregates them into an updated encrypted model (the aggregation
of the encrypted models is detailed in Section 3.2.2). This updated model is then transmitted
back to WNs to begin the next learning round. The CSP maintain this iterative process until
the considered learning model converges or the predetermined number of learning rounds
is reached, ensuring the model is fully optimized for the next phase. During the real-time
cyberattack detection phase, the CSP sends the optimized encrypted model back to the BNs
for local deployment. Once the BNs receive the model, they will decrypt the model to form
a real-time detection module which can detect and prevent incoming attack traffic to the
blockchain network.

3.2 The Privacy-Preserving Distributed Learning

As we described in Section 3.1, the CSP is responsible for training the learning model-based
HE with a large encrypted dataset collected from blockchain nodes. However, as discussed
in Section 1.3.2, training deep learning models on HE-encrypted data presents two major
challenges: the lack of optimized training algorithms specifically designed for encrypted
data and the significant computational overhead that results in extensive training time. To
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Algorithm 2 Pack1D for packing 1D vector

1: Input: x,S,B, x̄axis, with x = [x1,x2, . . . ,xn] and x̄axis ∈ {0,1}
2: Output: x̄
3: Initialize step = B

S
4: if x̄axis = 0 then
5: x = ZeroPad(x,S)
6: x̄ = Replicate(x,step) which x̄i+ j·n = xi, i ∈ {1,2, . . . ,n} and j ∈

{0,1, . . . ,step−1}
7: else
8: x̄ = Repeat(x,S) which x̄(i−1)·S+ j = xi, i ∈ {1,2, . . . ,n} and j ∈

{1,2, . . . ,S}
9: end if

10: x̄ = ZeroPad(x̄,B) S
11: return x̄

address these problems, we initially propose an effective training algorithm for the deep
neural network with HE-encrypted data. Following that, we design the distributed training
approach to optimize the processing time of our training algorithm.

3.2.1 The Proposed Training Process of Deep Neural Network for HE-
Encrypted Data

The Proposed Packing Methods

For efficient homomorphic evaluation during the training task, we first develop two alternative
packing approaches called Pack1D and Pack2D. To be more specific, Pack1D is applied to
process one-dimensional (1D) data and then produce the output in corresponding x̄axis, in
which x̄axis is the predefined axis of the output (e.g., x̄axis = 0 for horizontal axis and x̄axis = 1
for vertical axis). It is worth noting that in HE, a plaintext contains multiple segments, with
the number of slots S in each segment, and each slot holds an individual value. As illustrated
in Algorithm 2, Pack1D takes the input consisting of a 1D array, slot size of a segment, size
of ciphertext, and the considered axis of output, which are respectively defined as x, S, B,
and x̄axis. As described in Fig. 3.2(a), the axis for encryption (i.e., horizontal or vertical) is
first determined. Regarding the horizontal axis, the sample is zero-padded to match with a
plaintext slot size S, where S = ⌊

√
B⌋ and S = F +Z, with F being the number of values

in the sample and Z being the number of added zeros. Notably, F is typically less than S as
network traffic data, the focus of this paper, often has a limited number of features. Then,
it is replicated B/S times to fit with the size of the ciphertext. Otherwise, if the axis is
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Fig. 3.2 Illustration of the proposed alternative packing method, including (a) 1D packing
and (b) 2D packing. The proposed methods are the pre-processing of HE, which fits the
elements of data (i.e., vector and matrix) into the slots of a ciphertext in both normal (axis=0)
and transpose (axis=1) manners. Therefore, this enables efficient encrypted matrix/vector
multiplications during the training task.

vertical, each element of the sample is repeated S times, forming a new array, which is then
zero-padded to fit with the size of the ciphertext.

The proposed Pack2D algorithm is described in Algorithm 3, which is applied to pack
a two-dimensional (2D) matrix into a 1D vector. Similar to Pack1D, Pack2D initially
determines the axis for encryption. If the axis is vertical, the matrix is transposed; otherwise,
it remains unchanged. Subsequently, the matrix is zero-padded to a square matrix with
the size of S× S. This square matrix is then flattened by concatenating its rows to form
a 1D vector. For more clarity, the implementation of our 2D packing method is shown in
Fig. 3.2(b).

To perform encryption based on our proposed packing methods, we consider a dataset
D = (xi,yi) consisting of I samples where i ∈ {1, . . . , I}. Here, xi and yi are, respectively, the
training samples and labels, in which xi is a feature vector of i-th sample attached with a one-
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Algorithm 3 Pack2D for packing 2D matrix

1: Input: X,S,B, x̄axis, with X ∈ Rm×n and x̄axis ∈ {0,1}
2: Output: x̄
3: if x̄axis = 1 then
4: X̄ = Transpose(X)
5: else
6: X̄ = X
7: end if
8: X̄ = ZeroPad(X̄ ,S) which m×n = S2

9: x̄ = Flatten(X̄)
10: return x̄

hot encoded label yi. Based on the aforementioned HE operations, the key pair, including
the public key and secret key, are used to generate the encrypted dataset D̂ . Before the
encryption of the dataset, we apply the 1D packing algorithm, described in Algorithm 2
as the preprocessing step for each sample. Therefore, the encryption process of encrypted
feature vectors and encrypted labels can be denoted as:

x̂xxi = Enc
(
Pack1D(xi, x̄axis,S,B),pk

)
, (3.1)

ŷyyi = Enc
(
Pack1D(yi, ȳaxis,S,B),pk

)
, (3.2)

where x̂xxi and ŷyyi (∀i ∈ {1, . . . , I}) are the encrypted feature vector and its attached encrypted
label of the dataset D̂ , respectively. This encrypted dataset will be the input for a deep neural
network consisting of K layers, in which its plain form can be represented as:

h(k) = σ(W (k) ·h(k−1)+b(k)), k ∈ {1, . . . ,K}, (3.3)

where W (k), h(k), b(k), σ are parameters of the neural network consisting of weights, the
output of layer k, biases, and activation function, respectively. Here, h(0) is the input
feature vector xin while h(K) is the output of the neural network xout . In conventional deep
learning, these parameters will be applied to produce the optimized output xout via the training
process. Here, to process HE-encrypted data, the weights and biases are also encrypted to
homomorphic form. Before performing encryption, the weights will be preprocessed by
our proposed 2D packing algorithm, which is illustrated in Algorithm 3. In particular, the
encryption process is denoted as:

ŴWW
(k)

= Enc
(
Pack2D(W (k),W̄ (k)

axis,S,B),pk
)
, (3.4)
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where ŴWW
(k)

is the encrypted weight matrix of layer k. To allow the multiplication of the
weight matrix in encrypted form, the axis of ŴWW

(k)
is varied based on k-th layer. In particular,

the value of W̄axis can be defined as:

W̄ (k)
axis =

0, if k mod 2 = 1,

1, if k mod 2 = 0,
(3.5)

An axis value of 0 enables the computation along the row-based axis, whereas the axis value
of 1 facilitates the column-based processing, as depicted in Fig. 3.2. Following that, the
biases will be processed by applying the 1D packing algorithm before the encryption, which
is denoted as:

b̂bb
(k)

= Enc
(
Pack1D(b(k), b̄(k)axis,S,B),pk

)
, (3.6)

where b̂bb
(k)

is the encrypted bias vector of layer k. Thus, the output of the ŴWW
(k)

is the ciphertext
on the orthogonal axis of its encrypted weight. For instance, the encrypted weight matrix
packed on a row-based axis will generate output on a column-based axis. Hence, the axis of
encrypted bias is calculated as:

b̄(k)axis = 1−W̄ (k)
axis. (3.7)

By leveraging our proposed packing methods to process the encrypted input and encrypted
parameters of the neural network in an alternative row-column approach, it is feasible to
perform the training task on HE-encrypted data in a SIMD manner, which will be described
in the following subsection.

The Proposed Training Process

During the training task, while performing the homomorphic evaluation of the encrypted
parameters, we utilize the SumCols and SumRows algorithms in [1]. These algorithms take
input as an encrypted vector and S slot size to allow the sum operation of multiple segments
on a different axis (i.e., rows or columns) of the encrypted vector, which is further described
in Fig 3.3. After finishing generating the encrypted parameters of the neural network, the
training process starts by initially forwarding the encrypted data through the encrypted
parameters. In the feed-forward process, the output at layer k of the neural network, denoted
as ĥhh

(k)
, can be calculated as:

ĥhh
(k)

= σ̂
(k)

(
ŴWW

(k) ⊗̂ ĥhh
(k−1) ⊕̂ b̂bb

(k)
)
, (3.8)
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(a) Illustration of SumCols(.) algorithm. It first performs summation on all elements within each
segment of the ciphertext. Then, the summation result is fit into each slot of the considered segment.
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(b) Illustration of SumRows(.) algorithm. It first performs element-wise summation from different
segments. This results in new segments with the same data where each slot of the segments is the
combined sum of element xi from the original segments.

Fig. 3.3 Illustration of SumCols(.) and SumRows(.) algorithms on a ciphertext with multiple
segments, each having S slots size where each slot represents a distinct element xi [1].

where ŴWW
(k)

and b̂bb
(k)

represent the encrypted weight matrix and encrypted bias vector of layer
k, as explained in (3.4) and (3.6), respectively. ⊗̂ and ⊕̂ are, respectively, the homomorphic
multiplication and addition for encrypted parameters of the neural network, which can be
defined as:

ŴWW ⊗̂ x̂xx =




SumCols
(
Mult(ŴWW , x̂xx),S

)
, if ŴWW axis = 0

SumRows
(
Mult(ŴWW , x̂xx),S

)
, if ŴWW axis = 1

(3.9)

ŴWW ⊕̂ x̂xx = Add(ŴWW , b̂bb), (3.10)

where ⊕̂ and ⊗̂ are basically based on the Add(.), Mult(.), SumCols(.), and SumRows
algorithms. To be more specific, after multiplying the input ciphertext x̂xx with ŴWW , the
⊗̂ proceeds summation based on the axis of ŴWW , which is illustrated in (3.9). The sum
ciphertext is then applied Add(.) with b̂bb to form the final output ciphertext. Subsequently,
this ciphertext is passed through σ̂ , which illustrates the polynomial approximation of
the activation function. As HE only supports homomorphic evaluations (e.g., addition,
multiplication), the conventional activation function, such as ReLU or Tanh, may not be
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Fig. 3.4 Implementation of encrypted feed-forward in a neural network with two layers. The
weight matrix of the neural network layer is packed and encrypted based on the k-th order of
the considered layer, regarding normal processing (axis=0) or transpose processing (axis=1).
Therefore, through the HE multiplication described in (3.9), the input ciphertext, initially
packed along axis=0, can alternatively fit into the encrypted neural network layers.

efficient for HE operations [68]. Accordingly, in this paper, we employ the Chebyshev
polynomial method [68] to approximate the Swish (SiLU) function [69]. The SiLU is chosen
for its advantage in mitigating the “dying ReLU" problem. To be more specific, the general
forward process of our proposed training algorithm is described in Fig. 3.4.

In the backpropagation process, we leverage the Stochastic Gradient Descent (SGD) for
mini-batch and the Mean Squared Error (MSE) loss to enable the back-propagation of the
encrypted data. Given a batch with B pairs of predicted label âaai and true label ŷyyi, the MSE
loss for optimizing encrypted model parameters during training can be defined as:

L̂MSE = Mult
( B

∑
i=1

Square
(
Sub(ŷyyi, âaai)

)
,

1
B

)
, (3.11)

in which Square(ĉcc) = Mult(ĉcc, ĉcc). Following that, the gradient of the encrypted MSE loss
can be denoted as:

∇L̂MSE,i =
∂L̂MSE

∂ âaai
= Mult

(
Sub(ŷyyi, âaai),

2
B

)
. (3.12)
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Algorithm 4 Iterative Training Algorithm for HE-Encrypted Data

1: Input: Initialize the encrypted data D̂ = (x̂xxi, ŷyyi) based on (3.1), (3.2); i ∈ I

2: Initialize the encrypted parameters θ̂ = (ŴWW
(k)
, b̂bb

(k)
) based on (3.4), (3.6); k ∈ K

3: Initialize T training rounds, learning rate η , and the HE parameters including (pk,sk), S,
R

4: for t = 0→ T −1 do
5: Compute the output âaa(k) over layer k using (3.9), (3.10):

âaa(k)t = σ̂ (k)
(

ŴWW
(k)
t ⊗̂ x̂(k−1) ⊕̂ b̂bb

(k)
t

)
6: Compute gradient L̂ t

MSE,i for all mini-batch of B samples in D̂ :

∇L̂ t
MSE,i = Mult

(
Sub(ŷyyi, âaai,t),

2
B

)
7: Compute gradient of layer K:

∇ĝgg(K)
i,t = Mult

(
∇L̂ t

MSE,i,
∂ σ̂ (K)

∂ x̂xx(K−1)
i

)
8: Backward the gradient for k layers:

∇ĝgg(k)i,t = Mult(∇ĝgg(k+1)
i,t ,ŴWW

(k+1)
t )

9: Produce final gradient ∇ĝgg(k)i,t using (3.15)
10: Compute:

∇ŴWW
(k)
t = ∑

B
i=1 Mult(x̂xx(k−1)

i ,∇ĝgg(k)i,t )

11: and:
∇b̂bb

k
t = ∑

B
i=1 ∇ĝgg(k)i,t

12: Update the θ̂ by SGD for encrypted data:

ŴWW
(k)
t ← Sub

(
ŴWW

(k)
t ,Mult

(
η ,∇ŴWW

(k)
t
))

13: and:

b̂bb
(k)
t ← Sub

(
b̂bb
(k)
t ,Mult

(
η ,∇b̂bb

(k)
t
))

14: Bootstrap the encrypted weights and biases:

ŴWW
(k)
t = Bootstrap(ŴWW

(k)
t )

15: and:

b̂bb
(k)
t = Bootstrap(b̂bb

(k)
t )

16: end for
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The calculated gradient ∇L̂MSE,i is then utilized to calculate the gradients for k encrypted
layers. Given that K is the latest layer of the neural network, the backward process starts by
initially calculating the encrypted gradient of layer K:

∇ĝgg(K)
i = Mult

(
∇L̂MSE,i,

∂ σ̂ (K)

∂ ĥhh
(K−1)
i

)
. (3.13)

Regarding the plain back-propagation, the gradient backward process requires the trans-
pose matrix multiplication, which is challenging for the current HE-based neural networks.
However, by employing our packing methods described in Algorithm 2 and Algorithm 3,
we can alternatively perform transpose multiplication between ciphertexts. Accordingly, the
∇ĝgg(K)

i obtained from (3.13) is then backward to the previous K−1 layers. In particular, the
backward of ∇ĝgg(K)

i can be defined as:

∇ĝgg(k)i = Mult(∇ĝgg(k+1)
i ,ŴWW

(k+1)
), (3.14)

in which ∇ĝgg(k)i is then applied to the summation algorithms to produce the final gradient for
layer k:

∇ĝgg(k)i =

SumRows
(
∇ĝgg(k)i ,S

)
, if W̄ (k+1)

axis = 0,

SumCols
(
∇ĝgg(k)i ,S

)
, if W̄ (k+1)

axis = 1.
(3.15)

Subsequently, the ∇ĝgg(k) is used to generate the ∇ŴWW
(k)

and ∇b̂bb
(k)

of layer k which is calculated
as:

∇ŴWW
(k)

=
B

∑
i=1

Mult(ĥhh
(k−1)
i ,∇ĝgg(k)i ), (3.16)

∇b̂bb
(k)

=
B

∑
i=1

∇ĝgg(k)i , (3.17)

After generating the gradient for weight and bias, the SGD momentum is employed to update
the parameters during the training process. The SGD update for encrypted parameters can be
defined as:

ŴWW
(k)← BootStrap

(
Sub

(
ŴWW

(k)
,Mult

(
η ,∇ŴWW

(k))))
, (3.18)

b̂bb
(k)← BootStrap

(
Sub

(
b̂bb
(k)
,Mult

(
η ,∇b̂bb

(k))))
. (3.19)
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Algorithm 5 Privacy-Preserving Distributed Learning-Enabled Cyberattack Detection Frame-
work

1: for ∀n ∈ N do
2: N Blockchain nodes generate the keypairs: skn = SKGen(n) and pkn =

PKGen(skn)
3: Extract Dn and process it by using Algorithm 2
4: Generate the encrypted data D̂n = Enc(pkn,Dn)
5: Send the encrypted data D̂n to the CSP
6: end for
7: CSP combines received data into an encrypted dataset D̂
8: CSP initializes the deep learning model Θ and training parameters T , B
9: Pack Θ by using Algorithm 3 and generate the encrypted model Θ̂ where Θ̂ =

Enc(pkn,Θ)
10: Distribute Θ̂, B, and T to M WNs
11: Split the encrypted dataset D̂ to M partitions D̂m and assign each to respective WN-m
12: while t ≤ T or training process does not converge do
13: for ∀m ∈M do
14: WN-m calculates the trained parameters Θ̂t

m using Algorithm 4
15: WN-m send their Θ̂t

m to the MN
16: end for
17: MN produces the encrypted aggregated model Θ̂

(t+1)
a

18: Send the updated model Θ̂
(t+1)
a back to M WNs

19: end while
20: CSP transmits the optimized model Θ̂ = Θ̂(T ) to N BNs
21: for n≤ N do
22: Decrypt the model Θ = Dec(Θ̂,skn)
23: Predict incoming data based on the optimized model Θ in real-time
24: end for

in which the SGD optimizer for encrypted data uses the basic HE operations mentioned
in 1.2.3 with learning rate η to update the weights and biases of the HE-based neural network
iteratively. In addition, the bootstrapping mechanism is applied to the encrypted parameters
to reduce the noise of ciphertext, allowing additional operations on encrypted data across
multiple training rounds. To summarize, the proposed training algorithm for HE-encrypted
data is described in Algorithm 4. This iterative training method will be employed in our
proposed privacy-preserving distributed learning for cyberattack detection, which is described
as follows.
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3.2.2 Implementation of Distributed Cloud-Native Learning

As mentioned in Section 3.1.2, the BNs enter the offloading phase by initially generating the
HE key pairs, which consist of the secret key skn and the public key pkn. The secret key is
securely stored within the respective BNs, while the public key is broadcasted to the CSP
and other nodes in the blockchain network. Besides validating transactions, BN-n encrypt its
local dataset Dn to D̂n by employing mechanisms in (3.1) (3.2). Subsequently, the encrypted
data is transmitted to the CSP, where it is combined to create a large encrypted dataset D̂ .
After that, the CSP generates the deep-learning model with parameters θ and encrypts it to θ̂

by using equations (3.4) and (3.6).
To start the encrypted data training phase, the CSP apply our proposed privacy-preserving

distributed learning (PPDiL) by first determining the training parameters, including T training
rounds and batch size B. Concurrently, it leverages the MN and M WNs within its cluster
environment, which employs the computation from multiple workers while maintaining the
MN as an aggregate point. Accordingly, the MN distributes the training parameters and
encrypted model to each WN-m, with the local batch size

⌊ B
M

⌋
. The MN then divides the

encrypted dataset D̂ into M encrypted partitions D̂m and assigns each partition to respective
WN-m. At training each round t, WN-m employs the proposed training algorithm described
in Algorithm 4 to perform encrypted training on the corresponding D̂m and produce the
encrypted trained model Θ̂t

m. Afterwards, the workers transmit the Θ̂t
m to the MN, which

then starts the aggregation by utilizing the FedAvg algorithm [32], which is modified for
encrypted data. In particular, it can be defined by:

Θ̂
(t+1)
a = Mult

( 1
M
,

M

∑
m=1

Θ̂
t
m

)
. (3.20)

At this point, the aggregated parameters Θ̂
(t+1)
a are sent back to the WNs, which are

subsequently updated to the workers’ encrypted model for the next training round. This
training process is iteratively maintained until the aggregated model converges and the CSP
obtains the optimal parameters.

After retrieving the optimized encrypted model Θ̂ = Θ̂(T ), the real-time cyberattack
detection phase will commence. In this stage, the CSP transmit the encrypted model Θ̂ to the
BNs for local deployment. After receiving Θ̂, BN-n decrypt Θ̂ to Θ using its skn and operate
Θ as a cyberattack detection module to classify the incoming network traffic in real-time.
Generally, the implementation of our proposed distributed learning algorithm is detailed in
Algorithm 5.
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3.3 Performance Evaluation

3.3.1 Simulation Setup and Evaluation Metrics

Dataset and PPDiL Parameters

To evaluate our proposed framework, we use the Blockchain network traffic data from the
BNAT dataset [61], which is designed for cyberattack detection in blockchain-based IoT
networks. The dataset is collected via the IoT gateways and the blockchain nodes, with
IoT gateways transmitting IoT transactions to the blockchain nodes, thereby making it ideal
for our considered system. The BNAT dataset contains normal traffic and four types of
Blockchain network attacks, including Denial of Services (DoS), Brute Password (BP),
Flooding of Transaction (FoT), and Man-in-the-Middle (MitM). During the preprocessing,
we downsampled the dataset into 10,000 samples, with 2,000 samples for each class. The
dataset is then nominalized and min-max scaled within the range of (0,1). After that, we
divide the dataset into training and testing sets with a ratio of 80:20, in which the training set
is HE-encrypted, and the testing set is configured for two scenarios: non-encrypted inference
and encrypted inference. Regarding the learning model configuration, we design a deep
neural network containing an input layer, 2 hidden layers and an output layer. The number of
neurons in the layers is 21, 32, 16, and 5, respectively. Apart from the input layer, each layer
is connected to the polynomial approximation of the SiLU activation function. Following
that, we utilize the OpenFHE library [76] for HE and the Pytorch library for designing neural
networks.

Due to the privacy-preserving distributed learning (PPDiL) setup, we select the Flower
open-source [77] for the experiment. We configure the CSP to have one master node and a
maximum of five worker nodes operating by six different workstations within a local cluster
environment. Three of these workstations are equipped with Intel Xeon E-2288G @3.7GHz
processors with 8 cores. The remaining three workstations are powered by Intel Xeon Gold
6238R @2.2GHz processors with 28 cores (26 cores enabled). As described in Fig. 3.5,
the MN and WNs are deployed by the Google Remote Procedure Call (gRPC) server-client
model, and their connections are maintained by TCP protocol with a connection timeout set
at 4600 seconds. This cluster environment is employed to apply our proposed PPDiL for
HE-encrypted data with the parameters illustrated in Table 3.1.

During the simulation, we evaluate our proposed distributed learning framework with
different numbers of workers (i.e., two workers to five workers) and a centralized approach
regarding processing time. Similar to [24], we consider the training with non-encrypted
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Fig. 3.5 The experiment setup of CSP environment.

Table 3.1 Parameters setting

HE-Training
Parameters Values

Training rounds T = 30
Initial batch size B = 128

Learning rate η = 0.9
HE-Ring dimension R = 211

HE-ciphertext size B = 210

HE-plain slot size S = 32

data as the benchmark to analyze the effectiveness of the detection model after applying the
proposed PPDiL.

Evaluation Metrics

To evaluate the performance of the detection model, the confusion matrix is utilized, which is
suitable for a machine learning-based classification system [73]. We denote TP, TN, FP, and
FN as, respectively, “True Positive”, “True Negative”, “False Positive”, and “False Negative”.
Assuming the system consists of C classes, which include normal and attack traffic, the
accuracy can be calculated as:

Accuracy =
1
C

C

∑
c=1

TPc +TNc

TPc +TNc +FPc +FNc
. (3.21)

The macro-average precision and recall are utilized in this term. The macro-average
precision is:

Precision =
1
C

C

∑
c=1

TPc

TPc +FPc
. (3.22)
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Fig. 3.6 Convergence of the considered learning algorithms.

The macro-average recall is calculated as follows:

Recall =
1
C

C

∑
c=1

TPc

TPc +FNc
. (3.23)

3.3.2 Simulation Results

Convergence Analysis

In this subsection, we examine the convergence rate of our proposed PPDiL. Fig. 3.6
demonstrates the HE-encrypted training process of the centralized approach (PPCeL) and our
proposed distributed approach (PPDiL), where the scenario of three workers and five workers
are considered. Accordingly, the PPCeL reaches convergence after around 75 iterations due
to the processing of a large dataset at a centralized point. In contrast, the PPDiL exhibits
a slower convergence rate than PPCeL, with the convergence speed decreasing as more
workers join the process. In detail, the PPDiL with five workers requires nearly 90 iterations
to achieve stable accuracy, while the PPDiL with three workers is nearly equivalent to the
PPCeL, reaching convergence after 75 iterations. However, despite the gap in convergence
speed, the accuracy of PPDiL and PPCeL remains consistent, regardless of whether the
number of workers increases. To be more specific, both the accuracy of PPCeL and PPDiL
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Fig. 3.7 Execution time of offline training phase.

remains the same after 200 iterations, stabilizing at around 91%. As a result, moving from
PPCeL to PPDiL training can still achieve effective accuracy during the learning process.

Training Time Evaluation

As described in Fig. 3.7, we comprehensively analyze the improvement of our proposed
PPDiL compared to the CeL approach. In Fig. 3.7(a), we first provide the total training time
of CeL and PPDiL in which distributing the training tasks to multiple workers shows an
improvement in processing time. While the CeL requires 52.75 hours to finish the training,
the proposed PPDiL can decrease the computation time significantly to 33.97, 27.11, 23.81,
and 21.64 hours by distributing the learning tasks to two workers, three workers, four workers,
and five workers, respectively. However, dividing the learning tasks among multiple workers
leads to a delay in connection, which is described as the communication overhead. As can be
seen from Fig. 3.7(a), the PPDiL with two workers has low communication overhead because
the PPDiL only need to maintain the connection between a given master node and two worker
nodes. Meanwhile, scenarios involving more workers incur larger communication overhead
due to the varying hardware capabilities of the different participants. This discrepancy results
in faster workers having to wait for slower ones to complete their rounds, leading to delays
in the synchronization time during the training phase.

Additionally, Fig. 3.7(b) provide a comprehensive analysis of the computation time
over different stages during training (i.e., forward, backward, update, and bootstrap) in one
training iteration. As the bootstrap mechanism is only applied to the neural networks’ layers,
its processing time remains consistent across CeL and other PPDiL scenarios, averaging
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around 25 seconds. For other training tasks, the PPDiL demonstrates a significant advantage
by linearly reducing computation time, from 98.65 seconds with CeL down to 62 seconds
with 2 workers and 39.03 seconds with 5 workers. It is worth noting that aside from the
bootstrap time, the processing time for other tasks in PPDiL decreases exponentially as the
number of distributed workers increases, particularly in comparison to CeL.

To be more specific, Table 3.2 illustrates a more detailed analysis of Fig. 3.7(b) regarding
computational over each layer. Considering the forward process of CeL and PPDiL with 2
workers, the computation times for CeL over the input layer, hidden layer, and output layer
are 10.376 seconds, 5.145 seconds, and 8.074 seconds, respectively. In contrast, the forward
process time for PPDiL with 2 workers over the corresponding neural network layers is
significantly reduced to 5.14 seconds, 2.478 seconds, and 3.885 seconds, respectively, which
represent half of the computation times for CeL. Following the same trend of PPDiL with
2 workers, the 5-worker scenario illustrates one-fifth of computation time compared with
CeL, which respectively remains at 1.923 seconds, 0.936 seconds, and 1.485 seconds in the
considered layers. However, the bootstrapping during the update process remains identical
to both CeL and DL (i.e., with 2 to 5 workers) approaches, maintained from around 8 to 9
seconds. Therefore, this leads to a non-exponential decrease in training time. As a result,
based on our real implementation of the proposed PPDiL framework, despite the impact of
the bootstrapping time and the communication overhead, the training time is still improved.
The participation of additional workers in the training process leads to significantly faster
learning time compared to the centralized learning approach.

Cyberattack Detection Ability Evaluation

In this subsection, we further demonstrate the accuracy of the proposed PPDiL with the
classification results of non-encrypted and encrypted data. Table 3.3 compares the non-
encrypted data detection performance of the normal training and the privacy-preserving
training regarding both centralized and distributed approaches. In general, the accuracy,
precision, and recall of the learning model trained with non-encrypted data (i.e., CeL and
DiL) and the ones trained with encrypted data (i.e., PPCel and PPDiL) remain nearly identical.
Due to the centralized approach, PPCeL achieves an accuracy of 91.45%, which is only
marginally lower than CeL’s 91.487%, with a negligible difference of approximately 0.04%.
This slight gap underscores that both methods consistently deliver around 91.4% accuracy,
demonstrating the effectiveness of HE-encrypted training. A similar trend is observed
regarding our proposed distributed approaches, where the results are consistent in different
scenarios compared to non-encrypted training benchmarks. Notably, the results of PPDiL
maintain the same accuracy level as DiL, with the gap nearly from 0.01 to 0.02%. For
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Table 3.2 Processing time over one training iteration

Process Layer Time (seconds)
CeL 2 Wo 3 Wo 4 Wo 5 Wo

Forward

Input Layer 10.376 5.140 3.394 2.416 1.923
SiLU 1 6.954 3.487 2.223 1.698 1.455

Hidden Layer 5.145 2.478 1.643 1.174 0.936
SiLU 2 8.451 4.222 2.752 1.965 1.561

Output Layer 8.074 3.885 2.695 1.852 1.485
SiLU 3 4.164 2.102 1.357 1.062 0.867

Backward
Output Layer 6.993 3.521 2.228 1.726 1.384
Hidden Layer 12.325 6.209 4.060 2.845 2.329
Input Layer 7.497 3.713 2.417 1.876 1.526

Update

Input Layer 0.695 0.324 0.171 0.116 0.095
Bootstrap 1 8.874 8.591 8.623 8.547 8.472

Hidden Layer 0.727 0.394 0.201 0.150 0.125
Bootstrap 2 8.778 8.713 8.619 8.676 8.429

Output Layer 0.589 0.341 0.189 0.145 0.119
Bootstrap 3 9.008 8.877 8.637 8.502 8.327

Table 3.3 Performance comparisons of CeL/DiL and PPCeL/PPDiL with non-encrypted
detection

Model
Centralized Distributed

CeL PPCeL 2 Wo 3 Wo 4 Wo 5 Wo
DiL PPDiL DiL PPDiL DiL PPDiL DiL PPDiL

Accu-
racy

91.487 91.450 91.483 91.375 91.475 91.350 91.016 90.875 91.024 90.925

Preci-
sion

91.796 91.749 91.921 92.092 92.071 91.610 91.505 91.343 91.431 91.433

Recall 91.507 91.465 91.441 91.339 91.476 91.435 91.036 90.941 91.086 90.931

instance, in terms of distributed learning with three workers, the DiL achieves an accuracy of
91.475%, which is slightly higher than the accuracy of 91.35% from PPDiL. As a result, this
minor gap is acceptable, demonstrating the reliability of our proposed PPDiL. Additionally,
the results from Table 3.3 also indicate the comparison between centralized and distributed
approaches. We can observe that the PPDiL achieves an accuracy level nearly identical
to PPCeL, in which the gap across different scenarios (i.e., two Wo to five Wo) ranges
from approximately 0.1 to 0.5. However, the classification results in Fig. 3.8 show that
the detection performance of PPDiL for each attack type with five workers is still accurate
compared to the PPCeL.
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Table 3.4 Detection result of PPDiL with encrypted data

Model PPCeL PPDiL
2 Wo 3 Wo 4 Wo 5 Wo

Accuracy 91.725 91.450 90.301 90.875 90.805
Precision 92.002 92.293 91.550 91.369 91.337

Recall 91.729 91.382 91.378 90.944 90.828

Moreover, Table 3.4 shows the detection performance of PPDiL over the encrypted
data. As can be seen, the accuracy of the encrypted detection is nearly the same as its
non-encrypted counterparts, remaining around 91% in different scenarios. Hence, the trivial
gap in the aforementioned results is due to the HE evaluation, as the noise is added during
the homomorphic computation over encrypted data. Despite the added noise during HE
computation, the detection results of our learning model still consistently maintain between
91% and 92%. Consequently, our proposed method enables accurate detection for both raw
data and encrypted data, offering the versatility needed for real-world applications where
encrypted input classification is required.

3.3.3 Blockchain Nodes-enabled HE Computational Evaluation

Experiment Setup

To evaluate the reliability of our proposed cyberattack detection framework, we perform the
experiment on a blockchain node (BN) with multiple consensus mechanisms regarding the
network data encryption process while mining the IoT data. In the experiment, we consider
the different batch sizes of the local network data, including 50, 500, 1000, and 2000 samples.
The implementation consists of a blockchain node and an IoT transaction issuer in which the
configuration of the devices and software for the implementation is described as follows:

• The BN operates on processor Intel® Core i9-13900K (24 cores, 32 threads). The IoT
transaction issuer is run on the processor Intel® Core i7 with 16GB RAM.

• The BN with PoW and PoA mechanisms is launched by Go-Ethereum v1.10.14
(Geth) [78] - an official open-source implementation of the Ethereum protocol.

• The BN with PoS mechanism is launched by Geth v1.14.6 and Prysm v5.0.3 [79] - an
official implementation of the PoS consensus mechanism in Ethereum 2.0. It is worth
noting that in the PoS node, Geth operates as the chain execution and Prysm provides
the PoS configuration as a third-party software.
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(a) Confusion matrix of PPCeL

(b) Confusion matrix of PPDiL with five workers

Fig. 3.8 Classification results of the non-encrypted detection within the proposed HE-
encrypted deep neural network.
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Fig. 3.9 Evaluation of the Geth blockchain node-enabled HE in different consensus mecha-
nisms: PoW, PoA, PoS, and no mining.

Experiment Results

In Fig. 3.9, we examine our proposed framework with different mining algorithms in terms
of computational resources and the latency time during the encryption process. As illustrated
in Fig. 3.9(a), the PoW blockchain node slightly costs higher resources during the encryption,
with around 0.15 GB higher than other counterparts. Despite varying batch sizes, the
encryption processes for PoA and PoS nodes consistently require computing resources nearly
identical to those in scenarios without mining. Known for their lightweight nature, PoA and
PoS maintain stable resource usage for encryption across 50, 500, 1000, and 2000 samples,
holding steady at approximately 1.26 GB, 2.98 GB, 4.85 GB, and 8.75 GB, respectively. As
a result, the mining process does not affect the resources of the BN during the HE-based
encryption.
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To further demonstrate the scalability of our proposed framework, we analyze the latency
time of the encryption during various scenarios. As observed in Fig. 3.9(b), due to the
intensive computational demands of PoW, the encryption process of the PoW-based BN
incurs the highest latency, spanning from 5.28 seconds for 50 samples to 218.17 seconds
for 2,000 samples. This results in latency that is approximately 8 to 12 times greater than
that of a node operating without a mining process. In contrast to the trend in resources
analysis, PoA and PoS incur slightly longer encryption times compared to nodes without
a mining mechanism. In particular, the PoS node experiences delays ranging from 0.07 to
nearly 7 seconds, primarily due to the reliance on third-party software to maintain the PoS
algorithm, which reduces the resources available for data encryption. On the other hand,
although PoA maintains lower latency than PoS, it still experiences slightly higher latency
than the no-mining scenario, with minimal delays ranging from 0.06 to 1.69 seconds across
different batch sizes. Consequently, while HE latency does increase across the three mining
mechanisms, the slight latency difference in the lightweight algorithms (i.e., PoS and PoA)
is minimal, suggesting that our proposed framework remains a viable option for various
blockchain-based IoT networks.

3.3.4 Encrypted Inference Time Analysis

Hardware Configuration

In this section, we perform the experiment to examine the adaptability of real-time detection
with incoming encrypted data within our framework. During the implementation, we deploy
the trained model, optimized through the proposed PPDiL, to detect the encrypted samples
across various hardware configurations, which are described as follows:

• Device-1: Intel Xeon E-2288G @3.7GHz processors with 8 processor cores.

• Device-2: Intel Xeon Gold 6238R @2.2GHz processors with 28cores (26 cores en-
abled).

• Device-3: AMD EPYC 9354P 3.25GHz processors with 32 cores 256MB L3 Cache.

Similar to the approach in [61], we consider the incoming network traffic data to be
extracted in data frames, with each containing 400 samples for our experiment.

Experiment Results

To analyze the effectiveness of our proposed cyberattack detection framework, we consider
the processing time of the detection with encrypted samples. As observed in Fig. 3.10, the
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Fig. 3.10 The inference time of the detection model with encrypted samples.

trained model employing our proposed PPDiL requires a maximum of nearly 5 minutes to
predict the considered encrypted data frame with the deployment in Device-2 and Device-3.
Meanwhile, regarding the utilization of Device-1 with more powerful hardware configura-
tions, the inference time of the trained detection model shows significant improvement. Here,
the trained model deployed on Device-1 can effectively detect the 400 encrypted samples
in around 2.5 minutes, resulting in a throughput of approximately 2.4 samples per second.
Therefore, the analysis indicates that our proposed cyberattack detection framework can be
effectively adapted to real-world systems, especially with the enhanced computing power
offered by modern edge servers1.

3.4 Summary

In this chapter, we have proposed a novel privacy-preserving cyberattack detection frame-
work for IoT-based blockchain networks, addressing computational challenges by allowing
blockchain nodes to share IoT data with a cloud service provider (CSP) for training machine
learning models. The framework leverages our proposed SIMD packing algorithms and

1https://aws.amazon.com/edge/

https://aws.amazon.com/edge/
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CKKS encryption scheme to securely process and transmit data, enabling encrypted training
on the CSP. We have introduced two complementary learning methods, including a deep
neural network training algorithm and a distributed learning algorithm, both designed for
efficiency and privacy. Our simulations and experiments have demonstrated that the pro-
posed approach achieves 91% accuracy with minimal processing time, closely matching the
non-encrypted baseline, proving its potential for real-world application.



Chapter 4

Conclusion and Future Research
Directions

4.1 Conclusion

In this thesis, we have presented our contributions to safeguarding both security and privacy
in IoT systems by effectively combining deep learning with homomorphic encryption. The
thesis provides a comprehensive exploration of privacy-preserving deep learning for cyberat-
tack detection across diverse IoT applications, focusing on two key domains: (i) Internet of
Vehicles and (ii) Blockchain-based Internet of Things. The key findings from the research
works can be summarized as follows. Firstly, the network data from IoT participants can
be analyzed by machine learning (ML) and deep learning (DL) models to efficiently detect
incoming cyberattacks, thus enabling IoT systems to proactively counter potential threats,
including zero-day attacks. Secondly, applying ML/DL models in IoT systems leads to
privacy issues since IoT users’ private data is readable by the models’ owners (e.g., cloud
providers). To preserve data privacy, homomorphic encryption (HE) can be leveraged to
integrate with learning models. This cryptographic method allows direct computations on
ciphertext without needing to decrypt, thereby maintaining data confidentiality during the
learning process.

In the first study, detailed in Chapter 2, we introduced an innovative privacy-preserving
federated learning (FL) framework tailored for intrusion detection in the Internet of Vehicles
(IoVs) with constrained computational resources. Our framework addresses the challenge of
local training on resource-limited vehicles by enabling them to offload data to a centralized
server. To safeguard user privacy, homomorphic encryption (HE) is applied to the data
prior to transmission. This encryption allows the server to process the data using our
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proposed HE-based training algorithm, enabling it to learn from the encrypted information
without accessing its raw content. This ensures user privacy throughout the learning process
while paving the way for efficient FL deployment in practical IoV networks. Simulation
results demonstrate that the proposed framework effectively detects cyberattacks in IoV
environments. While the accuracy of the encrypted neural network is marginally lower than
that of its unencrypted counterpart, the trade-off is acceptable and presents opportunities for
further optimization in future research.

In the second study, presented in Chapter 3, we proposed an advanced privacy-preserving
framework for detecting cyberattacks in IoT-based blockchain networks. This framework
addresses the computational limitations of blockchain nodes by enabling them to offload
IoT data to a cloud service provider (CSP) for machine learning model training. To ensure
secure data transmission and processing, we integrated our novel SIMD packing algorithms
with the CKKS encryption scheme, facilitating encrypted training directly on the CSP. The
framework introduces two complementary learning approaches: a deep neural network
training algorithm and a distributed learning algorithm, both optimized for efficiency and
privacy. Simulation results and experiments reveal that the proposed solution achieves a
remarkable 91% accuracy with minimal processing overhead, closely aligning with the
performance of unencrypted baselines. These results underscore the framework’s practicality
and effectiveness for real-world applications.

4.2 Future Research Directions

4.2.1 Current Research Limitations

While our proposed approach demonstrates promising results, several challenges should
be addressed. Below, we outline key challenges that could guide future improvements and
refinements:

• Given the decentralized nature of blockchain networks, collecting real-world attack
samples is challenging. To further strengthen the adaptability of AI-driven security
solutions, future research should not only expand the scope of attack types and datasets
but also explore more advanced learning approaches that enable models to detect
emerging threats with minimal labelled data. This could enhance the model’s ability to
generalize across diverse attack scenarios while maintaining high detection accuracy.

• Collecting attack data across different blockchain consensus mechanisms is both
challenging and crucial, as each mechanism introduces unique vulnerabilities and
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attack vectors. Currently, the study in Chapter 3 focuses only on attacks targeting
PoW-based blockchain networks. To improve adaptability, it is essential to assess the
stability of different consensus mechanisms under various attack scenarios.

4.2.2 Future Directions

Future research works can potentially consider improving not only the adaptability and
scalability but also the HE-enabled privacy-preserving ML framework with more DL ap-
proaches, e.g., convolutional neural network, transformer, and advanced federated learning.
Particularly, various research directions can be considered:

• The combination of HE with IoT applications can be potentially explored through a
multi-layer edge computing architecture, where computational tasks are dynamically
distributed across cloud and edge nodes. With the ongoing advancements in edge de-
vices and the initial integration of HE with GPU acceleration, a more effective balance
between security and computational efficiency can be achieved by leveraging shared
computing capabilities between cloud infrastructure and IoT edge nodes. Nevertheless,
a major challenge is ensuring low-latency processing while maintaining security in a
multi-layer edge computing architecture, which can be addressed by optimizing HE
schemes and employing adaptive workload distribution strategies.

• The scalability of our approach can be further explored by extending experiments
to a large-scale private blockchain network or an IoT environment with multiple
interconnected nodes. Investigating the transmission of different amounts of encrypted
data to the server in real-time would provide deeper insights into system efficiency
under dynamic conditions. Furthermore, the development of an application demo
would enable the optimization of critical performance metrics such as throughput and
communication efficiency, paving the way for practical deployment in next-generation
secure systems. Although managing large-scale encrypted data transmission can cause
communication bottlenecks and latency, efficient encrypted compression techniques
and communication-aware scheduling can potentially solve the problem.

• The integration of knowledge distillation (KD) with the proposed privacy-preserving
FL framework. This approach would allow both the generalization feature and person-
alization to the FL system, enabling the processing of non-independent and identically
distributed (non-iid) data of heterogeneous users. By combining with KD, the frame-
work can transfer knowledge from a global model to local models effectively, enhancing
the system’s ability to handle diverse user-specific data distributions while maintaining
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robust performance and data privacy. However, a major challenge is ensuring that
knowledge transfer does not degrade model performance due to the limitations of
encrypted training data. A potential solution is to design adaptive KD mechanisms that
can effectively distil useful representations while preserving privacy.

• The potential of HE-enabled FL can be explored across a range of FL architectures.
For instance, the development of multi-modal FL with HE-encrypted data offers a
pathway to privacy-preserving ML that processes data spanning multiple layers of
communication and networking systems. This approach significantly reduces the risk
of data leakage, thereby enhancing the security and privacy of next-generation wireless
systems. Nevertheless, the high computational cost of HE in FL training could hinder
real-time processing. In this regard, leveraging model quantization techniques can help
to optimize performance without compromising privacy.

• Future research could investigate the potential of the proposed FL framework within
zero-trust networking environments. By leveraging the training algorithm with en-
crypted data, privacy-preserving anomaly detection algorithms can be developed,
ensuring users can actively participate in a zero-trust network without compromising
their sensitive data. This approach not only enhances security and privacy but also
fosters trust in zero-trust systems where users’ data is continuously managed and
processed. A key challenge is the computational overhead of encrypted anomaly
detection, which can be mitigated by optimizing hybrid encryption approaches and
using lightweight/tiny AI detection models.

• Enhancing the integration of homomorphic encryption (HE) with deep learning (DL)
can be achieved by developing advanced training and inference algorithms using state-
of-the-art DL models. For example, implementing the training of convolutional neural
networks (CNNs) or recurrent neural networks (RNNs) on HE-encrypted data with
reduced processing time and high throughput holds significant potential. This approach
not only advances the field of privacy-preserving machine learning for cyberattack
detection but also opens new possibilities for its application in broader domains of
artificial intelligence. A key challenge lies in the inefficiency of HE when handling
deep models, especially in scenarios requiring high throughput, which can lead to
significant computational overhead and increased latency. Employing polynomial
approximations of non-linear functions and optimizing encrypted matrix operations to
improve inference throughput could be a promising solution in this direction.
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