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Mapping 1-km soybean yield across 
China from 2001 to 2020 based on 
ensemble learning
Min Zhang1, Xinlei Xu1, Junji Ou1, Zengguang Zhang1, Fangzheng Chen1, Lijie Shi2, Bin Wang  3, 
Meiqin Zhang1, Liang He  4, Xueliang Zhang1, Yong Chen1, Kelin Hu1 & Puyu Feng  1 ✉

Soybean is a critical agricultural product in China, with domestic production unable to satisfy the 
substantial demand, leading to a huge reliance on imports. To support the scientific formulation 
of agricultural policies and the optimization of domestic planting structures, we developed a high-
resolution annual soybean yield dataset for China (2001–2020), ChinaSoyYield1km. This dataset was 
generated by applying ensemble learning algorithms and spatial decomposition to a comprehensive set 
of multi-source data, including climate variables, remote sensing imagery, soil properties, agricultural 
management practices, and official yield records. The integration of these diverse datasets allows for 
a nuanced understanding of the factors influencing soybean yield at a 1-km resolution. The resulting 
dataset captures over 50% of the yield variability at the county scale, demonstrating superior accuracy 
compared to publicly available datasets with reductions in Root Mean Square Error (RMSE) ranging 
from 0.18 to 0.60 t/ha. It is anticipated that our dataset will enhance agricultural studies, planning, 
and policy-making related to soybean cultivation, providing a valuable resource for both the scientific 
community and government.

Background & Summary
Global food security is facing challenges, particularly against the backdrop of complex political and climatic 
conditions1. Among major agricultural products, soybean is not only a crucial source of protein and oil but also 
plays a key role in agriculture, industry, and the sustainable development of economies2. High-spatial-resolution 
and high-accuracy soybean yield dataset is a powerful tool to provide more scientific and macroscopic perspec-
tive to investigate soybean production, thereby enhancing cultivation and management techniques effectively to 
ensure a stable supply of soybean. However, such kind of dataset is still limited.

Currently, the primary sources of soybean yield spatialization information include yield data recorded by 
agricultural meteorological stations, statistical data at administrative unit scales, and rasterized yield datasets. 
Despite their advantages, these datasets do have their limitations either in spatial resolution or time resolution, 
thus limiting their use over large areas or long time periods. For instance, the yield data recorded by agricul-
tural meteorological stations can provide real-time, location-specific records of soybean yields, which typically 
possess a higher degree of accuracy3. However, such data are limited in spatial coverage making it challenging 
to represent the spatial variability of soybean yield over large areas. Similarly, soybean yield data at the admin-
istrative unit scales are based on statistics and records at administrative units (such as provinces, cities, and 
counties). These data facilitate the analysis of differences in soybean yield levels across different regions but can-
not reflect spatial differences within regions4,5. Compared with recorded data, rasterized soybean yield datasets 
should be able to provide high-resolution spatial data and enable a more detailed analysis of the distribution of 
soybean yield across different geographical locations. However, the existing commonly used rasterized soybean 
yield datasets such as Harvested Area and Yield for 4 Crops (EarthStat)6, Spatial Production Allocation Model 
(MapSPAM)7, and Global Dataset of Historical Yields (GDHY)8 often have low temporal or spatial resolution. 
The highest spatial resolution of these dataset is only 10 kilometers. Moreover, some of these datasets only 
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contain data series for 2 or 3 years, which is not sufficient for establishing robust statistical analysis. In summary, 
the usability of the spatial distribution data for soybean yield is still inadequate, limiting their utility in precise 
agricultural planning and management. Thus, there is an urgent need to develop a dataset that features high 
temporal and spatial resolution, along with high precision, specifically a multi-year soybean yield spatialization 
dataset.

The primary approaches used to monitor crop yield are process-based crop models and statistic models9,10. 
However, these two types of models are not particularly suitable for generating spatially gridded yield datasets. 
Process-based crop models are mathematical models based on principles of crop physiology and environmen-
tal science, but they typically require high-quality ground-based observations and extensive data inputs (such 
as daily-scale temperature, precipitation, and solar radiation)11, making them difficult to use in data-scarce 
regions12–14. In contrast to process-based models, statistic models link crop yield to predictor variables and 
calibrate empirical relationships through measurement results15,16. Due to their simplicity of operation, statistic 
models are widely used for estimating crop yield17. However, these models are not without issues in the study 
of crop yield spatialization. Statistic models are often localized, and the empirical relationships between crop 
yield and predictor variables cannot be easily generalized to other regions. Moreover, traditional linear statistic 
models are particularly limited in capturing non-linear relationships between variables18,19.

Machine learning models is rapidly evolving and has a wide range of applications in agricultural research20. 
Compared to traditional process-based crop models and statistic models, machine learning models, e.g., ran-
dom forest and support vector machine, can handle larger and more complex datasets, uncovering non-linear 
and intricate relationships within the data, thus improving the accuracy and reliability of model estimations21. 
In fact, more and more studies use machine learning models to predict crop yields22–24. Additionally, machine 
learning models can automatically identify and leverage key features within the data and continuously improve 
model performance through ongoing learning and adjustments25. Given its advantages in processing large data-
sets, it is more efficient and suitable to use machine learning models to generate rasterized crop yield maps26–29.

Despite the above-mentioned advantages of machine learning algorithms in crop yield estimation, difference 
and instability were observed in their performance resulting in constrained accuracy for yield estimations30. To 
address these issues, ensemble learning methods have recently gained prominence as a powerful technique in 
predictive modelling31. Ensemble learning involves combining the predictions of multiple models to achieve 
improved results over those of any single model. By aggregating diverse models, ensemble methods can reduce 
bias, variance, or both, and capture the underlying data distribution better, thereby yielding more accurate esti-
mation. For example, it is found that all ensemble learning models (with lower prediction bias) outperformed 
individual machine learning models in predicting corn yield in three US Corn Belt states32. In addition, numer-
ous studies demonstrated the effectiveness of ensemble learning in various applications, highlighting its poten-
tial for advancing the precision of agricultural yield estimations33–35. Yet, there is a lack of research on generating 
rasterized soybean yield maps using ensemble learning methods.

Fig. 1 Spatial distribution of 3 major soybean production regions and 10 sub-regions in China. NPR is the 
Northern Production Region; HPR is the Huang-Huai-Hai Production Region; SPR is the Southern Production 
Region.
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China is one of the largest soybean producers in the world. While spatialization products for wheat, rice, and 
corn already exist in China, such products are lacking for soybean, which is also a staple food crop. Therefore, 
this study aims to use ensemble learning methods and spatial decomposition techniques to generate a raster-
ized soybean yield map for China through the fusion of multi-source data. Specifically, our objectives are: 1) 
to quantify the performance of 20 machine learning models as meta-models and base models in an ensemble 
setting; 2) to establish the stacking models by determining the number and type of variables for base models 
in the ensemble; 3) to provide a rasterized soybean yield dataset for China in 2001–2020 and conduct external 
cross-validation to verify its accuracy.

Methods
Study area. Influencing factors on soybean cultivation showed large variation across different regions in 
China due to its vast territory. Our study divided China into 3 major soybean production regions, which were 
furtherly divided into 10 sub-regions36, as shown in Fig. 1. The 3 main production regions were the Northern 
Production Region (NPR), the Huang-Huai-Hai Production Region (HPR), and the Southern Production Region 
(SPR) (Fig. 1 and Table 1). These sub-regions were treated as dummy variables and included in the machine 
learning models in the subsequent analysis. Dummy variables are commonly used in regression analysis to rep-
resent categorical variables that have more than two levels. In addition, the soybean planting raster (Fig. 1) was 
extracted from Tibetan Plateau Data Center (TPDC)37, and details of this dataset can be found in Adalibieke W 
et al.'s study38.

Data collection. Data used in this study (Table 2), mainly includes: (1) Yield data: municipal- and 
county-scale soybean yield data, yield data recorded by agricultural meteorological stations, and three commonly 
used rasterized soybean yield datasets; (2) Environmental data: climate data, remote sensing data, management 
data, and soil data. Detailed information at the dataset level is described in the subsequent sections.

Soybean yield data. The soybean yield data at the municipal and county scales from 2001 to 2020 were all 
obtained from the statistical yearbooks of the cities and counties in China. These statistical yearbooks are read-
ily available through searching the names of the cities or counties on the China Economic and Social Big Data 
Research Platform (https://data.cnki.net/). Unreasonable soybean yield data including those from regions with 
minimal soybean cultivation areas or those affected by administrative boundary adjustments were excluded dur-
ing data compilation and statistical analysis. Moreover, data on soybean production from Hong Kong, Macau, 
Taiwan, and islands were not available. For other regions where direct yield data were not provided, it was cal-
culated by dividing total soybean production by planting area. All yield data was standardized to units of t/ha. 
In total, the collected valid data comprised 3632 entries at the municipal scale and 13854 entries at the county 
scale. The soybean yield data recorded by agricultural meteorological stations was extracted from the National 
Meteorological Science Data Center (https://data.cma.cn/article/getLeft/id/251/keyIndex/6.html) upon reason-
able request. Finally, we adopted all municipal-scale recorded yield data (2001–2020) to establish the model 
and generate the dataset. Then, we comprehensively validated our dataset and the commonly utilized rasterized 
soybean yield datasets (EarthStat6, MapSPAM7, and GDHY8) using both station- and county-scale recorded 
yield data to enhance the reliability of our results. It should be noted that we have previously used county-scale 
recorded yield data to establish the model and municipal-scale data for model validation and accuracy assess-
ment. However, the model’s performance was not as good as the results obtained using the current method.

Climate data. The most commonly used climate factors include temperature, precipitation, and solar radia-
tion. These factors have impact on different stages of soybean growth and nitrogen-related processes, thereby 
affecting soybean yield39,40. In addition, drought occurs frequently in China with averaged frequency about 
every 2.7 years, which can significantly impact soybean yield41. PDSI assesses agricultural drought conditions 
by considering factors such as precipitation, soil moisture, and vegetation growth42. VPD is another factor have 
influence on stomatal conductance and photosynthesis, thus influencing soybean growth43,44. Therefore, in addi-
tion to commonly used climate factors, this study also incorporated PDSI and VPD as predictor variables to 
enhance the accuracy of soybean yield estimation.

Soybean production region Sub-regions

NPR Northern Production Region

NPR1 Northern Subregion of Northeast China for Soybean Cultivation

NPR2 Central and Southeastern Subregion of Northeast China for Soybean Cultivation

NPR3 North China Plateau Subregion for Soybean Cultivation

NPR4 Northwest Subregion for Soybean Cultivation

HPR Huang-Huai-Hai Production Region
HPR5 Northern Huang-Huai-Hai Subregion for Soybean Cultivation

HPR6 Southern Huang-Huai-Hai Subregion for Soybean Cultivation

SPR Southern Production Region

SPR7 Middle and Lower Yangtze River Subregion for Soybean Cultivation

SPR8 Southwest Subregion for Soybean Cultivation

SPR9 Central and Southern Subregion

SPR10 South China Subregion for Soybean Cultivation

Table 1. Soybean Production Regions and Sub-regions of China.
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Precipitation data were sourced from NOAA’s PERSIANN-CDR dataset45,46. PERSIANN-CDR was created 
using an artificial neural network to estimate precipitation from remote sensing information, combined with bias 
correction using data from the Global Precipitation Climatology Project (GPCP). This dataset has a spatial res-
olution of 0.25° and a temporal resolution of 1 day. Other key climate data, including temperature, PDSI, SRAD, 
and VPD, were obtained from TerraClimate47. TerraClimate is a global climate dataset that integrates satellite 
observations, ground-based observations, and climate model simulation results. These data have a monthly tem-
poral resolution and an approximate spatial resolution of 4 km. In addition, we did not use the precipitation data 
from TerraClimate because we intended to avoid potential correlations between different variables from the same 
data source. Such correlations might arise from similar data processing methods used within a single dataset.

Remote sensing data. Remote sensing data provide real-time monitoring and extensive spatial coverage, offer-
ing precise information on crop growth conditions and productivity. This technology has been widely employed 
in estimating soybean yield48–50. SIF (solar-induced chlorophyll fluorescence) from the GOSIF dataset shows a 
strong linear relationship with NPP at the ecosystem scale, significantly influencing soybean photosynthesis51–53. 
NDVI is frequently used as a variable in crop yield estimation due to its ability to assess vegetation cover, growth 
status, and health26,54,55. Numerous studies have utilized NDVI as a variable for monitoring soybean yield56,57. 
Compared to meteorological data and other factors influencing crop growth, remote sensing data can directly 
reflect and monitor crop growth conditions in real-time, demonstrating substantial potential for soybean yield 
estimation16.

SIF data were obtained from the GOSIF dataset51, covering the period from 2001 to 2020. GOSIF has a 
temporal resolution of 8 days and a spatial resolution of 1 km. This dataset is a global rasterized SIF dataset 
generated using machine learning models from SIF observations of the Orbiting Carbon Observatory-2 (OCO-2). 
Additionally, this study utilized three remote sensing data products: NPP, NDVI, and LSTd, sourced from the 
MOD17A3HGF58, MOD13A359, and MOD11A260 datasets, respectively. MODIS satellite remote sensing data-
sets provide global coverage with medium spatial and temporal resolution, offering various remote sensing 
products61.

Management data. The application of nitrogen fertilizer involves complex interactions with factors such as 
root activity and photosynthesis, which are crucial for crop yield62. Appropriate use of nitrogen fertilizer can 
enhance soybean yield63. Therefore, incorporating nitrogen fertilizer application as a predictor variable for soy-
bean yield can contribute to more accurate yield mapping. The data on soybean harvested areas and the appli-
cation of fertilizers such as AS, MA, NPK, Urea, and ONS were obtained from the global crop-specific nitrogen 
fertilizer dataset38 hosted on TPDC. This dataset includes annual data on soybean planting areas and fertilizer 
usage from 2001 to 2020, with a spatial resolution of 10 km. Additionally, soybean growth period data at the 
station scale can be obtained from the Dataset of Growth and Development of Major Crops in China 
(https://data.cma.cn/article/getLeft/id/251/keyIndex/6.html) upon reasonable request.

Data type Data name Source Time span Spatiotemporal resolution

Yield Data

Administrative unit yield data China economic and social big data research platform 2001–2020 Annual, municipal and 
county scales

Station yield record China Meteorological Data Service Centre 2001–2020 Annual, station scale

Rasterized yield data

EarthStat 2005 5 years, 10 km

MapSPAM 2005 and 2010 5 years, 10 km

GDHY 2001–2016 Annual, 0.5°

Climate Data
Pre NOAA PERSIANN-CDR 2001–2020 Daily, 0.25°

Tmax, Tmin, PDSI, SRAD, VPD TerraClimate 2001–2020 Monthly, 4 km

Remote Sensing Data

SIF GOSIF 2001–2020 Monthly, 1 km

NPP MOD17A3HGF 2001–2020 Annual, 500 m

NDVI MOD13A3 2001–2020 Monthly, 1 km

LSTd MOD11A2 2001–2020 8 days, 1 km

Management Data

Soybean planting area
TPDC 2001–2020 Monthly, 10 km

AS, MA, NPK, ONS, Urea

Sowing and harvest month Dataset of Growth and Development of Major Crops in China 2001–2010 Annual, station scale

Soil Data
pH, OC, CEC_SOIL, REF_BULK, CLAY, SILT Harmonized World Soil Database (HWSD) 2007 Static, 1 km

SM TerraClimate 2001–2020 Monthly, 4 km

Table 2. Data used in this study. Note: Pre: Precipitation; Tmax: Maximum temperature; Tmin: Minimum 
temperature; PDSI: Palmer drought severity index; SRAD: Solar radiation; VPD: Vapor pressure deficit; 
SIF: Solar-induced chlorophyll fluorescence; NPP: Net primary productivity; NDVI: Normalized difference 
vegetation index; LSTd: Daytime land surface temperature; AS: Ammonium sulfate; MA: Aanure; NPK: 
Nitrogen, phosphorus and potassium compounds; ONS: Other nitrogen straight; SM: Soil moisture; 
CEC_SOIL: Cation exchange capacity of the soil; OC: Organic carbon; REF_BULK: Reference bulk density. 
References for the data sources are provided in the subsequent main text.
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Soil data. The soil in different regions of China varies significantly, e.g., black soil in the northeast and red 
soil in southern China. Different soil types are suitable for cultivating different soybean varieties64 and soybean 
yield and quality are influenced by different soil characters. For instance, Anthony et al. found a negative corre-
lation between soybean yield and soil pH across all locations and years65; Ferreira et al. confirmed that certain 
soil physicochemical properties, such as REF_BULK, OC, and SM, affect soybean yield66. Therefore, this study 
incorporated all these soil variables as predictors to improve the accuracy of soybean yield estimation.

The soil physicochemical properties data except SM were sourced from the Harmonized World Soil Database 
(HWSD) version 2.0, which compiles soil information from around the globe into a standardized, globally 

Fig. 2 Flowchart of the proposed model stacking methodology based on multiple data sources for mapping 
soybean yield.
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consistent soil dataset. HWSD provides soil data at a 1-km resolution from 200767. As to SM data, they were 
obtained from TerraClimate47, which estimates soil water content by integrating climate inputs with a hydrolog-
ical model. We used soil data for a depth of 1 meter, as the root systems of soybeans are generally confined to this 
depth range. Additionally, soil data may be provided in multiple layers. If so, we would weight-average the data 
according to the thickness of each soil layer.

Type Variable Name Description Unit

Climate Variables

Pre Precipitation mm

Tmax Maximum temperature °C

Tmin Minimum temperature °C

PDSI Palmer drought severity index Dimensionless

SRAD Solar radiation W/m2

VPD Vapor pressure deficit kPa

Remote Sensing Variables

SIF Solar-induced chlorophyll fluorescence mW·m−2·nm−1·sr−1

NPP Net primary productivity kg C/m

NDVI Normalized difference vegetation index Dimensionless

LSTd Daytime land surface temperature °C

Management Variables

year Year year

SBZ Soybean sub-zones Dimensionless

AS Ammonium sulfate Application kg N/ha

MA Manure Application kg N/ha

NPK Nitrogen, phosphorus and potassium compounds kg N/ha

Urea Urea Application kg N/ha

ONS Other nitrogen straight Application kg N/ha

Soil Variables

SM Soil moisture mm

pH Potential of hydrogen Dimensionless

OC Organic carbon %

CEC_SOIL Cation exchange capacity of the soil cmol/kg

REF_BULK Reference bulk density g/cm3

CLAY Clay content %

SILT Silt content %

Table 3. The predictor variables used in this study.

Model Name Abbreviation Type

AdaBoost Regressor ADA Ensemble Learning

Automatic Relevance Determination ARD Bayesian Linear

Bayesian Ridge BR Bayesian Regression

CatBoost Regressor CATBOOST Gradient Boosting

Decision Tree Regressor DT Decision Tree

Elastic Net EN Linear Model

Extra Trees Regressor ETR Tree Model

Gradient Boosting Regressor GBR Gradient Boosting

Huber Regressor HUBER Linear Model

K Neighbors Regressor KNN Nearest Neighbors

Kernel Ridge KR Kernel Method

Lasso Regression LASSO Linear Model

Light Gradient Boosting Machine LGBM Gradient Boosting

Lasso Least Angle Regression LLAR Linear Model

Linear Regression LR Linear Model

MLP Regressor MLP Neural Network

Random Forest Regressor RF Random Forest

Ridge Regression RR Linear Model

TheilSen Regressor TR Tree Model

Extreme Gradient Boosting XGBOOST Gradient Boosting

Table 4. The 20 machine learning models used in this study.

https://doi.org/10.1038/s41597-025-04738-x


7Scientific Data |          (2025) 12:408  | https://doi.org/10.1038/s41597-025-04738-x

www.nature.com/scientificdatawww.nature.com/scientificdata/

Modelling methods. Figure 2 delineates the entire process of estimating soybean yield in China based on 
a stacking model. Initially, the collected data on soybean, climate, remote sensing, management, and soil were 
preprocessed through synthesized by growth stages, resampling, and masking according to growth regions. 
Subsequently, we evaluated the fitting performance of 20 machine learning models using climate, remote sensing, 
management, and soil data as predictor variables and municipal soybean yield as the response variable in each 
soybean production region. The five machine learning models with the best fitting performance were selected 
as base models. We then assessed the performance of 20 meta models in the stacking ensemble, selecting the 
best-performing meta model for each region. By further refining the number of base models and the combina-
tion of predictor variables, we enhanced the performance of the ensemble model. Ultimately, we established an 
ensemble model for estimating soybean yield in each region. The simulated rasterized soybean yield was used as 
a weight to spatially disaggregate the municipal-scale soybean yield, developing 1-km annual rasterized soybean 
yield maps for China. Finally, the results of this study, along with three commonly used datasets (EarthStat, 
MapSPAM, and GDHY), were then aggregated to the county-scale or extracted to the station-scale to be compre-
hensively validated using recorded data at county or station scales.

Data preprocessing. First, we standardized the temporal scale of the data to align accurately with the soybean 
growth cycle by synthesizing the data based on different growth periods. By applying the kriging interpolation 
method to station-scale data during the soybean growth period, we generated base maps for the sowing and 
harvesting months. Variables with available data within the growth period were synthesized accordingly, while 
variables with a temporal resolution of one year or less were not processed. Next, all remote sensing images were 
resampled to a spatial resolution of 1-km to standardize pixel sizes and positions. Finally, using the soybean 
planting area as a base map, all images were masked to extract data for the soybean planting area. All data were 
aggregated at the municipal- and county-scale, providing the data required for model training and evaluation. 
The final processed predictor variables in this study can be found in Table 3.

Machine learning models. To fully leverage the capabilities of machine learning models in monitoring soybean 
yield, we firstly adopted a machine learning library PyCaret 3.3.1 in Python, to compare the performance of 
20 machine learning models both as base models and meta models (Table 4). We tried a variety of machine 
learning models with the aim of screening out the better-performing ones, and the exact number of candidate 
models has little impact on the subsequent analysis. To ensure a fair comparison, all models were used with their 
default parameters (Table 5). Results showed that ETR and CATBOOST consistently exhibited outstanding 
performance across different regions (Fig. 5). In addition, XGBOOST, LGBM, and RF also showed excellent 
performance. In summary, ETR, CATBOOST, XGBOOST, LGBM, and RF were used as base models. Detailed 
information about these 5 models was shown in the following two paragraphs, while detailed information about 
the other models is not provided in this study due to space limitations.

CATBOOST68 is a machine learning model based on gradient boosting decision trees. This model can effec-
tively handle categorical features and minimize information loss. The ETR69 model constructs multiple deci-
sion trees and combines their results to produce final predictions. Unlike other models, ETR uses the entire 
training sample at each split point rather than a random sample, and it selects split points randomly rather than 

Model Model parameters

ADA base_estimator = None, n_estimators = 50, learning_rate = 1.0

ARD n_iter = 300, alpha_1 = 1e-6, alpha_2 = 1e-6, lambda_1 = 1e-6, lambda_2 = 1e-6

BR n_iter = 300, alpha_1 = 1e-6, alpha_2 = 1e-6, lambda_1 = 1e-6, lambda_2 = 1e-6

CATBOOST iterations = 1000, learning_rate = 0.03, depth = 6

DT max_depth = None, min_samples_split = 2, min_samples_leaf = 1

EN alpha = 1.0, l1_ratio = 0.5, max_iter = 1000

ETR n_estimators = 100, max_depth = None, max_features = ‘auto'

GBR n_estimators = 100, learning_rate = 0.1, max_depth = 3

HUBER epsilon = 1.35, max_iter = 100, alpha = 0.0001

KNN n_neighbors = 5, weights = ‘uniform’, algorithm = ‘auto'

KR alpha = 1, kernel = ‘linear’, gamma = None

LASSO alpha = 1.0, max_iter = 1000, selection = ‘cyclic'

LGBM num_leaves = 31, learning_rate = 0.1, n_estimators = 100

LLAR n_nonzero_coefs = 500, fit_intercept = True

LR fit_intercept = True, normalize = False

MLP hidden_layer_sizes = (100,), activation = ‘relu’, solver = ‘adam'

RF n_estimators = 100, max_depth = None, max_features = ‘auto'

RR alpha = 1.0, fit_intercept = True, normalize = False

TR max_iter = 300, fit_intercept = True

XGBOOST n_estimators = 100, learning_rate = 0.1, max_depth = 3

Table 5. Machine learning model parameters.
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optimally. Thus, this approach increases model diversity, reduces the risk of overfitting, and typically enhances 
prediction accuracy while speeding up the tree-building process due to its randomness.

XGBOOST70 is an efficient gradient boosting decision tree (GBDT) algorithm that employs various optimi-
zation techniques including approximate greedy algorithms, distributed computing, and caching to accelerate 
the training process. Consequently, XGBOOST has its advantage in superior accuracy and speed. LGBM71 is 
another GBDT algorithm that uses a histogram-based decision tree algorithm to discretize continuous features, 
significantly reducing memory consumption and computation time. RF72 is a popular machine learning model 
widely used for crop yield prediction. It generates prediction results by multiple decision trees and aggregates 
them through voting or averaging. Compared to a single decision tree, RF reduces overfitting and is more robust 
in handling high-dimensional and missing data.

Model stacking. Stacking is an ensemble learning algorithm that utilizes the output variables of multiple base 
models as feature variables to train a meta-model, which predicts the final target variable73. In stacking, the per-
formance of the ensemble model can be enhanced by selecting the base models and meta-model with the best 
evaluation results. To our knowledge, this algorithm has rarely been applied in studies on yield spatialization. 
Figure 3 illustrates the principle of the stacking model. In this study, a 5-fold cross-validation method was used 
to combine base models.

In the first layer, during the execution of each base model, 75% of the data is used as the training set, and 25% 
as the test set. The training set is then randomly divided into five parts. Each time, four parts are selected to train 
the model, and the remaining one part, along with the test set, is used for prediction. This process is repeated 
five times to obtain predictions for both the training and test sets. The predictions for the training set are stacked 
together to generate predictions consistent in length with the training set, while the test set predictions are aver-
aged to produce predictions consistent in length with the test set.

In the second layer, the predictions from the ith base models for the training set serve as input variables, and 
the training set serves as the response variable to train the meta-model. The test set predictions from the ith 
base models are used as input variables, and the predictions of the meta-model are compared with the actual 

Fig. 3 Schematic representation of the proposed 5-fold cross-validation based stacking model approach.
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test set to evaluate the performance of the stacking model. Since the number of base models can also affect the 
performance of the ensemble model, this study initially employs the five best-performing base models to select 
the most effective meta-model. Subsequently, the precision of ensemble models composed of different numbers 
of base models is compared to determine the optimal number of base models for constructing the soybean yield 
estimation ensemble model.

Spatial decomposition. After applying ensemble learning modeling, soybean yield was estimated for each pro-
duction region, resulting in rasterized soybean yield simulation maps. These maps were then used as weights to 
spatially disaggregate the municipal soybean yield statistics. First, the annual estimated soybean yield from 2001 
to 2020 were converted into spatial disaggregation weights wcti:
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Accuracy assessment. The results of this study, ChinaSoyYield1km74, along with three commonly used datasets 
(EarthStat, MapSPAM, and GDHY), were then aggregated to the county-scale or extracted to the station-scale 
to be comprehensively validated using recorded data at county or station scales. Specifically, we calculated the 
coefficient of determination (R²) and root mean square error (RMSE) between the recorded data and four data-
sets: EarthStat, MapSPAM, GDHY, and ChinaSoyYield1km. Both EarthStat and MapSPAM have a spatial reso-
lution of 10 km but only provide data for specific years. In contrast, GDHY contains data from 2001 to 2016, but 

Fig. 4 The Pearson correlation between soybean yield and predictor variables in different production regions. 
Note: c: climate variables; r: remote sensing variables; m: management variables; s: soil variables.
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with a spatial resolution of only 55 km. Therefore, this study enhances the credibility of accuracy assessment by 
conducting a comprehensive comparison with these three commonly used datasets. The coefficient of determi-
nation (R²) and root mean square error (RMSE) were given by the following equations:
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where n is the number of samples, Oi and Pi denote statistical and estimated soybean yield, respectively; corre-
spondingly, O  and P  represents the mean of statistical and estimated soybean yield. Generally, model’s perfor-
mance become more accurate as RMSE approaching to 0 and R2 approaching to 1.

Model fitting. Correlation analysis of all variables. Correlation analysis clearly illustrates whether there are 
significant relationships between each predictor variable and the target variable. Figure 4 shows the correlation 
between soybean yield and each predictor variable for each production region. Among all variables, climate vari-
ables show the strongest correlation with soybean yield. Specifically, Tmax and Tmin exhibit a strong positive cor-
relation with soybean yield in all three regions, indicating that soybean growth is highly sensitive to temperature.

Among the remote sensing variables, GOSIF and NPP display a strong positive correlation with soybean 
yield in NPR, while LSTd shows a strong positive correlation with soybean yield in HPR. In SPR, due to the 
warm and humid climate, the vegetation index is generally higher. However, soybean, compared to tall crops 
like corn or certain grains, have smaller leaf areas and thus lower vegetation indices, resulting in a strong neg-
ative correlation between NDVI and soybean yield. In comparison to other variables, management variables 
show a weaker correlation with soybean yield but exhibit distinct characteristics.

All management variables have a negative correlation with soybean yield in NPR, while they show a positive 
correlation in both HPR and SPR. The correlations of soil variables with soybean yield vary significantly across 
different regions. CEC_SOIL, CLAY, and OC exhibit a strong positive correlation with soybean yield in NPR 
but a negative correlation in HPR and SPR. Conversely, REF_BULK and pH show a strong negative correlation 
with soybean yield in NPR and a strong positive correlation in HPR and SPR.

In summary, these variables show a significant correlation with soybean yield across three production 
regions. Therefore, they can be utilized as predictor variables in subsequent soybean yield forecasting models. In 
addition, we did not consider the correlations among the predictor variables or the potential issue of multicol-
linearity. This is because we prioritize model accuracy over the interpretability of variable impacts, so we prefer 
to retain more information in our subsequent model construction.

Fig. 5 The average of model performance measurements (R2 and RMSE) with 20 machine learning models.
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Performance evaluation of individual models. We ran 20 machine learning models separately in the three soy-
bean production regions, evaluating their performance by comparing R² and RMSE, as shown in Fig. 5. The five 
best-performing models were ETR, CATBOOST, LGBM, RF, and XGBOOST. These models achieved R² values 
above 0.64 and RMSE values below 0.44 t/ha in all regions. Consequently, these five models were selected as the 
base models for subsequent meta-model selection.

Selection of meta-model in stacking. Meta-model plays a crucial role in stacking models by reducing bias among 
individual models and enhancing the generalization ability of the ensemble. We used the five best-performing 
models as base models and trained 20 meta-models separately in the three production regions. Figure 6 displays 
the top 10 meta-models with the best simulation performance for each soybean production region. Compared 
to individual base models, the stacking ensemble model achieved improved modeling accuracy in each soybean 
production region. CATBOOST performed the best as a meta-model in NPR, with R² improving to a maximum 
of 0.72 and RMSE decreasing to a minimum of 0.39 t/ha. Similarly, in HPR, CATBOOST also exhibited the best 
performance, with R² improving to a maximum of 0.75 and RMSE decreasing to a minimum of 0.31 t/ha. In 
SPR, however, ETR demonstrated the best performance as a meta-model, with R² improving to a maximum of 
0.73 and RMSE decreasing to a minimum of 0.38 t/ha. Therefore, we selected CATBOOST as the meta-model 
for constructing ensemble models in NPR and HPR, and ETR as the meta-model in SPR.

Selection of the number of base models. The results of the base models serve as the variables for the meta-model. 
Therefore, the number of base models can significantly impact the performance of the ensemble model. We used 
the meta-models to select the optimal number of base models for ensemble model performance in each of the 
three production regions. Figure 7 illustrates the performance of the meta-model when selecting the top 2 to 
top 10 base models for each soybean production region, showing different trends across regions. In comparison 
to fixing the number of base models at 5, in NPR, increasing the number of base models to 7 resulted in the 
meta-model achieving the highest performance improvement, with R² increasing from 0.7173 to 0.7197 and 
RMSE decreasing from 0.3942 to 0.3928. In HPR, the best performance of the meta-model was achieved with 5 
base models. In SPR, the optimal performance of the meta-model was observed with 2 base models, where R² 
improved from 0.7256 to 0.7320 and RMSE decreased from 0.3778 to 0.3732. Therefore, in this study, we selected 
the top 7, 5, and 2 models based on their performance as base models for NPR, HPR, and SPR, respectively.

Fig. 6 The top 10 meta-models with the best performance in terms of R² and RMSE in different soybean 
production regions.
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Predictor variables selection. Different combinations of predictor variables can affect the performance of 
machine learning models. While multidimensional variables may enhance performance, they can also lead to 

Fig. 7 The R² and RMSE of the ensemble model when selecting 2 to 10 base models.

Fig. 8 The ensemble learning fitting performance of different variable combinations in different soybean 
production regions. Note: c: climate variables; r: remote sensing variables; m: management variables; s: soil 
variables; cr: climate and remote sensing variables; cm: climate and management variables; cs: climate and soil 
variables; rm: remote sensing and management variables; rs: remote sensing and soil variables; ms: management 
and soil variables; crm: climate, remote sensing and management variables; crs: climate, remote sensing and soil 
variables; cms: climate, management and soil variables; rms: remote sensing, management and soil variables; 
crms: climate, remote sensing, management and soil variables.
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overfitting. We evaluated the performance of the meta-model across 15 different combinations of variables in 
Fig. 8, based on the optimal meta-models and base models. In NPR, the meta-model achieves optimal perfor-
mance when all four predictive variables are inputted. In HPR, the meta-model’s performance peaks when the 
input variable is rms, with R² improving from 0.7514 to 0.7684 and RMSE decreasing from 0.3120 to 0.3009. 
Similarly, in SPR, further performance enhancement is observed when the input variable is rs, with R² increasing 
from 0.7317 to 0.7458 and RMSE decreasing from 0.3732 to 0.3627. Therefore, in this study, we selected crsm, 
rms, and rs as the input variables for the ensemble model in NPR, HPR, and SPR, respectively. Finally, by select-
ing meta-models, base models, and input variables, we constructed soybean yield estimation ensemble models 
separately for the three production regions. Details are presented in Table 6.

Data Records
The derived yield dataset for ChinaSoyYield1km74 during 2001–2020 is available at https://doi.org/10.57760/
sciencedb.18390. The dataset is stored in GeoTiff format under the EPSG: 4326 (GCS_WGS_1984) spatial refer-
ence, with the unit of kg/ha. We did not use the unit of kg/ha as presented in this study because using the unit of 
kg/ha can reduce the data file size by half, making it more convenient for users to download and store. The maps 
can be visualized and analyzed using software such as ArcGIS, QGIS, or similar applications (Fig. 9).

Soybean Producing Regions Base Model Meta Model Use Variables

NPR

ETR
CATBOOST
LGBM
RF
XGBOOST
GBR
ADA

CATBOOST crms

HPR

ETR
CATBOOST
LGBM
RF
XGBOOST

CATBOOST rms

SPR ETR
CATBOOST ETR rs

Table 6. Basic parameters and used variables of the Stacking model for each production region.

Fig. 9 Visualization of the ChinaSoyYield1km dataset.
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Technical Validation
We compared four datasets, including the ChinaSoyYield1km, EarthStat, MapSPAM, and GDHY, with recorded 
yield data at both county and station scales (data not used in our model development process). Overall, both at 
the county and station scales, the soybean yield estimates in this study demonstrate higher accuracy compared 
to the three commonly used datasets.

We first aggregated the 2001–2020 ChinaSoyYield1km estimates and the EarthStat, MapSPAM, and GDHY 
rasterized yield estimates to the county scale and compared them with recorded data. Figure 10 shows the root 
mean square error (RMSE) between the ChinaSoyYield1km and recorded soybean yield. At the county scale, 

Fig. 10 The RMSE between the results of our stacking model and recorded data at the county scale.

Fig. 11 The RMSE and R2 between the recorded data at the county scale and the results of our stacking model as 
well as three existing rasterized yield datasets (EarthStat, MapSPAM, and GDHY).
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the RMSE between the results of this study and the recorded data is generally within the range of 3.90 t/ha. In 
over 90% of the regions, the RMSE for soybean yield is within 2.10 t/ha, with only a few counties having RMSE 
outside the reasonable range, indicating the high accuracy of the soybean yield data generated in this study.

Figure 11 presents the R² and RMSE for four datasets, each compared to the recorded data. Due to the tem-
poral resolution limitations of the EarthStat and MapSPAM data, comparisons could only be made for specific 
years. It can be seen that in 2005 and 2010 (Fig. 11a and b), the R² values for our dataset were over 0.50, and 
when compared to GDHY (Fig. 11c), they were also above 0.50 in most years. This indicates that our resulting 
dataset captures over 50% of the yield variability at the county scale, demonstrating superior accuracy compared 
to publicly available datasets. The RMSE results also illustrate the same fact. The RMSE of our dataset compared 
to the county-scale recorded data was lower than that of existing datasets in all years, with reductions ranging 
from 0.18 to 0.60 t/ha.

We extracted the station-specific yield estimates from the ChinaSoyYield1km dataset, as well as from the 
EarthStat, MapSPAM, and GDHY datasets, and compared them with station-recorded data. Figure 12 shows 
that the R² between the results of this study and the station-recorded data is 0.30, with an RMSE of 0.67 t/ha. 
The station-recorded data mainly range between 1.50–3.00 t/ha, within which the soybean yield estimates 
from this study show high consistency with the station-recorded data. Figure 13 compares the RMSE of the 
deviations between the estimated yield from the four datasets and the station-recorded yield. The data from 
this study show the smallest deviations, all within 2.00 t/ha, whereas the deviations for MapSPAM and GDHY 
exceed 3.00 t/ha. The average and peak deviations of the data from this study are closest to 0 t/ha when com-
pared to station-recorded yield. Although EarthStat shows fewer extreme values, its average deviation from 
station-recorded yield is the largest. Due to its lower spatial resolution, GDHY shows relatively lower accuracy 
at the station scale and contains numerous extreme values. The RMSE between the results of this study and the 
station-recorded yield is 0.67 t/ha, which is smaller than the RMSE of other raster yield datasets when compared 
to station-recorded data.

Usage Notes
advantages of ChinaSoyYield1km. This study has generated a 1-km rasterized soybean yield dataset 
for China. To our knowledge, previous research has produced distribution maps of major soybean production 
areas in China, but these maps were at lower spatial resolutions. High-resolution yield datasets offer more precise 
spatial information on crop production, enabling rapid monitoring and analysis of large agricultural regions. 
This, in turn, facilitates the timely implementation of appropriate measures to enhance agricultural productivity.

This study has generated an annual soybean yield dataset for China spanning the period from 2001 to 2020. 
Understanding the long-term trends in soybean production over the past two decades is highly significant. 
Analyzing these temporal dynamics can assist agricultural decision-makers, researchers, and policymakers in 
comprehending the changing patterns of soybean yield. This understanding can inform the development of agri-
cultural policies, resource allocation strategies, and management practices aimed at enhancing the efficiency and 
stability of soybean production. Ultimately, these efforts contribute to better meeting food demand.

Limitations of ChinaSoyYield1km. The data used in this study, including remote sensing, climate, man-
agement, and soil data, are subject to uncertainties. During data preprocessing, all data were resampled to a 1-km 
resolution. Additionally, not all areas within each 1 km × 1 km grid may be planted with soybeans; in some cases, 

Fig. 12 The comparison between station recorded soybean yield and the results of our stacking model.
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only a small portion of the land within the grid may be cultivated with soybeans. These issues may lead to some 
loss of surface information and introduce uncertainties in yield estimation. However, the purpose of yield spatial-
ization is to inform potential data users about the expected yield level if soybeans are planted within a grid. Since 
the study is conducted at a 1-km resolution, the uncertainties arising from the aforementioned issues should 
be tolerable. Moreover, we believe that as higher-resolution planting area and environmental variable datasets 
become available in the future, such uncertainties will continue to decrease. Future research could benefit from 
using higher accuracy and resolution soybean planting area data, such as the 10-meter spatial resolution dataset75, 
or carry out experiments to quantify the uncertainty caused by input data. This would enhance the precision of 
analyses and improve the reliability of yield estimations.

The uncertainty in statistical data is acknowledged in this study. The source and statistical methodologies for 
municipal-scale soybean yield used in modeling, as well as county-scale soybean yield used in model accuracy 
assessment, differ. While these data are collected and compiled by professional institutions, discrepancies in data 
collection methods, definitions, and classifications can introduce uncertainties in statistical data. It is important 
to recognize these potential sources of uncertainty when interpreting and applying statistical findings in agri-
cultural research and policymaking.

The selection of predictor variables in this study lacks granularity. Variables were chosen based on four broad 
categories: remote sensing, climate, management, and soil, without considering finer subdivisions within each 
category. This approach may overlook the potential influence of specific sub-variables that could significantly 
impact soybean yield modeling. Sub-variables within these categories might not have been included in the 
model if their parent categories were filtered out during selection, thereby reducing the estimation accuracy 
of the models. Moreover, the precision of the models could also benefit from better predictor variables, such 
as vegetation indices like EVI (enhanced vegetation index) and GCVI (green chlorophyll vegetation index), 
or indices refined according to crop phenological stages. Future analyses could selectively screen individual 
sub-variables within each category, introduce new predictor variables, or attempt new spatialization approaches 
(e.g., state-of-the-art deep learning), to enhance model precision.

Code availability
All source scripts used for model calibration, validation, data visualization and generation are publicly available 
on GitHub at https://github.com/PuyuFeng/ChinaSoyYield1km.git. Please be so kind to contact the authors for 
more detailed information.
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