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ABSTRACT
Background/objective: Artificial intelligence (AI) is embedded in healthcare education and practice. Pre-service training on AI
technologies allows health professionals to identify the best use of AI. This systematic review explores health students’/academics’
perception of using AI in their practice. The authors aimed to identify any gaps in the health curriculum related to AI training
that may need to be addressed.
Methods: Medline (EBSCO), Web of Science, CINAHL (EBSCO), ERIC, Google Scholar, and Scopus were searched using key
terms including health students, health academics, AI, and higher education. Quantitative and qualitative studies published in
the last seven years were reviewed. JBI SUMARI was used to facilitate study selection, data extraction, and quality assessment of
included articles. Thematic and descriptive data analyses were used to retrieve data. This systematic review has been registered in
PROSPERO (CRD42023448005).
Results:Twelve studies, including seven quantitative and fivemixed-method studies, provided novel insights into health students’
perceptions of using AI in health education or practice. Quantitative findings reported significant variations in attitudes and
literacy levels regarding AI across different disciplines and demographics. Senior students and those with doctoral degrees
exhibited more favourable outlooks compared with their less experienced counterparts (p < 0.001). Students intending to pursue
careers in research demonstrated greater optimism towardsAI adoption than those planning towork in clinical practice (p<0.001).
A review of qualitative data, particularly on nursing discipline, revealed four themes, including limited AI literacy, replacement of
health specialties with AI vs. providing support, optimism vs. cautiousness about using AI in practice, and ethical concerns. Only
one study explored health academics’ experiences with AI in education, highlighting a gap in the current literature. This is while
that students consistently agreed that universities are the best setting for learning about AI technologies in healthcare highlighting
the need for embedding AI training into the health curricula to prepare future healthcare professionals.
Conclusion and implications for nursing/health policy: This systematic review recommends embedding AI training in
health curriculum, offering direction for health education providers and curriculum developers responsible for preparing next-
generation healthcare professionals, particularly nurses. Ethical considerations and the future role of AI in healthcare practice
remain central concerns to be addressed in both curriculum development and future research. Further research is required to
address the implication and cost-effectiveness of embedding AI training into health curricula.
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1 Introduction

Artificial intelligence (AI) refers to the field of science and
engineering focused on creating intelligent machines that use
algorithms or predefined rules to replicate human cognitive
functions, such as learning and problem-solving (Xu et al. 2021).
The role of generative AI, like the use of large language models
or image synthesis tools in the field of health education, has
been discussed in the literature (Safranek et al. 2023; Abd-Alrazaq
et al. 2023). Healthcare applications, such as clinical decision
support systems, are another concept that should be evaluated.
In everyday health practice, AI-enabled systems can improve the
accuracy of diagnosis, reliability of data analysis, efficiency of care
planning, and consistency of treatment activities for a wide range
of diseases (Lee and Yoon 2021; Esmaeilzadeh 2020). In addition,
AI-based technologies have the potential to benefit the healthcare
system by providing the best quality patient care, saving time and
resources, reducing workload, improving staffing, augmenting
roles, and even predicting the risk of diseases (Ahuja 2019).
However, there are concerns that benefits may be overstated, and
risks underplayed owing to a misunderstanding of AI learning
systems (Babic et al. 2021).

The benefits and challenges arising from the rapid uptake of
these technologies have important implications for health pro-
fessionals (Ali et al. 2023). As AI technologies continue to gain
prominencewithin clinical settings, higher education institutions
are acknowledging the imperative to prepare health students
with requisite skills and knowledge for the effective utilisation
of AI tools (Knopp et al. 2023). In response, higher education
institutions are formulating curricula that embed core AI con-
cepts and tools across diverse health disciplines (Xu et al. 2024;
Jackson et al. 2024). This encompasses a thorough understanding
of machine learning, data analytics, and the ethical implications
associated with the deployment of AI tools in healthcare settings.
Furthermore, several institutions, such as the Duke Institute for
Health Innovation and Stanford University, are at the forefront
of initiatives that seamlessly integrate AI into health education
(Paranjape et al. 2019; Weidener and Fischer 2024). These efforts
are realised through collaborative projects, specialised course-
work and hands-on experiences with AI technologies, all geared
towards enhancing healthcare services delivery and fostering
innovation.

Preparation for professional practice and practice readiness,
among other key graduate attributes, are predictors of a success-
ful transition to professional practice. However, the first year
of professional practice is already challenging for new health
professionals with multiple learning priorities (Murray-Parahi
2020) who may not be motivated enough or have the available
time to learn new skills once in the workforce. Therefore, higher
education curricula or pre-service training is the most likely and
appropriate phase of professional education to embed knowl-
edge of AI-based technologies relevant to specific disciplines.
Knowledge of AI technologies will allow health professionals
to understand their use and critically examine the benefits
and risks before beginning their careers (Meskó and Görög
2020). The integration of AI technologies in health education
creates a diverse landscape, with significant differences across
disciplines based on their unique needs and challenges (Bajwa

et al. 2021). As the sector evolves with technology, it is essential to
adopt tailored educational approaches to equip future healthcare
professionals with the skills to effectively use AI in their fields
(Lambert et al. 2023). This focus not only aims to improve patient-
health outcomes but also addresses the ethical implications of
implementing these transformative technologies.

Previous research into AI in health education and practice
has focused on educational outcomes (Feigerlova et al. 2025),
the use of generative AI in student assessment, and student
perceptions of using AI (González-Calatayud et al. 2021). There is
limited research focusing on the comparative insights of students’
and academics’ knowledge, perceptions, and experiences of AI
integration in education and clinical practice. This systematic
review aims to provide a unique insight into health students’ and
academics’ knowledge, experiences, and perceptions of using AI-
based technologies in education and clinical practice. By doing
so, it aims to offer valuable insights from students and academics
that will be valuable to inform future policies and educational
strategies. This review will also identify any gaps in the health
curriculum specific to AI training.

2 Materials and methods

2.1 Protocol and Registration

The protocol of this systematic review has been registered in
PROSPERO (CRD42023448005). To uphold precise and trans-
parent reporting, the research followed the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines (Sarkis-Onofre et al. 2021).

The focus of this review was exclusively on studies that present
the experiences of health students and academics in using AI-
based technologies to obtain a tertiary degree. The current
systematic review defines health students and academics as
individuals who study or teach in a health discipline but are
not limited to nursing, midwifery, medicine, pharmacology,
radiology, or physiotherapy in a tertiary education institute like
a university or college.

2.2 Search Strategy

An initial MEDLINE (EBSCO) search string usingMeSH and key
terms was conducted in consultation with a research librarian
(Table 1). Four key terms for this systematic review were health
students, health academics, AI, and higher education. The search
strings were applied to Medline (EBSCO), Web of Science,
CINAHL (EBSCO), ERIC, Google Scholar, and Scopus databases.
The reference lists of included studies were searched to identify
additional related studies. The search was limited to studies
published since 2017 and English language. The last seven years
were selected because the literature shows a significant growth
of 43% in the application of AI-based technologies in higher
education since 2017 (Zawacki-Richter et al. 2019).

The full search was undertaken in September 2024.
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TABLE 1 Search conducted in September 2024.

# Searches
Records
retrieved

S1 (MH ‘Students, Nursing’) 30,488
S2 (MH ‘Students, Health Occupations’) 3,360
S3 (MH ‘Education, Health’) 34,690
S4 (MH ‘Education, Health, Graduate’) 8,404
S5 (MH ‘Education, Health, Associate’) 1,779
S6 (MH ‘Education, Health,

Baccalaureate’)
21,259

S7 (MH ‘Faculty+’) 39,771
S8 AB (Student*(nurs* OR medic*)) OR TI

(Student*(nurs* OR medic*))
95,460

S9 AB (Nurs* educat*(graduat* OR
associat* OR baccalaureate)) OR TI
(Nurs* educat*(graduat* OR associat*

OR baccalaureate))

2,509

S10 AB (Faculty (nurs* OR health OR
medic* OR pharmacy OR dent*)) OR
TI (Faculty (nurs* OR health OR
medic* OR pharmacy OR dent*))

27,751

S11 S1 OR S2 OR S3 OR S4 OR S5 OR S6 OR
S7 OR S8 OR S9 OR S10

195,900

S12 (MH ‘Artificial Intelligence’) 38,825
S13 AB (artificial intelligence OR AI OR

A.I.) OR TI (artificial intelligence OR
AI OR A.I.)

42,904

S14 AB AI-based technolog* OR TI
AI-based technolog*

122

S15 S12 OR S13 OR S14 74,386
S16 (MH ‘Universities’) 52,378
S17 (MH ‘Education’) 21,520
S18 AB (Universit* OR college* OR higher

education OR tertiary education) OR
TI (Universit* OR college* OR higher
education OR tertiary education)

639,209

S19 S16 OR S17 OR S18 672,277
S20 S11 AND S15 AND S19 107
S21 S11 AND S15 AND S19

(Limiters—English,
Date of publication: 2017–2024)

75

2.3 Eligibility Criteria and Study Selection

Studies of qualitative, quantitative, and mixed-method design
that examined experiences and perspectives of health stu-
dents and academics using AI-based technologies were selected
for review. Interventional research and non-original research,
including reviews, policies, and guidelines, were excluded, as
this review aims to synthesise current literature on students’
and academics’ perceptions rather than to seek to understand
the effectiveness of AI or review institutional decision-making.

Studies that are related to using AI-based technologies in schools,
interventions, and training programmes to examine the impact
of the technologies were excluded from the analysis phase. This
approach has been adopted to mitigate potential biases stemming
from expert opinions, interventions, or training programmes
supported by AI-based technology supporters.

Articles retrieved from electronic databases were downloaded
and stored in Joanna Briggs Institute (JBI) SUMARI (Adelaide,
Australia) (Munn et al. 2019). The Endnote program was used
to eliminate duplicated publications. JBI SUMARI was used to
facilitate study selection, data extraction, and quality assessment
of the included articles. JBI SUMARI was used due to its
reputation for quality appraisal of health-related research and for
providing a systematic and structured approach to evaluating and
synthesising research (Munn et al. 2019).

A decision tree was used as a methodological guide for the
research team to ensure consistency and transparency in includ-
ing or excluding articles and minimise bias risk. Two reviewers
screened the titles and abstracts of the articles independently
regarding inclusion and exclusion criteria for this review. Any
disagreement was reviewed by the third reviewer and resolved
through a team discussion. After completing the title/abstract
screening phase, three reviewers conducted full-text screening
against the inclusion and exclusion criteria using the decision
tree. The decisions upon inclusion or exclusion of the articles
were entered in an Excel spreadsheet. In case of discrepancies,
the first author reviewed the articles and resolved disagreements
through discussionswith the reviewers. The selection processwas
documented with a PRISMA flow chart (Figure 1).

2.4 Quality Assessment and Data Extraction

JBI quality assessment tools, including analytical cross-sectional
study and qualitative research tools, were used to appraise and
determine the risk of bias in the included articles. Two reviewers
independently appraised all articles. After conducting a thorough
quality assessment, 10 out of 12 articles were evaluated as having
a low risk of bias in research methodology, and two articles were
determined as having a moderate risk of bias. All articles were
retained in the review due to the recognition that even lower-
quality articles contribute significant insights into AI-based
technologies in health education and practice (see Table 2).

Articles were divided between the reviewers for data extraction,
and the first author conducted an independent data extraction of
all included articles. For consistency and increasing relevance of
the extracted data, the reviewers used the JBI template, which
included title, author/s, year, country, aim, research design,
participants’ characteristics, and main findings.

2.5 Data Analysis

2.5.1 Qualitative Data

A thematic analysis was used to identify codes and generate
themes and sub-themes from qualitative data (Clarke and Braun
2017). The included records for full-text analysis were divided
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FIGURE 1 PRISMA 2020 flow diagram for new systematic reviews.

between the reviewers for coding and creating preliminary
themes and sub-themes. The first author conducted an indepen-
dent analysis of all records. The codes, statements, and themes
were entered into a spreadsheet for further team discussion and
agreement. A meta-aggregative synthesis approach in the JBI
SUMARIwas applied to pool the qualitative data (Lockwood et al.
2015). Through this approach, relevant qualitative data were sum-
marised and combined to demonstrate a collective meaning. All
unclear and doubtful findings were excluded from the synthesis
or solved through a discussion between all reviewers.

2.5.2 Quantitative Data

Descriptive data analysis was undertaken to retrieve data about
the various types of AI-based technologies that are used by
students and academics in health education and practice. The
analysis also sought to determine to what extent AI-based
technologies are being used.

3 Results

The systematic search of the six databases and manual searching
identified 5,029 articles, with 1,185 articles remaining after dupli-

cations removal in the Endnote. After removing records from
conferences, seminars, and forums (n = 56), 1,129 records were
imported to JBI SUMARI for screening. Upon screening titles
and abstracts of the articles, 62 articles remained for full-text
screening, of which 12 articles met the review criteria for analysis
(Figure 1). Out of 12 included articles, 7 studies were quantitative
and 5 were mixed-methods studies (Table 2).

3.1 Characteristics of Included Studies and
Participants

Twelve studies, including seven quantitative and five mixed-
method designs, were reviewed in the current study. The articles
included a variety of health disciplines in higher education such
as nursing, midwifery, medicine, dentistry, allied health, and
psychology in different countries.

Out of 32 university settings and one hospital, 4,666 participants
were included in the current study, including 4,655 students
and 11 university teachers. Among the university students, 4,474
were undergraduate students, 37 were master’s students, and 144
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were medical residents practising their clinical education in a
hospital setting. Countries of study are Jordan, Spain, Croatia,
Saudi Arabia, Kuwait, Canada, Turkiye, Qatar, Germany, and
Switzerland.

3.2 Quantitative Descriptive Data

In a study byTeng et al. (2022) onhealthcare studentswho entered
an entry-to-practice programme in Canada, the authors found a
positive attitude towards using AI-based technologies in health
education and practice with no significant difference between
different ages, genders, or regions of study. However, years of
study anddegree of education significantly impacted participants’
attitudes (Teng et al. 2022). For instance, students in the first
year of their studies had fewer positive outlooks towards AI-
based technologies than advanced students (p < 0.001). Students
who had completed high school only had fewer positive attitudes
towards AI-based technologies compared with those who already
completed a tertiary degree (p = 0.001) or had a PhD degree
(p = 0.004). Participants who intended to pursue a research or
business career postgraduation were more positive towards using
AI technologies in education compared with those willing to
work in the clinical field (p < 0.001) (Teng et al. 2022).

Level of literacy about AI technologies among the health students
was examined in the reviewed studies. Aydinlar et al. (2024)
conducted a survey study in a health faculty in Turkiye and
reported lowerAI literacy and familiaritywith newhealth-related
technologies among nursing students compared with those from
biomedical engineering, and medicine disciplines. This is while
94% of nursing and midwifery students did not receive any AI
education in their programme in a study in Turkiye (Erciyas
et al. 2024). Similarly, Teng and colleagues (2022) explored and
identified gaps in the knowledge that Canadian health students
have regarding AI and captured how health students in different
fields differ in their knowledge and perspectives onAI (Teng et al.
2022). In contrast, Abou Hashish and Alnajjar (2024) reported
good knowledge of and positive attitudes towards AI technologies
among female nursing students in Saudi Arabia. Jordanian
medical students in a study by Al Saad et al. (2022) reported
a level of familiarity with AI technologies but not adequate to
work confidently with AI in clinical practice. Consistent with
findings from a study in Saudi Arabia on pharmacy students
(Syed et al. 2023), Jordanianmedical students believed AI literacy
can improve their clinical performance when they commence
their real practice (Al Saad et al. 2022). In the study by Teng
et al. (2022) in Canada on a variety of health students, half of
the respondents acknowledged low literacy of AI technologies
(1107/2167, 51.08%) or incorrect knowledge of it (676/2167, 31.2%)
while they strongly believed that AI technology would affect their
careers within the coming decade. Pharmacy students in Saudi
Arabia perceived AI-based technologies as helpful in reducing
errors in medical practice (75.1%), increasing patients’ access to
healthcare services (63%), facilitating healthcare providers’ access
to information (77%), and increasing making accurate care plans
and decisions (82.8%) (Syed et al. 2023).

In six out of 12 studies with quantitative content, respondents
regardless of their health disciplines believed that university is
the best place for learning about health-related AI technologies

(p < 0.001) (Teng et al. 2022; Blease et al. 2021; Dumić-Čule et al.
2020; Buabbas et al. 2023; Syed et al. 2023; Al Saad et al. 2022)
and presented students identified ways that AI literacy may be
incorporated into the health curriculum.

Those who had some knowledge about AI through taking private
lessons out of university believed that incorporating AI courses
into their curricula would improve the learning process and
prepare students for more confidence in their clinical practice
(Buabbas et al. 2023). Students in these studies were willing to
have AI courses in their curriculum, however, ethical implica-
tions of using AI in healthcare practice was a significant concern
of some respondents (p < 0.001) (Teng et al. 2022; Syed et al.
2023; Moldt et al. 2023; Aydinlar et al 2024). Medical students
in Saudi Arabia and medical and midwifery students in Canada
expressed their concerns about the violation of confidentiality
and humanistic aspects of their profession when using AI
technologies in healthcare. Therefore, they requested having AI
courses integrated in their curricula along with ethics training
(Teng et al. 2022; Syed et al. 2023).

Replacement of the health professions with AI-based technolo-
gies was another concern raised by some respondents in the
reviewed studies (Buabbas et al. 2023; Al Saad et al. 2022). While
more than half of the respondents in both studies (68% and 69%,
p < 0.05) agreed that some health specialties will be replaced by
AI in the future, they disagreed with the statement that AI will
replace physicians’ role (78% and 65%) (Buabbas et al. 2023; Al
Saad et al. 2022). This finding is in line with the belief of 83% of
medical students in Germany who did not express any concern of
being replaced by AI in the future (Moldt et al. 2023).

Among the 12 included studies only one article addressed health
academics’ experience of using AI-based technologies in health
education. All lecturers (n = 11) reported using AI-based tech-
nologies to facilitate active learning through designing lecture
contents and executing class activities (Aparicio et al. 2018).

3.3 Qualitative Findings

In this review, five studies encompassed qualitative data. Four
of them sought experiences and perceptions of health students
regardingAI-based technologies in health education andpractice,
of which one included 37 clinical psychology students enrolled
in a two-year masters’ programme at the Swiss University, one
included 12 medical students in Germany, one included 476
health students in Turkiye, and the other one included 2,167
entries to practicemedical and nursing, and allied health students
inCanada.One study presented 11 biomedical andhealth sciences
teachers’ opinions regarding the benefits of using AI-based
technologies in teaching. Analysis of the qualitative data revealed
four main themes that highlight the most common insights of
using AI in education, clinical practice, and learning perceived
by health students and academics.

3.4 Limited AI Literacy

A limited understanding of the concept of AI and its application
in health education and clinical practice was obvious in the
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included articles. A review of the responses of the students
showed most respondents did not have basic knowledge about
AI-based technologies, although they were willing to be trained
while in the university (Teng et al. 2022; Blease et al. 2021;
Aydinlar et al. 2024).

I have not learnt much of AI and how it can be used in
nursing, this survey has sparked my interest, and it is
something I am going to read up on. (Nursing student)

In addition to their interest to learn about AI and its application
in health education, they were also keen to understand how AI
will help them with their clinical practice either as a part of their
education programme or in their future professional practice
(Teng et al. 2022; Blease et al. 2021).

I think AI may play a large role in training future
clinicians, but not in clinical work or practice. (Speech
language pathology student)

While somemedicine students expressed their concerns over hav-
ing AI training integrated into their intensive curriculum, other
students expressed their disappointment with the AI training
missing in their high degree programme (Teng et al. 2022).

It scaresme thatMD students/healthcare professionals
on top of everything else will one day have to learn
AI, this is similar to learning statistics to be able to
do research properly. It is simply not our field and
expertise, and it stresses me out. (Medicine student)

I always hear about it, but I don’t see a lot of
opportunities to learn about it. (Pharmacy student)

3.5 Replacement of Health Specialties With AI
vs Providing Support

There were some concerns about the development of AI-based
technologies raised by students from various disciplines. The
literature shows that students, particularly those who intended
to work in a clinical field in the future, were worried about
being replaced by AI-based technologies. They expressed their
concerns in two ways. One is about limited job opportunities
for health specialties in the future due to the development
of AI-based technologies. The second is about patient–health
professional relationship (Teng et al. 2022; Blease et al. 2021). For
example, a midwifery student stated, ‘It does not have a place
in midwifery, you cannot teach empathy and comfort measures
for a woman in labour’. Some psychology students were also
doubtful about AI competency to replace health professions
considering the patient–clinician relationship as the core feature
of psychotherapy (Blease et al. 2021).

But I think the key in psychotherapy is the relationship
between the patient and therapist. [It’s] a work [which]
is only effective when patients feel and experience
real contact to the therapist a human being. I cannot

imagine that AI can substitute us rather I think [it’ll]
be a support-tool for us. (Psychology student)

However, in the same study, other students believed that usingAI-
based technologies could save the practitioners time and improve
patient–practitioner relationship in clinical practice. ‘I rather
believe that it would help psychologists to have enough time in
order to build good relationships with their clients’. Similarly,
medical students in Germany highlighted the importance of
AI in easing administrative tasks and developing health-related
research. However, they believe that the technical implementa-
tion of AI is currently limited and requires development (Moldt
et al. 2023).

3.6 Optimism vs Cautiousness About Use of AI
in Health Education and Practice

Medical students in a study by Moldt et al. (2023) in Germany
expressed their optimism towards using AI as a therapy tool that
reduces barriers like the shyness of patients about disclosing their
personal information. However, it was thought that the use of AI
may deteriorate patient–doctor interaction.

Medicine,midwifery, and socialwork students frequently showed
their positiveness regarding the use of AI-based technologies in
their clinical practice (Teng et al. 2022). ‘[AI] will greatly improve
the practice of medicine to bemore efficient and reliable’ and ‘[it]
could prevent mistakes and increase efficiency’ and ‘It may be
inevitable for AI to be involved in my field to some degree in the
future.’ (Medical and Midwifery students)

Other students from the same health disciplines agreed on the
usefulness of AI in health practice; however, they believed that
the usage must be cautious.

‘If it helps patient outcomes, I’m in’ and ‘If AI is used
for enhancement of the field rather than replacement
of skilled workers then my comfort increases, however
I am apprehensive of the potential misuse of the
technology and the risk of job loss to physicians’.
(Medicine student)

Similar to medicine and midwifery students, a nursing student
stated their cautiousness with using AI in their practice; ‘I think
it can have great impacts but still need to be monitored for safety’.
(Teng et al. 2022)

3.7 Ethical Concerns in Using AI in Health
Education and Practice

While studies reflected on a generalwillingness of health students
and academics to use AI in their education and clinical practice,
some ethical considerations must be in place. For instance,
despite the high intention of nursing students towards AI, they
still were worried about the patients’ right and risk of their
identity disclosure by use of AI. ‘AI can pose huge confidentiality
issues for patient healthcare records’.
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Psychology students also expressed their concern about the
disclosure of patients’ informationwhen using AI in their clinical
practice; ‘Of course, security and data protection are a crucial issue
in the field of AI especially when it comes to sensitive information
like mental health’ (Blease et al. 2021).

3.8 Curriculum Development

This review found a shared sentiment of intention to integrate AI
training into the health programme curricula. Considering the
significant impacts of using AI-based technologies on different
health professions including but not limited to providing quality
patient care, saving time and resources, reducing workload,
improving staffing and augmenting roles (Ahuja 2019), intro-
ducing AI courses to health curriculum would be beneficial.
Healthcare students from various disciplines like nursing, mid-
wifery,medicine, psychology, and allied health believed that early
exposure to AI training in university is an important step to
facilitate and ease the use of health-related technologies in the
graduates’ future careers (Blease et al. 2021; Teng et al. 2022; Syed
et al., 2023).

Interestingly, even those who opposed the development of AI in
their practical fields (235/2167, 10.84%), agreed on the importance
of having health graduates trained in AI-based technologies.
However, the authors did not clarify the reason for this intention
(Teng et al. 2022).

Radiology residents (89%) overwhelmingly believed that AI train-
ing must be mandatory in medical curricula due to its dynamic
nature and being affected by ongoing technological innovations
(Dumić-Čule et al. 2020).

From the academic perspective, biomedical lecturers in a study in
Spain expressed their satisfaction with using intelligent systems
such as BioAnnote, CLEiM, andMedCMap in the development of
active learning for health students from bilingual backgrounds.
Some positive aspects of using the systems were usefulness as a
medical glossary, usefulness as an assessment system, bilingual
aid to teachers, and being reliable (Aparicio et al. 2018). The
lecturers found the systems useful; however, they were not
familiar with the AI-related terms and were not aware of using
the intelligent systems in their teaching methods. However, they
realised that they were using AI-based technologies in teaching
after the researchers defined and clarified the terms. They agreed
to use AI-based technologies in health higher education and
integrate themas amandatory part of the curricula (Aparicio et al.
2018).

4 Discussion

This systematic review revealed the implications of AI-based
technologies in clinical practice. Considering the focus of this
review on the perception of health professionals or emerging
health professionals of using AI in their clinical practice during
study or after completion of their course of study, articles
that addressed generative AI like ChatGPT were excluded from
this review. The qualitative findings supported the quantitative
findings, and both showed that health students believed that they

lack AI literacy, which raises the need to learn about AI (Teng
et al. 2022; Blease et al. 2021; Al Saad et al. 2022).

Postgraduate university students and PhD degrees shared a
common concern about not being trained and prepared for using
the technologies in their clinical placements and clinical practice
after graduation (Teng et al. 2022; Blease et al. 2021). The studies
revealed a need for having a comprehensive AI education in
health science programmes, like other courses like computer-
based and engineering sciences (Abichandani et al. 2023). A
study on radiology residents by Hu et al. (2023) revealed that AI
training workshops significantly improved the knowledge and
confidence of the participants about using AI in their clinical
practice. Consistent with six studies included in this review, the
participants expressed their intention to continue AI education
and have the training to be part of the radiology residency
curriculum (Hu et al. 2023). However, medicine students in the
Teng et al. 2022) study expressed apprehension regarding the
additional burden that acquiring AI knowledge might impose
on them, particularly due to time constraints and the demands
of their existing workload or studies. This reveals a complex
balance between recognising the importance of AI literacy and
the practical challenges students face in integrating such learning
into their already busy academic schedules. Similarly, Wood et al.
(2021) reported degrees of concern regarding the integration of
AI education into medical curricula due to time restrictions in
delivering the training over the whole course of the study. These
concerns should be considered to examine the effectiveness of
having AI education as an intra-curricula programme as well as
the willingness of health students and academics to integrate AI
education into the curriculum for different health disciplines.
This review found that students exhibit divergent perspectives
on the use of AI in clinical settings. Some are enthusiastic about
its implementation, expressing optimism about its potential to
preventmistakes and enhance efficiency (Teng et al. 2022). On the
contrary, another group of students voiced apprehension about
the adoption of AI, citing concerns related to potential negative
impacts on employment and sociological aspects (Buabbas et al.
2023; Al Saad et al. 2022). These sentiments might stem from a
limited comprehension of AI, but they should not be dismissed
outright. In contrast to the findings of this review, Groeneveld
et al. (2024) did not suggest any concern about nurses being
replaced by AI-based technology. Instead, they suggested a novel
idea of ‘new digital colleague’ that complements nurses’ human
qualities and integrates into nurses’ workflow. On the other
hand, the study presented some potential risks of integrating
AI in nursing practice as decreasing nurse–patient contact, poor
patient empowerment, and lack of transparencywhich alignwith
the current review and other literature. It is crucial to conduct
additional research to delve into and address these concernsmore
comprehensively (Sit et al. 2020; Groeneveld et al. 2024).

The findings of the current review demonstrate that health
students are concerned about ethical issues related to using AI in
the clinical space. This is more related to patients’ confidentiality
and data management and storage (Teng et al. 2022; Syed
et al. 2023). Students expressed concern about the protection of
sensitive mental health data, particularly for vulnerable patients
(Blease et al. 2021). Robust data encryption and access con-
trol mechanisms should be implemented, and clear guidelines
and protocols for handling sensitive data must be established
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to underscore the importance of privacy (Farhud and Zokaei
2021). Ethics training should be integrated into the curriculum
for health students and professionals, specifically addressing
the unique ethical challenges associated with AI in clinical
settings. Ongoing education ensures that individuals are kept
informed about evolving ethical standards and best practices in
the dynamic landscape of AI in healthcare (Kooli and Al Muftah
2022).

In addition, Teng et al. (2022) identified that students’ self-
rated understanding of the ethical implications of AI differed by
profession with students studying physiotherapy and dentistry
having a greater awareness than students in medicine, nursing,
and midwifery. Education should be provided to health students
regarding their professional ethical obligations and consider
these when using AI-based technologies. Registered healthcare
practitioners are bound by professional codes and principles to
adhere to, which vary by profession. One such example is nurses
are bound by the ICN code of ethics (International Council
of Nurses 2021). This code outlines a nurse’s obligations in
relation to ethical principles such as maintaining the privacy
and confidentiality of people in their care (International Council
of Nurses 2021). Further research into the curriculum design of
some healthcare courses could identify any gaps in knowledge
when considering ethical principles and the use of AI in health
practice.

Pilot studies have shown positive outcomes of AI integration
in medical training programmes, including the perception of
impact, increased efficiency, and reduced clinician workload
(Banerjee et al. 2021). AI chatbots have become popular in cur-
riculum design, providing feedback in a scalable way (Neumann
et al. 2021), while AI-supported mentors provide immediate and
democratised access to expert guidance butmay raise ethical chal-
lenges including privacy and confidentiality (Köbis and Mehner
2021). This highlights that there needs to be more stringent
regulatory controls and education around ethical concerns of
using AI-based technologies in healthcare in the curriculum.
Also, discussion around the regulatory frameworks related to the
use of AI-based technologies would be beneficial according to the
health legislation of each state or country (Pesapane et al. 2021).

In this review, only one study reflected directly on academics’
perception of using AI-based technologies in health higher
education (Aparicio et al. 2018). Considering the importance of
AI in teaching and learning development, the study empha-
sised the integration of AI training into the curriculum. The
adoption of AI in curriculum development in health teach-
ing and learning has the potential to revolutionise education
by providing personalised and dynamic learning experiences
(Pedro et al. 2019). The integration of AI into tertiary health
education presents a dual landscape of advantages and draw-
backs. On the positive side, AI can enhance the curriculum
by providing personalised learning experiences, and tailoring
content to individual student needs and learning styles (Dave
and Patel 2023). AI algorithms can analyse data on student
performance to identify gaps in knowledge and suggest targeted
interventions. Additionally, AI can assist in keeping curricu-
lum content up to date by continuously monitoring advance-
ments in health education and recommending relevant updates
(Cardona et al. 2023).

While interest, development, and potential for AI in profes-
sional health education and practice continue, evidence of
measurable education and clinical outcomes is limited and lacks
methodological rigour (Joshi et al. 2025; Feigerlova et al. 2025).
Cost-effectiveness analyses and sustainability are also important
metrics. Data scaling and sampling, training data quality, and
algorithm selection could help reduce computational costs and
improve the efficiency of AI training programmes (Kim et al.
2021).

5 Conclusion and Implications for Nursing and
Health Policy

Findings of the current systematic review and discussion around
the findings revealed a gap in health education when considering
AI-based technologies. This study recommends embedding AI
training programmes in the health curriculum, offering direction
for health educators, and curriculum developers responsible for
preparing next-generation healthcare professionals, in partic-
ular nursing graduates. The training should empower health
students with confidence about AI-based technology concepts,
implications, challenges, and ethical considerations.

In addition, this systematic review found a gap in the literature
regarding research about AI education in health-related courses.
Since there is a scarcity of studies addressing AI training in health
education in terms of its implication and cost-effectiveness,
further qualitative and quantitative research must be conducted
on both health students and academics.
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