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Abstract

As a vast amount of text appears everywhere, including natural scene, web pages and

videos, text becomes very important information for different applications. Extracting text

information from images and video frames is the first step of applying them to a specific

application and this task is completed by a text information extraction (TIE) system. TIE

consists of text detection, text binarisation and text recognition. For different applications

or projects, one or more of these three TIE components may be embedded. Although many

efforts have been made to extract text from images and videos, this problem is far from

being solved due to the difficulties existing in different scenarios. This thesis focuses on

the research of text detection and text binarisation.

For the work on text detection in born-digital images, a new scheme for coarse text

detection and a texture-based feature for fine text detection are proposed. In the coarse

detection step, a novel scheme based on Maximum Gradient Difference (MGD) response

of text lines is proposed. MGD values are classified into multiple clusters by a clustering

algorithm to create multiple layer images. Then, the text line candidates are detected in dif-

ferent layer images. An SVM classifier trained by a novel texture-based feature is utilized

to filter out the non-text regions. The superiority of the proposed feature is demonstrated

by comparing with other features for text/non-text classification capability.
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Abstract 2

Another algorithm is designed for detecting texts from natural scene images. Maxi-

mally Stable Extremal Regions (MSERs) as character candidates are classified into charac-

ter MSERs and non-character MSERs based on geometry-based, stroke-based, HOG-based

and colour-based features. Two types of misclassified character MSERs are retrieved by

two different schemes respectively. A false alarm elimination step is performed for increas-

ing the text detection precision and the bootstrap strategy is used to enhance the power of

suppressing false positives. Both promising recall rate and precision rate are achieved.

In the aspect of text binarisation research, the combination of the selected colour chan-

nel image and graph-based technique are explored firstly. The colour channel image with

the histogram having the biggest distance, estimated by mean-shift procedure, between the

two main peaks is selected before the graph model is constructed. Then, Normalised cut

is employed on the graph to get the binarisation result. For circumventing the drawbacks

of the grayscale-based method, a colour-based text binarisation method is proposed. A

modified Connected Component (CC)-based validation measurement and a new objective

segmentation evaluation criterion are applied as sequential processing. The experimental

results show the effectiveness of our text binarisation algorithms.



Chapter 1

Introduction

1.1 Applications of Text Information Extraction (TIE) Re-

search

Text, as a carrier of presenting languages, appears at every corner of the world. The sub-

titles of a movie (Figure 1.1(a)) make audience easier to understand the contents and can

translate the original dialogues into understandable text. The scoreboard (Figure 1.1(b))

illustrated in a live soccer match can let the fans know the performance of the two teams.

The digital images (Figure 1.1(c)) on the home page of a website always show some textual

information to attract the attention of an internet surfer. The prices on a flyer (Figure 1.1(d))

bring an impressive idea of what will be on sale in a supermarket. The text on the body of a

product (Figure 1.1(e)) tells the expiry date. Traffic signs (Figure 1.1(f)) provide important

directions to pedestrians for the purpose of safety. Letters and Arabic numbers on a vehicle

license plate (Figure 1.1(g)) gives the unique identification of the vehicle.

Text information extraction is the terminology representing the process that extracts text

contents from still images and image sequences, and then turn them into machine-editable

text. A complete text information extraction (TIE) system includes the following three

3
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Figure 1.1: Text examples.
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Figure 1.2: Three Steps of the TIE System.

components as illustrated in Figure 1.2: text detection, text binarisation and text recogni-

tion. Text detection is used to detect whether text contents appear in images, locate the

positions of the text and find the areas of text using bounding boxes. Text binarisation

is used to produce the binary version of the located sub-images containing text. Image

enhancement is necessary when the extracted sub-images do not meet the requirement of

quality before being sent for recognition. Text recognition is the process of turning the

binarised and enhanced text contents into machine-editable text using an optical character

recognition (OCR) system. As a summary, the final target of a TIE system is to automati-

cally “read” text in images and video streams. Text information extraction (TIE) systems

can be applied to many practical applications to convert text in acquired digital images into

machine-editable text. Some TIE applications are listed as below.

• License plate recognition (LPR) [11]. This technology has been applied in intelligent

transportation systems worldwide since the license plate is the exclusive identity of
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a vehicle. An intelligent transportation system embedded with LPR can be used for

highway toll collection and city traffic analysis. It can also be used to retrieve stolen

vehicles and enforce traffic rules.

• Content-based text information retrieval in multimedia. Content-based multimedia

information retrieval (CBMIR) [12] refers to searching for information based on the

actual contents of images or frames in video clips rather than keywords or tags. When

CBMIR is applied to text information retrieval, the images having desired text infor-

mation can be retrieved from database.

• Movie shot classification [13]. Motion is an important feature in the research of shot

classification [14, 15]. If text appears in video frames, it becomes a disturbance and

degrades the performance of shot classification algorithms. Text information can be

detected by a TIE system and be removed by image restoration methods [16].

• Robot vision. As a component of robot’s vision, the ability of reading text informa-

tion in a real world environment is essential to guide the actions of a robot [17, 18].

• Support systems for visually impaired people. People with blindness or visual im-

pairment can know how to use the home appliances by resorting to a TIE system [19]

and “read” their instructions [20].

• Advanced driver assistance system (ADAS) [21]. Road sign recognition integrated

in an ADAS can warn the driver when his/her vehicle exceeds the speed limit and

can indicate overtaking restrictions.
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1.2 Existing Methods of Text Detection and Binarisation

In this section, the existing framework text detection and for text binarisation are discussed

with emphases on basic strategies. The detailed technical issues are discussed in Chapter

2.

1.2.1 Framework of Text Detection

Based on the initial assumptions of the text regions, there are two schemes as reported in

the literature for text detection: the bottom-up scheme and the top-down scheme.

Bottom-up Scheme

This scheme considers a text region as a combination of multiple individual characters.

Each character is a connected component [19, 22–26]. Firstly, all of the possible character

candidates are extracted by blob detection techniques [27], such as Maximally Stable Ex-

tremal Regions (MSER) [28]. Secondly, non-character connected components are filtered

out by setting constraints on structure properties. A grouping step is performed to group

the characters belonging to the same text line together to form text candidates. Finally, a

text candidate verification step will be used to eliminate non-text regions. This scheme is

suitable for images having high resolution since their text is clear and has high contrast

against local background areas. The typical text samples of this kind can be seen in the

dataset in ICDAR Competition of Reading Text in Scene Images [2, 29, 30].

Top-down Scheme

This scheme treats each text region as an integral area [31–37]. An image is first processed

using image processing techniques, such as an edge detector to extract possible clues of
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text regions. Then, these clues are merged to form candidate text regions, which may

be further refined if necessary. Lastly, the candidate text regions are verified by heuristic

rules or trained classifiers. This scheme shows good performance for detecting texts in

relatively low resolution images. Local text regions have obvious differences from the non-

text regions in terms of edge distribution and intensity variance. Note that video text [31,33]

detection algorithms mainly fall into this category.

1.2.2 Framework of Text Binarisation

The goal of text binarisation is to separate the pixels in a detected text image into fore-

ground (text) and background. Edge information has been commonly used for text binari-

sation due to the inherent feature of text stroke. The edge contour can be filled in the inner

side [10] or can be further explored to decide the text colour [38]. Based on the observation

that the colour of characters in a text line is constant, clustering methods are applied to the

colour text image and the cluster of text is left as the final binarisation result [9, 39]. As

a special case of image binarisation, text binarisation also benefits from graph models that

have been successfully used for image segmentation. Pixels are treated as nodes in a graph

model at the first stage and a binarised version can be obtained following the graph-based

image segmentation procedures [40].

1.3 Unsolved Problems

Although many text detection and binarisation algorithms have been reported, there are

still several problems unsolved. When considering specific text detection and binarisation

applications, there is not a single general algorithm that can be applied to all types of texts.
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Typical characteristics of video text, digital-born text and natural scene text are basically

different. For example, many existing video text detection methods can obtain very high

precision rates and recall rates, however, they cannot be directly performed to detect natu-

ral scene text since the accuracy is much lower. This is the reason that different property

assumptions are preset in the very beginning of creating a new method. If the correspond-

ing assumptions cannot reveal the properties of the type of text, satisfactory performance

cannot be achieved. The unsolved problems on text detection and text binarisation can be

summarised into the following sub-problems:

Problem 1 for text detection: As text is the key research object in this research, ex-

ploiting the intrinsic characteristics of text in digitalised form is the main concern. These

text characteristics should be discriminative from those of complex background near text

regions. A high recall rate of text detection is sought.

Problem 2 for text detection: Apart from a high recall rate, a high precision rate is an-

other factor to embody the overall effectiveness of a text detection algorithm. To what

extent text differs from non-text is the most important issue in the fine detection stage. Al-

though many features and heuristic rules have been studied to verify candidate text lines

after coarse detection, more descriptive features for text should be investigated to filter out

false alarms.

Problem 1 for text binarisation: The only purpose of text binarisation is to separate the

pixels in a text image into two classes, one for text and one for background. Many local and

global gray level thresholding methods can handle this ideally. Nevertheless, text images

may be degraded by lighting and local complex background. More deliberate gray level

image processing of text binarisation is necessary to overcome the degradation.

Problem 2 for text binarisation: Usually, the colour of text pixels in a text image is
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dominant compared with the colours in the background. How to make a good use of this

observation and suppress the influence of the colour distribution of background is critical

when binarising text from an image.

1.4 Research Objectives

In order to overcome the problems on text detection and text binarisation as listed in Section

1.3, the research work in this thesis aims to develop accurate and robust text detection and

text binarisation algorithms. The text detection task is divided into two steps: the coarse

detection and the fine detection. The objective of the coarse detection research is to increase

the recall rate and the objective of the fine detection research is to improve the precision

rate. In the text binarisation work, both gray level and colour information are considered.

The proposed methods alleviate detrimental influence of lighting and local background to

produce binarised text images with better quality.

1.5 Author’s Contributions in This Thesis

By investigating the existing text information extraction systems, this thesis aims to develop

effective text detection and text binarisation methods. The contributions of this thesis and

the approach steps are outlined below.

• A multiple layer image scheme based on Maximum Gradient Difference (MGD)

values is proposed for detecting text lines with low and high contrast.

• Two new texture-based features are adopted for text/non-text classification to elimi-

nate non-text regions while keeping true text regions.
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• A classifier based on geometry-based, stroke-based, HOG-based and colour-based

features is trained for character/non-character MSER classification.

• Two strategies are proposed to retrieve the misclassified character MSERs to increase

algorithm performance.

• A channel gray image selection scheme is developed to find the channel image hav-

ing the biggest difference between foreground pixels and background pixels for text

binarisation.

• A graph-cut method is applied to separate the selected channel image into foreground

and background.

• A modified CC-based validation method is used to extract text areas after clustering.

• An objective segmentation evaluation method is proposed to determine the final text

binarisation result from the two binarised text images.

1.6 Thesis Structure Overview

The thesis consists of six chapters. Chapter 1 presents the framework of text information

extraction system and lists the existing problems in text detection and text binarisation.

In Chapter 2, a comprehensive literature review on text detection and text binarisation is

reported. Chapter 3 presents the proposed born-digital text detection method and demon-

strate experimental results. In Chapter 4, an algorithm of natural scene text detection is

given and is tested on a benchmark dataset. In Chapter 5, a text binarisation algorithm

based on channel image selection and a CC-based text binarisation algorithm are presented
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and their effectiveness are shown. In Chapter 6, the work in this thesis is concluded and the

future work is discussed.



Chapter 2

Review of Some Related Work

In Chapter 1, a brief introduction is given of existing methods for text detection and text

binarisation. In this chapter, detailed information of the existing work for text detection

and text binarisation is provided. The reviewed approaches are classified in accordance

with different characteristics of text used in the literatures. Particularly, two manners of

text/non-text regions classification for text detection are introduced.

Text binarisation algorithms classify the pixels of an image into two groups, namely,

text pixels and background pixels and image segmentation algorithms partition an image

into multiple pixel groups. In this sense, text binarisation is a special case of image segmen-

tation. So, image segmentation techniques can be applied to text binarisation by reducing

the number of classified pixel groups to two. Since graph-based approaches are quite effec-

tive methods for image segmentation, this thesis also explore the potential of graph-based

image segmentation methods for solving the text binarisation problems. Hence, different

types of graph-based image segmentation techniques are also discussed in the second half

part of this chapter.

13
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2.1 State-of-the-art Text Detection and Binarisation Meth-

ods

The focus of this section is to introduce the existing text detection and text binarisation

methods. Text detection methods can be classified into edge-based, texture-based, colour-

based and stroke-based methods. Text binarisation methods can be classified into edge-

based, colour-based, stroke-based and graph-based methods.

2.1.1 Existing Text Detection Methods

A text detection algorithm usually consists of coarse detection and fine detection steps.

Coarse detection is to conduct several basic image processing techniques to highlight text

areas against background. Text candidate regions are the output of coarse detection step.

These candidate regions usually contain too many false alarms. Therefore, a fine detection

procedure is needed to remove those non-text candidates. Machine learning techniques and

heuristic rules are commonly used for fine detection. According to the specific character-

istics of text exploited in publications, text detection algorithms can be categorised into

edge-based, texture-based, colour-based and stroke-based methods.

Edge-based Methods

Edge-based methods produce binary edge maps from input images first. Then, after the

morphological dilation and erosion operations, connected components (CCs) are gener-

ated from the binary images. Prior knowledge of text regions is considered for further

analysis in order to generate candidate regions. Similar methods have been utilised in

the work of Jung, Liu & Kim [41] and Pan, Bui & Suen [42]. Classical edge detectors,
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such as Canny operator and Difference of Gaussian have also appeared in the literature.

Jung, Liu & Kim [41] analysed each CC using horizontal and vertical axis projection pro-

files. Pan, Bui & Suen [42] labeled each connected component as text or non-text at pixel

level and connected component level. A sparsity test using an over-complete dictionary,

which was trained using the K-SVD algorithm, was the core of the labeling process. Shen

et al. [43] grouped edges using a bottom-up hierarchy of more complex features. This

approach stemmed from work on object-specific figure-ground segregation and was imple-

mented using a “data-driven” graphical model. The top-level features (sticks and boxes)

were used to construct the graphical model to detect the text regions.

Texture-based Methods

Texture-based methods are similar to edge-based methods. The main difference is that

texture-based methods compute texture features of images first, rather than just producing

the edges. Text regions usually have sharp changes of colour or intensity. In the work of

Silapachote et al. [44], an image was firstly divided into square patches. Based on the as-

sumption that text signs should belong to some generic class of textures, text signs were de-

tected using local colour and texture features to classify image regions based on a discrim-

inatively trained conditional maximum entropy model. In contrast to general texture-based

methods, Zhu et al. [45] used the texture feature derived from text strokes. This detec-

tion method consists of three steps. They started with multiresolution processing through

a single-level 2D Haar wavelet transformation. Then, thresholding and labeling were per-

formed, which facilitated the utilisation of co-occurrence matrix to describe texture from

strokes. Finally, the detection of candidate text region using texture features from strokes

was done. A hybrid method of two heuristic algorithms was proposed by Kim et al. [46]



Chapter 2. Review of Related Work 16

based on image intensity analysis. A Gray-level Information Analysis (GIA) method and

Split and a Merge Analysis (SMA) method were proposed separately. The GIA system

processed the input colour image by several preprocessing steps where image binarisation,

and long line and noise removal were performed, before the extraction of candidate text

region. In the SMA system, after the processes of split, merge and size restriction and

dilation, the candidate text regions were extracted. The final text candidate regions were

obtained by combining GIA and SMA.

Colour-based Method

By assuming that the colors of text and background in most of the road signs distribute

homogeneously, the colour information grasps more and more attention. In the algorithm

proposed by Ye et al. [47], the candidate text region was located by grouping text pix-

els through image segmentation and region layout analysis. A generalized learning vector

quantization (GLVQ) algorithm was employed to group pixels of similar color into the same

cluster in LUV colour space in image segmentation stage. After that, a spatial layouts anal-

ysis procedure was used to obtain candidate text lines. In Park and Park’s method [48],

clustering-based natural scene segmentation was firstly considered based on the histogram

of hue and intensity components separately. Each candidate text region was normalised us-

ing nearest neighbor interpolation. The input wavelet feature vectors for the neural network

were directly extracted from 64×64 normalised text regions. Kim and Kim [49] made use

of colour information in another form. According to the observation that there existed tran-

sient colours between inserted text and its adjacent background due to colour bleeding, a

transition map was produced which was utilised as an indicator for the overlay text region.

Candidate text regions were extracted by a reshaping method and the overlay text regions
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were determined based on the occurrence of overlay text in each candidate.

Stroke-based Methods

Stroke is an intrinsic feature of text and its potential has been greatly explored in recent

years. Local constraint and global constraint were used by Jung et al. [34] and Liu et

al. [50] to define a sub-image of text. Local constraint was where many stroke-like struc-

tures were found in the sub-image, while global constraint was where these stroke-like

structures had specific spatial distributions. A stroke filter was designed based on local

region analysis, and spatial-similarity CCA was used to locate the text candidates. In the

method of Subramanian et al. [51], the proposed system was a bottom-up approach and

used a line-scan-based approach to find interesting areas having text-like properties. Two

well-known features of text, approximately constant stroke width and local contrast, were

exploited, and a fast, simple and effective algorithm was developed to detect character

strokes for detecting text in further steps. In [25], Epshtein et al. proposed Stroke Width

Transform (SWT) to employ the constant width of strokes in characters. A set of rules were

utilised to group the characters with similar stroke width into a word. Character energy was

defined in [52] based on the gradient direction of each stroke edge point and the distance

between two mutually corresponding stroke edges. Character strokes normally have double

edge of opposite gradient direction and this feature was explored in Liu et al.’s work [53].

Stroke-like edges were extracted to eliminate the impact of the non-stroke edges and a

stroke-like edge operator was applied in a local neighbourhood of edges to seek possible

parallel edges.
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2.1.2 Region Classification

There are two cases of text/non-text region classification: coarse-to-fine framework and

scanning window framework. In the first case, candidate text regions are generated after

the image processing using edge, texture, colour or stroke features of text. Due to the

unavailability of the general characteristics of background, many non-text regions may be

deemed as candidate text regions. At this stage, a further refinement procedure is neces-

sary to alleviate the non-text while keeping the text. In the second case, text regions are

estimated by directly performing region classification in the original image.

Candidate Region-based Methods

After the input image is decomposed into a set of connected components or regions, the ex-

traction problem is converted into a classification problem. Heuristics-based and classifier-

based methods are two typical methods. In heuristics-based methods, whether a candidate

region is kept as a text region or is filtered out as a non-text region is decided by empirical

rules. In the method presented by Pan et al. [42], only those short “lines” having more

than 80 percent of the edge points labeled as text were kept. Hanif et al. [54] used three

empirical rules to verify the localised text regions as connected components. In the last

step, all verified components were clustered together by applying the defined connected

component rules. Classifier-based methods normally select certain features from candidate

regions, and then feed these features into the trained classifier to do classification. In Jung

et al.’s [41] approach, the classifier fusion of N-gray (normalised gray intensity) and CGV

(constant gradient variance) were performed to verify text candidate, and then text line

refinement based on the SVM output score, colour distribution and prior geometric knowl-

edge was used to generate the final results. In the same way, wavelet coefficient histogram
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features and colour variance features were extracted to represent text and SVM was used

as the classifier [47].

Scanning Window-based Methods

Different from the candidate region-based methods, the candidate regions are gained by

exhaustive scan. These methods scan the whole image or a frame with a size-fixed window

and predict the probability of being text of a region inside the window. Classifiers based on

Boosting and SVM are applied to the vision related object detection systems.

Jung et al. [34] used a 15×15 sliding window to generate several samples. The SVM

output scores of these samples are averaged. If the average is larger than a predefined

threshold, the whole text line is regarded as a text line. Frome et al. [55] trained an SVM-

based sliding window detector for localising license plates and human faces in large-scale

images. A neural network-based post-processor was proposed to remove as many false

positives as possible and keep almost all the true positives at the same time.

In recent years, the AdaBoost algorithm has been widely investigated and performed for

text localisation task with selective choices of features. In Chen et al.’s work [56,57], statis-

tical analysis was utilised to select the informative features of text to discriminate between

text and non-text, and a cascade of 4 strong classifiers containing 79 features, which in-

cluded statistics, gradient-related and edge features, was obtained after training. By using

both global statistical features and local haar-like features, Zhang et al. [58] used global

statistical features and local haar-like features together to make a classifier invariant to

brightness, colour, size and position of the license plates. In Hanif et al.’s [54, 59] method,

a standard window was of 32×32 pixels or its integer multiples. Mean Difference Fea-

ture (MDF), Standard Deviation (SD) and Histogram of oriented Gradients (HOG) were
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extracted from text segments as three different types of features. A cascade AdaBoost

classifier [60] was built up by connecting several AdaBoost strong classifiers in the text

detection phase. The candidate feature pool was formed by using the histogram of oriented

gradient (HOG) and multi-scale local binary pattern (msLBP) features. For text locali-

sation, a window grouping method integrating text line competition analysis was used to

generate text lines.

Apart from classifier-based method, clustering analysis [61] and transformation thresh-

old [62] were also used to localise text regions. These two methods need to make trans-

formation to original images first, and then wavelet features and DCT-based features were

used for classification.

2.1.3 Existing Text Binarisation Methods

Before being sent to an OCR system, localised text regions need to be extracted from the

image and converted into binary images. The processing results of text extraction highly

affect the text recognition rate, so various methods on text extraction have been proposed

under the efforts of researchers. Text binarisation can be edge-based, colour-based, stroke-

based and graph-based methods.

Edge-based Methods

Edge-based methods usually make use of the edge information of the character strokes in a

text in order to extract the text in subsequent processing steps. Kasar et al. [63] performed

an edge-based connected component analysis and estimated the threshold for each edge

connected component based on foreground and the background pixels. In [38], the union

of edge information on R, G and B channel was used to generate an edge image. The
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representative colours in CIE L*a*b* space were obtained along the normal directions

of the edge contour. These representative colours served as the initialisation of K-means

clustering. In each colour cluster, connected component labelling was utilised and several

constraints were defined to remove the non-text components. The final binarisation for each

component was achieved by the threshold estimation similar to that in [63]. In the work

of Yu et al. [64], an improved version of double-edge model based on the method in [65]

was proposed to extract character strokes between the predefined minimum and maximum

stroke widths. In [66], a stroke edge filter was devised to get the edge information of

character strokes. The stroke edges were identified by a two-threshold scheme and the

stroke colour was further estimated by inner pixels between edge pairs. The segmentation

result was obtained by combining the binary stroke edges and strokes with four heuristic

rules. Firstly, the edge of text was detected in [10] to get the text boundary. Secondly, the

pixels inside the text boundary were selected with a low/high threshold as the seeds for the

modified flood filling algorithm. Lastly, the false edges were removed by a morphological

opening operation. However, the edge information could not be correctly achieved for the

texts with uneven lighting or highlight, so the segmentation result was not good and it in

turn resulted in recognition failure.

Colour-based Methods

Colour-based methods assume that the characters of text have the same colour information

and are different from that of the background. In [67], the colour plane with the maximum

breadth of histogram among Cyan/Magenta/Yellow colour space was chosen for adaptive

single-character image segmentation. In [68], binarisation was performed on an optimally

selected colour axis, on which it had the largest inter-class separability in the RGB colour
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space. Thillou et al. [69] pointed out that the selection of clustering distances was the main

problem of the degraded natural text segmentation after investigating several colour spaces

for clustering. With the combination of Euclidean Distance and Cosine Similarity [9], the

pixels of each natural scene text image were clustered into three categories: textual fore-

ground, background and noise. The final segmentation result was achieved after the imple-

mentation of Log-Gabor filters. Song et al. [70] performed colour reduction and clustering

using the Euclidean distance to reduce the number of colours and processing time. Each

colour cluster was treated as a colour plane, and each colour plane was classified into text,

background, noise or text edges. In the work of Mancas-Thillou et al. [71], the Euclidean

distance and the Cosine similarity were used for K-mean clustering. Log-Gabor filters were

chosen to combine colour and spatial information to segment characters properly. Based

on the observation that the hue value of chromatic pixels changed less than the lightness

value under shadows and uneven lighting condition, Yao et al. [72] classified text regions

into three types: gray text region, chromatic text region, gray and chromatic mixture text

region. Segmentation algorithms based on hue, hue and lightness, and lightness were per-

formed respectively for the three types of text regions respectively. Colour-based methods

describe the chromaticity differences between text and background which can be used for

segmentation.

Stroke-based Methods

Stroke-based methods search the stroke-like structures in text images using a stroke filter.

Considering strokes as intrinsic text characteristics in [73,74], a stroke filter was designed

to get the response of text strokes. After the text colour polarity was determined, a local

region growing procedure was performed to refine the binarised stroke response map. This
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approach mainly makes use of the transitional colour between the strokes and the adjacent

background in embedded video text images. Unfortunately, this approach may not work

for scene text as there is usually no transitional colour between scene text characters and

the adjacent background.

Graph-based Methods

Graph theory is such an active theory that it is commonly used in different research fields

and text segmentation is not an exception either. Li et al. [75] utilised graph theory to

handle multi-polarity (multi colours or intensities in the same line) text segmentation. In

this model, a colour image was firstly converted into its intensity map, and then it was

represented with an undirected weighted graph by treating pixel groups at various gray

levels as nodes. Weights of edges linking these nodes were defined as correlations of these

pixel groups. Each intensity map could be effectively split into several single-polarity text

images with continuous gray levels. These single-polarity images with texts were selected

by a trained SVM classifier. After post-processing stage using seed fill algorithm, hue

histogram analysis and connected components analysis, the binary text image of a colour

image was generated. In Mishra et al.’s work [40], the Markov Random Field (MRF) based

graph model was constructed for binarising natural scene text images. Image pixels were

represented as nodes in a MRF and a new energy function was introduced. A Gaussian

Mixture Model was used in this energy function. The energy function was minimised by

an iterative graph cut strategy to find the optimal binarisation.
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2.2 Recent Advances on Graph-based Image Segmenta-

tion Techniques

Image segmentation techniques using graph theory have become a thriving research area

in computer vision community in recent years. This chapter mainly focuses on the most

up-to-date research achievements in graph-based image segmentation published in top jour-

nals and conferences in computer vision community. The representative graph-based image

segmentation methods included in this chapter are classified into five categories: minimum-

cut/maximum-flow model (called graph-cut in some literatures), random walk model, mini-

mum spanning tree model, normalised cut model and isoperimetric graph partitioning. The

basic rationales of these models are presented and the image segmentation methods based

on these graph-based models are discussed as the main concern of this section. Several per-

formance evaluation methods for image segmentation are given. Some public databases for

testing image segmentation algorithms are introduced and the future work on graph-based

image segmentation is discussed at the end of this section.

2.2.1 Introduction to Image Segmentation

In computer vision applications, image segmentation is to separate an image into several

regions, of which each has certain properties in terms of predefined rules. These regions

can represent objects, parts of an object, or background. The aim of image segmentation is

to find the regions of interest (ROI) in an image according to a particular application.

As a very important technique in computer vision, image segmentation has been found

in a wide variety of practical applications, such as medical image processing, satellite image

analysis, biometric recognition (e.g. human face recognition, fingerprint recognition and
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palm recognition), traffic control systems (e.g. vehicle number plate recognition, vehicle

counting), digital photo editing, robotic vision and so on. Image segmentation approaches

include clustering methods [76], compression-based methods [77], histogram-based meth-

ods [78], edge detection methods [79], region growing methods [80], partial differential

equation-based methods [81], graph-based methods [82], watershed transformation meth-

ods [83] and so on. Among these image segmentation methods, the graph-based approach

has attracted many attentions and become one of the most thriving research areas in com-

puter vision in recent years. Meanwhile, many high quality papers on graph-based image

segmentation techniques have been published in top journals and conferences in the field

of image processing and computer vision. This chapter intends to gather the information

on the most up-to-date graph-based image segmentation research together and gives a clear

overview of research work on this topic.

The remaining parts of this section are arranged as follows. Firstly, mathematical

knowledge of graph theory is given. We then present the five most representative graph-

based models used for image segmentation and classify them into two major groups based

on whether interactions of users are involved. Then, methods used for evaluating seg-

mentation performance are discussed. Some benchmark image segmentation datasets are

introduced. Conclusions are given in the end.

2.2.2 Background

Mathematically, a graph G = (V,E) is composed of a set of nodes (or vertices) V and a set

of edges E. An edge e ∈ E is the connection of two nodes vi ∈ V and vj ∈ V . There are

two types of edges: undirected edge and directed edge. An undirected edge is an unordered

pair of nodes e{vi,vj}. A directed edge is an ordered pair of nodes e{vi,vj}, in which vi is
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Figure 2.1: The categorization of graph-based image segmentation techniques

called the starting node and vj is called the ending node. The weight of an edge is a value

assigned to the edge, which describes the relationship between the two nodes.

In graph-based image segmentation models, a node can be a pixel, a set of pixels with

common characteristics, a super pixel, or a feature vector of the pixel. The edge weight w

is defined to describe the similarity or dissimilarity of two nodes connected by it according

to the specific application.

The categorisation of graph-based image segmentation techniques can be seen from

Figure 2.1. Following this structure, the image segmentation techniques based on the five

models will be discussed one by one. The relative graph theory knowledge will be pre-

sented first followed with the detailed content of different techniques. Meanwhile, the

above mathematical notations of graph, node and edge are used in the following content.

2.2.3 Supervised Graph-Based Image Segmentation Methods

Supervised segmentation methods involve the interactions of users, such as marking some

pixels for object and background or drawing a rectangle which embracing the whole object

to be segmented. This kind of segmentation methods can obtain the desired foreground and

background. Among the five reviewed models, the minimum-cut/maximum flow model and
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the random walk model are used for supervised image segmentation.

Minimum cut/maximum-flow Models

In minimum-cut/maximum flow (also called graph cut) image segmentation model, an im-

age is represented by an undirected graph G = (V,E). Two special additional terminals

are included in the graph, and they are usually called the source (object terminal), denoted

by s, and the sink (background terminal), denoted by t, as shown in Figure 2.2. Let P and

N denote a set of pixels in an image and a set of all unordered pairs {v1, v2} of neighbor-

ing pixels in P respectively. Let A = (A1, · · · , Ap, · · · , A|p|) denote a binary vector of

which each component is a label Ap assigned to a pixel p representing either object (“obj”

in abbreviation) or background (“bkg” in abbreviation). The binary vector A records a

segmentation result. Among all of the possible segmentations, the optimal segmentation is

found by incorporating soft constraints and hard constraints. The soft constraints are the

boundary and regional properties of segmentation A described by the cost function

E(A) = λ ·R(A) +B(A) (2.2.1)

where

R(A) =
∑
p∈P

Rp(Ap) (2.2.2)

B(A) =
∑

(p,q)∈N
B(p,q) · δ(Ap, Aq) (2.2.3)

and

δ(Ap, Aq) =

⎧⎨
⎩1 ifAp �= Aq

0 otherwise.
(2.2.4)



Chapter 2. Review of Related Work 28

In 2.2.1, R(A) and B(A) are usually called the regional term (or data term) and the

boundary term (or smoothness term) respectively. λ is a non-negative scalar to adjust the

trade-off of importance between the regional and boundary terms. In 2.2.2, Rp(Ap) denotes

the penalty for assigning Ap to pixel p. In 2.2.3, B{p,q} denotes the penalty for discontinuity

between p and q. The hard constraints are some restrictions imposed by user interaction.

In interactive segmentation method, one popular constraint is that some pixels are marked

as “obj”and some pixels are marked as “bkg”by a user:

∀p ∈ O,Ap = “obj′′, ∀p ∈ B,Ap = “bkg′′. (2.2.5)

where O and B represent the sets of pixels marked as “obj”and “bkg”respectively. At the

meantime, O ⊂ P and B ⊂ P such that O ∩ B = ∅.

Following the hard constraints, the remaining unmarked pixels are assigned to “obj”

or “bkg” during the optimal segmentation Aoptimal. Aoptimal globally minimises the cost

function in 2.2.1 among all of the possible “obj/bkg” segmentations of the given image.

The minimum cut Coptimal is a subset of E which bi-partitions the graph corresponding to

Aoptimal. As a theoretical support, the existence of an optimal segmentation defined by the

minimum cut that minimizes the cost function 2.2.1 among all segmentations satisfying

the hard constraints in 2.2.5 has been proven in [82]. A concise presentation of the min-

cut/max-flow model is shown in Figure 2.2. Figure 2.3 gives a segmentation example based

on the graph model constructed in Figure 2.2.

Based on the original min-cut/max-flow algorithm, some researches focus on modi-

fication for the purpose of obtaining improved algorithms with better segmentation per-

formances. In [3], a new min-cut/max-flow algorithm was developed and its efficiency
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Figure 2.2: (a) The illustration of constructed min-cut/max-flow model. (b) A cut on the

constructed graph. (courtesy of [3]).

(a) (b)

Figure 2.3: (a) Original image. (b) The segmentation result of minimum cut. (courtesy of

[3]).
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was compared with three standard algorithms belonging to Goldbery-Tarjan style “push-

relabel” methods and Ford-Fulkerson style “augmenting paths”. Based on augmenting

paths, the new algorithm built two search trees starting from the source and the sink. The

algorithm iteratively repeated the “growth” stage, the “augmentation” stage and the ”adop-

tion” stage, and it terminated when the two search trees could no longer grow and the trees

were separated by saturated edges. The termination condition represented that a maximum

flow was found which meant the minimum cut was achieved. Although the complexity

could be worse than the standard algorithms in theory, the proposed algorithm greatly out-

performed standard algorithms on typical problem instances in vision (including interactive

image segmentation) in terms of running time based on the experimental comparison.

Yuan [84] presented a study on the max-flow models in terms of the continuous case in-

stead of the discrete situation. The proposed continuous max-flow model corresponds to the

continuous min-cut formulation as in the case of normal discrete situation. New explana-

tions of the basic conceptions were given to describe graph cuts in continuous model. Based

on the continuous max-flow formulation, new interactive (stated as supervised) graph-cut

algorithms were developed and the complexities were the same as the unsupervised ones.

The selection of the parameter λ in the cost function is not trivial, because different

choice of λ can highly affect the segmentation result. Efforts have been made to get an

optimal λ value. Peng et al. [85] observed that different values of parameter λ might result

in over-segmentations, good segmentations and under-segmentations, so a supervised algo-

rithm for automatic parameter selection was proposed to obtain the best segmentation for

each image. A measure of segmentation quality was developed based on intensity, gradi-

ent, contour continuity and texture features which were normalized by a novel way. After
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performing graph cut segmentation for each λ, the segmentation with the highest segmen-

tation quality was chosen according to the measurement learnt by AdaBoost algorithm.

In [86], according to the observation that the same parameter λ in the cost function would

not be a good choice for the whole image, a method adaptively changing λ for different

regions of an image was proposed to overcome over-segmentation and under-segmentation

problems. Canny edge detection algorithm was performed on the given image at different

hysteresis threshold. Then, the edge probability of each pixel I i was calculated based on

the generated edge maps. By changing λ into (1− I i)λ, the effect of the regional term and

the boundary term became adaptive for different regions of the image.

Combining two approaches to exert the advantages of each other to generate a more

effective method is a common idea in practical issues. Working together with other mod-

els, the min-cut/max-flow model could produce better segmentation results. Borrowing the

ideas of the topology preserving level set method in [87], a novel min-cut/max-flow algo-

rithm embedding geometric prior knowledge constraints was developed for image segmen-

tation in [4]. Five elements (a foreground/background label attribute, a level set style ini-

tialization, inter-label and intra-label stages of max-flow computation, a distance map and

a bucket priority queue data structure) were considered to implement the discrete graph-

based algorithm. Topology was preserved by checking the simple point [88] condition. The

proposed algorithm could get better medical image segmentation results than the graph cut

method (as shown in Figure 2.4).

In [89], both the geodesic approach and the graph cut approach were revisited. More-

over, the causes of their segmentation errors were analysed. The geodesic segmentation

approach and the graph cut method were combined for interactive image segmentation

task. The cost function in the min-cut/max-flow graph cut framework was modified by
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Figure 2.4: (a) Initialisation. (b) Segmentation result of minimum cut. (c) Segmentation

result of topology cut (courtesy of [4]).

adding geodesic distance information into the regional term. Furthermore, the boundary

term was adjusted to incorporate geodesic confidence. The proposed method was superior

in two aspects: less sensitive to shortcutting than standard graph cut methods and less prone

to seed placement and better at edge localization than pure geodesic methods.

Tensor voting framework was embedded into graph cuts using principles of perceptual

grouping [90]. The tensor map was generated by adding the votes at each receiving site. A

local Riemannian metrics was designed to encode tensor voting framework into the weight

of edge in the graph construction. Compared with isotropic metrics, better results were

obtained by the proposed framework as both the edge strength and the edge orientation

were taken into account. Compared with the flux-based approach, the proposed framework

did not need shape priors.

In some applications, the user’s interaction is infeasible for segmentation task, so the

full automation of image segmentation using a graph cut model has become a common

concern. Usually, an automatic pre-processing functioning as a user interference is indis-

pensible. Due to the observations that user interactions could lead to a wrong segmentation
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or not be feasible in some cases, Fu et al. [91] presented an automatic object segmenta-

tion method called Saliency Cuts. The saliency detection was performed firstly. Then, the

“Professional Labels” were generated automatically by the multi-resolution framework as

the imposed seeds for the object and the background. Finally, the graph cuts algorithm was

implemented for the segmentation. The experimental results showed the advantages of au-

tomation and accuracy of the proposed method. Jung et al. [92] proposed a novel and fully

automatic scheme for segmenting objects from images. A saliency detection method was

used as an automatic generation of object seeds and background seeds. As the generated

object seeds may position at the parts belonging to background or vice versa, an iterative

self-adaptive graph cut method was developed to reduce the wrongly positioned seeds.

Random Walk Models

The random walker algorithm for multilabel and interactive image segmentation was de-

scribed in [5, 93] for the first time. Based on its theory, the definition of a “walk” was a

sequence of nodes and edges, both starting and ending with a node, and there was no re-

striction on the number of times a node can be visited. An edge weight of the graph was

treated as a probability in the random walker algorithm. The probability of an unlabeled

pixel reached one of the seeds with a pre-marked label by a random walk was calculated.

If an unlabeled pixel has a higher probability to reach one seed with a label L than other

seeds with other labels, this pixel was assigned to label L. In this way, the segmentation

was accomplished by assigning all of the unlabeled pixels to one of the pre-marked labels.

An illustration of the random walker algorithm is shown in Figure 2.5. The random walker

algorithm presented in [5] is of the following qualities: fast computation, fast editing, an
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Figure 2.5: Illustration of the random walker algorithm. (a) Initialisation of seed points L1,

L2, and L3. (b) Probability of a random walker starting from each node first reaches L1.

(c) Probability of a random walker starting from each node first reaches L2. (d) Probability

of a random walker starting from each node first reaches L3. (courtesy of [5]).
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ability to produce an arbitrary segmentation with enough interaction and intuitive segmen-

tations.

In [94], a general framework of interactive image segmentation was presented. The

min-cut/max-flow algorithm and the random walker algorithm corresponded to the cases

of �1 norm and �2 norm of energy minimization respectively. A new segmentation algorithm

based on �∞ norm was proposed which was more stable in terms of the seed number.

How to increase the processing speed of image segmentation algorithms is always a

pursuit of researchers. In order to speed up image segmentation, an offline precomputation

was performed before marking the seeds for object and background by a user [95]. A

linear-time approximation of the random walker algorithm was developed by using several

eigenvectors of the weighted Laplacian matrix of a graph. The proposed algorithm could

converge to the random walker segmentation using more eigenvectors. With the offline

precomputation of the segmentation, the final segmentation could be generated around 14

times faster than the original random walker algorithm [5] on MATLAB. Although the prior

knowledge can make the segmentation more accurate [96], not all the prior knowledge

is available before the user interaction. Similar to [95], a method for speeding up the

medical image segmentation was proposed in [97]. An algorithm combining the random

walker with priors and additional offline precomputation was derived to increase the speed

of segmentation process.

For the purpose of making interactive image segmentation algorithms understand more

intelligently the seeds provided by users, Yang [98] created a random walk-based algorithm

which could make use of three types of seeds: the seeds for object and background, the

seeds indicating the region that the object boundary should pass through, and the seeds

specifying the pixels that the boundary must align with. The last two kinds of seeds, which
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were different from the normal object or background seeds, required local editing to refine

the segmentation.

2.2.4 Unsupervised Graph-Based Image Segmentation Methods

Unsupervised segmentation methods divide an image into several regions based on some

predefined metrics without the interference of users. The minimum spanning tree-based

method, the normalised cut method and the isoperimetric method are deemed as unsuper-

vised image segmentation.

Minimum Spanning Tree Model (Local Variation)

In [6], a segmentation of an image was defined as a partition of all nodes into compo-

nents such that each component belonging to the segmentation corresponds to a connected

component. A predicate D was defined to describe the existence of a boundary between

two components. The internal difference of a component was defined as the largest weight

in the minimum spanning tree of the component. The difference between two components

was defined as the minimum weight of the edges connecting the two components. If the dif-

ference between two components was greater than the minimum internal difference of the

two components, it was judged that there was a boundary between these two components.

Otherwise, there was no boundary between these two components. As this algorithm con-

sidered local properties, it was also called local variation-based image segmentation in the

literature. An intuitive example of minimum spanning tree-based method was presented in

Figure 2.6. Following the predicate D, the proposed image segmentation was neither “too

coarse” nor “too fine”, and this property was proved.
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Figure 2.6: Results of minimum spanning tree-based image segmentation (courtesy of [6]).

Normalised Cut (Spectral Graph Theory-based)

In [99], the image segmentation problem was transferred to a graph partitioning problem.

To avoid cutting small sets of nodes as what the minimum cuts do [100], the normalised

cut, denoted as Ncut, was proposed as a global criterion to evaluate the disparity between

different groups and the homogeneity inside the groups. The normalised cut of two disjoint

sets A and B in a graph G = (V,E) was defined as below:

Ncut(A,B) =
cut(A,B)

assoc(A, V )
+

cut(A,B)

assoc(B, V )
. (2.2.6)

where cut(A,B), assoc(A, V ) and assoc(B, V ) were defined as those in Equations 2.2.7-

2.2.9.

cut(A,B) =
∑

u∈A,v∈B
w(u, v), (2.2.7)

assoc(A, V ) =
∑

u∈A,t∈V
w(u, t), (2.2.8)

assoc(B, V ) =
∑

s∈B,t∈V
w(s, t). (2.2.9)
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The minimisation of the normalised cut was transferred into solving an eigenvalue sys-

tem. The eigenvector with the second smallest eigenvalue of the eigenvalue system was

used to bipartition the graph. The final segmentation was obtained by recursive repartition

of the segmented parts.

In [101], the normalised cut algorithm and prior knowledge constraints were combined

together to enhance the performance of image segmentation. At this point, the proposed

method was analogical to interactive min-cut/max-flow method. As the constraints could

not be incorporated with the original normalized cut method, an iterative approach was

used and its convergence was guaranteed. The proposed algorithm could also be a solution

to other graph cut methods.

Turbo pixels were used as the nodes in a graph and the normalised cut algorithm was

performed on the graph to get the final image segmentation in [102]. The original input

image was over-segmented into turbo pixels which were enforced to be convex. In this

way, the image segmentation process consumed less time, while good segmentation results

were still available.

In [103], the first polynomial time algorithms were developed to solve the ratio region

problem and the variant of normalised cut problem. The normalised cut variant problem

belongs to the optimisation of the ratio of the similarity within each group over the dissim-

ilarity between groups, which is the target of image segmentation.

Isoperimetric Graph Partitioning

Following the classic isoperimetric problem in geometry (that was to find the region with

minimum perimeter for a fixed area), [5] proposed an isoperimetric algorithm for image

segmentation by dividing an image into regions with large areas and small perimeters. For
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a graph G = (V,E), the isoperimetric ratio of an isoperimetric set S ⊂ G was defined as

h(S) = min
S

|∂S|
V olS

. (2.2.10)

In 2.2.10, the boundary of S is defined as ∂S = {e{vi,vj}|vi ∈ S, vj ∈ S} and S is the

complementary set of S. |∂S| = ∑
eij∈∂S

w(eij) and V olS =
∑
i

di∀vi ∈ S. The target of

the isoperimetric algorithm is to maximize V olS and minimize |∂S|. In contrast with the

normalized cut algorithm, isoperimetric graph partitioning is faster and more stable.

2.3 Summary

In this chapter, we review the existing techniques on text detection and text binarisation.

Text detection methods are categorised into edge-based, texture-based, colour-based and

stroke-based methods in terms of the different properties embody in the text regions that

can be taken to discriminate from non-text regions. Candidate region-based and scan-

ning window-based approaches are also surveyed as they are mainstream frameworks for

text/non-text classification. Text binarisation techniques which convert the detected text re-

gions into binary images facilitate the recognition of the detected text. Edge-based, colour-

based, stroke-based and graph-based text binarisation methods are presented.

As what is claimed in the second paragraph of this chapter, text binarisation is a special

case of image segmentation and graph-based approaches have demonstrated their effec-

tiveness for image segmentation problems. Therefore, graph-based scheme is considered

for the text binarisation problem. Recent advances on graph-based image segmentation

techniques are studied. The state-of-the-art graph-based image segmentation techniques
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have been reviewed. Those techniques have been classified into five models (min-cut/max-

flow model, random walk model, minimum spanning tree model, normalised cut model

and isoperimetric graph partitioning model) according to the specific graph models in the

algorithms. Those techniques have been published in quality international conferences and

international journals in computer vision research area and can be regarded as a trend of

research in image segmentation. Due to the fact that the assessment of the performance of

image segmentation methods is still an open question, many researchers are making efforts

in providing supervised and unsupervised evaluation methods. As unsupervised evaluation

methods can be included into the framework of image segmentation, they are more suitable

to real world applications than the supervised methods.



Chapter 3

Born-digital Text Detection

In the comprehensive structure of the text information extraction system illustrated in Chap-

ter 1, text detection is the preliminary step. The successive steps heavily depend on the

quality of the result of text detection. A good text detection algorithm can accurately locate

the text regions as well as effectively eliminate the noise from the background.

In this chapter, a new bottom-up text detection framework consisting of coarse detection

and fine detection is presented. The novelty of the proposed framework is that a multiple

layer image scheme is used for detecting text lines with strong and weak edge strengths.

The maximum gradient difference (MGD) [36] is further developed to better describe the

edge strength of an image for finding the possible text lines. The edge information of text

regions is extracted based on clustering MGD values. Multiple layer images are generated

for detecting text lines with strong and weak MGD responses. In order to distinguish text

from non-text regions in the fine detection, a variant of local binary pattern (LBP), namely

T-LBP, is proposed to depict the characteristics of text in the viewpoint of treating text as a

kind of texture and use a supervised learning scheme to remove the false alarms generated

in the coarse detection step. By further improving the idea of T-LBP and considering not

only the horizontal and vertical directions of character strokes but also their diagonal and

41
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anti-diagonal directions, another new variant of LBP-based feature descriptor, namely IT-

LBP, is also proposed in this chapter. The flow chart of the proposed method is illustrated

in Figure 3.1.

Figure 3.1: The flow chart of the proposed method.

The structure of this chapter is organised as follows. The coarse detection is introduced

in Section 3.1 and the fine detection is discussed in Section 3.2. Different low-level fea-

tures of text regions are discussed in Subsection 3.1.1. Secondly, Subsection 3.1.2 discusses

about multiple layer images generation. Morphological operations for processing the bi-

nary clusters are presented in Subsection 3.1.3. Then, post-processing on the connected

components is presented in Subsection 3.1.4. In Subsection 3.2.1, the features for text veri-

fication is presented. Supervised machine learning methods are shown in Subsection 3.2.3.

Bounding box precessing is analysed in Subsection 3.2.4. The comparisons between the

proposed method and other text detection algorithms are given in Section 3.3. A summary

is given in Section 5.4.
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3.1 Coarse Detection

The final target of a text detection algorithm can be split into two basic goals: accurately

locate the text lines and suppress the non-text noises from the background. In our frame-

work, coarse detection plays the role of locating the regions of the text lines. However,

some non-text regions having similar structures of the text remain in the regions. There-

fore, a fine detection step is necessary to eliminate the false alarms. In this section, the

technical details of coarse detection are presented.

3.1.1 Maximum Gradient Difference

To start with, the instinctive characteristic of text lines should be explored. A text line is

the alignment of characters and each character is formed by strokes. The high frequency of

stroke-background transition in the text lines can be easily observed with a careful attention.

This stroke-background transition provides a clue of the existence of text. The transition

implies the sharp changes of intensity in the text lines. Those points having sharp change

in brightness form the edge of the text lines. Here, we conclude that the text lines have high

density of edge points. Taking the advantage of this property, many text detection methods

have been proposed based on edge information. Edge detection consists of smoothing,

enhancement, detection and localisation. The common edge detectors are Sobel Operator,

Prewitt Operator, Roberts’ Operator and Canny edge detector. Different edge detectors are

based on different masks for convolution. The Sobel edge mask is illustrated in Figure 3.2

as an example.

Among those edge detectors, Canny edge detector [104] has been widely used due to

its advantages of good detection, good localisation and minimal response. However, the

setting of the thresholds in the Canny edge detector can affect the effectiveness. If the
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Figure 3.2: The computation equations of Gx and Gy. I denotes the source image, Gx and

Gy are the horizontal and vertical derivative approximations. ∗ represents the convolution

operation.

thresholds are set too high, some important edges may not be detected. Likewise, too many

redundant edges may be extracted with too low thresholds. In the case of extracting the

edges of text with low contrasts may not be successfully extracted when the thresholds are

set too high. Since the result of Canny edge detection of an image is a binary map, the

lost edge information can not be regained in the later processes. Although changing the

thresholds may retrieve the complete edges of a certain image, the same threshold setting

may not be suitable for other images.

Based on the above discussion on edge information extraction, using binary edge in-

formation as the basic hints for detecting text has negative effects. Comparing with binary

edge information, the magnitude of gradient provides information about the strength of the

edge rather than the existence of the edge. The gradient information is not filtered out by

thresholding and can reflect the contrasts of all text regions. The gradient of an image f is

a vector with its magnitude and direction given below:

Gradient: ∇f =

(
∂f

∂x
,
∂f

∂y

)
.

Gradient magnitude: ‖∇f‖ =

√(
∂f

∂x

)2

+

(
∂f

∂y

)2

.

Gradient direction: tan−1

(
∂f

∂y
/
∂f

∂x

)
.
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(a) (b)

(c) (d)

Figure 3.3: An example of Canny edge maps obtained with different thresholds. (a) The

original colour image. (b) The gray-level image of (a). (c) The Canny edge map of (b) with

high thresholds. (d) The Canny edge map of (b) with low thresholds.

The gradient can be calculated by using a finite difference approximation as given be-

low:

∂f

∂x
=

f(x+ hx, y)− f(x, y)

hx

= f(x+ 1, y)− f(x, y).

∂f

∂y
=

f(x, y + hy)− f(x, y)

hy

= f(x, y + 1)− f(x, y).

The changes of intensity incur the transitions between strokes and the local background

in the text regions. In other words, there is a high frequency of transformation between the

low gradient values and the high gradient values. Maximum Gradient Difference (MGD)

[36] is the difference between the maximum and minimum gradient values within a local

window of size 1 × n centered at a pixel. Text regions usually have larger MGD values

than non-text regions no matter if they are the dark texts on light background or light

texts on dark background. This property has been adopted in several existing work on
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text detection [31, 36, 105, 106]. The common way of separating the pixels of potential

text regions from the pixels belonging to background is the binary classification of the

image pixels according the MGD value of each pixel. This means that the pixels with

greater MGD values are classified as text pixels and the pixels with lower MGD values are

classified as non-text pixels. This purpose can be completed by using k-means clustering

where k = 2 as in [31].

However, it is abrupt to simply bi-separate all of the pixels in a image into “text” group

and “non-text” group. MGD values of different text regions may vary in a wide range. As a

result, the pixels of text lines with low MGD values could be erroneously clustered as non-

text pixels. In order to avoid missing text regions with low contrast, multiple MGD-based

clustering by setting k = 4 in the k-means algorithm is used. The horizontal gradient map

g of the gray scale image is obtained due to the richness of vertical strokes of texts. The

MGD value for the pixel (x, y) is then computed as the difference between the largest and

the lowest gradient values in a 1× 21 horizontal neighbourhood window as shown below.

MGD(x, y) = max(g(x, y − t))−min(g(x, y − t)), t ∈ [−10, 10]. (3.1.1)

3.1.2 Multiple Layer Image Generation

In the present approach, the pixels of the MGD map are classified into four clusters known

as CC cluster maps which are denoted as CCMAPi(i = 1, 2, 3, 4). The order is sorted

according to the means of the four clusters from smallest to greatest. One example is shown

in Figure 3.13. In Figure 3.13(b), the four colours represent the four clusters obtained

by k-means. It can be clearly seen that the pixels with different MGD responses belong

to different clusters. The four clusters are represented by four colours (CCMAP1 is red,

CCMAP2 is green, CCMAP3 is blue and CCMAP4 is white).
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Figure 3.4: An example of MGD map clustering. (a) An original image. (b) MGD map of

(a). (c) the four clusters of the MGD map of (a).

The connected components in the four clusters generated using MGD-based clustering

are the potential text regions. As can be seen in Figure3.13(b), the text regions, especially

the small text regions, include pixels from more than one cluster. If each cluster image is

processed individually, some parts of text lines may be missed. Therefore, a multiple layer

image generation strategy is required to keep the completeness of the text regions. Each

layer image is composed of connected components that may be formed by text or non-text.

All connected components should be processed until every CC is a single text line candidate

are fed to a trained SVM classifier for text/non-text classification. Since the cluster with the

smallest mean usually belongs to the background, CCMAP1 is not considered in subsequent

processes. The remaining three CC cluster maps are used to generate six layer images,

denoted as LayerImgi(i = 1, · · · , 6) in Equation 3.1.2. The layer images are demonstrated

in Figure 3.5. The next step is to detect text by making use of these six layer images.

LayerImgi=CCMAPi+1(i = 1, 2, 3),

LayerImg4=CCMAP2+CCMAP3,

LayerImg5=CCMAP2+CCMAP4,

LayerImg6=CCMAP3+CCMAP4.

(3.1.2)
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Figure 3.5: The layer images LayerImgi(i = 1, · · · , 6) generated from Figure 3.13(c).

3.1.3 Morphological Operations

The six layer images are binary images containing possible text regions in the form of

connected components. There are some non-text connected components to be filtered out.

Meanwhile, the text connected components need to be recovered. Binary morphological

operations are applied in our work to complete this job. Morphology is a technique for

analysing and processing geometrical structures. In this section, only the basic operations:

erosion, dilation and opening are discussed. Basically, morphology is to probe an image

using a pre-defined shape on how this shape fits or misses the shapes in the image. This

pre-defined shape is named as structuring element which is also a binary image. The results

of morphological operations rely on the definition of the structuring element. Two factors

determine a structuring element: shape and size. The shape could be a line, a square or a

cross and so on. The size could be 3× 3 or 2× 5 and any predefined sizes.
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(a) (b)

Figure 3.6: (a) a 3×3 square-shape structuring element. (b) a 3×7 cross-shape structuring

element.

Let E be an Euclidean space or an integer grid, A be a binary image in E and B be the

structuring element.

• Erosion

Erosion process makes thick connected components thinner. The erosion of a binary

image A by the structuring element B is defined by:

A� B = {z ∈ E|Bz ⊆ A},

where Bz is the translation of B by the vector z, that is Bz = {b+z|b ∈ B}, ∀z ∈ E.

• Dilation

Dilation process makes thin connected components thicker. The dilation of A by the

structuring element B is defined by:

A⊕ B = {z ∈ E|(Bs)z ∩ A �= ∅},

where Bs is the symmetric of B, that is, Bs = {x ∈ E| − x ∈ B}.

• Opening

Opening process can remove small and thin connected components. The opening of

A by B is obtained by the erosion of A by B, followed by dilation of the resulting
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image by B:

A ◦B = (A� B)⊕ B.

The implementations of morphological operations for precessing potential text con-

nected components can be found in [33]. The dilation is performed first to link the char-

acter edges of every text line. Then, the opening was applied to suppress tiny components.

In order to remove tiny connected components and line structures in the six layer images,

morphological opening operation is performed with a cross-shape structuring element. The

omission of the dilation is that the possible text components have been obtained after MGD-

based clustering. The cross-shape structuring element applied is of the size of 3 × 7. The

purpose is to remove the noise components with height less than 3 or width less than 7 is

eliminated.

3.1.4 Cluster Post-processing

The vertical closeness of text lines may cause the connected components of text lines con-

nect together vertically. Horizontal profile projection with connected component pixels is

used to split complex connected components into individual text line connected compo-

nents. Vertical profile projection using edge information is also implemented to separate

the horizontally connected background from text. Then, the remaining connected compo-

nents are enclosed by bounding boxes. To retrieve the missing parts of a text line on the

top or at the bottom, we refine the bounding boxes by vertical expansion to make the text

lines be included completely. A bounding box is expanded upward (or downward) if there

are edge points above (or below) the top (or bottom) and within the horizontal range. The

maximum expanded range is 1/3 of the height of the bounding box on the top and at the
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bottom respectively. To this stage, each region enclosed by a vertically recovered bounding

box will be sent to a trained classifier for classification which will be discussed in next

section.

3.2 Fine Detection

The main purpose of a coarse detection is to obtain the bounding boxes enclosing text com-

ponents rather than noise reduction. In spite of some non-text components are wiped off,

there are still some false alarms. To solve this problem, a support vector machine classifier

using a dedicated designed feature is resorted. This classifier is to identify whether the

region inside each bounding box produced in the coarse detection step is a text box or not.

In this section, the LBP-based features are discussed and a brief introduction of a support

vector machine is presented.

3.2.1 T-LBP Descriptor

Local binary pattern (LBP) was first introduced by Ojala et al. [107] as a feature for

texture classification. The invariance to monotonic gray-level changes and computational

simplicity made LBP a popular texture classification method for a wide range of practi-

cal applications. The successful applications of LBP and its variants can be observed in

many aspects of computer vision. These applications include face detection [108], face

recognition [109], facial expression recognition [110], human detection [111], human ac-

tion recognition [112] and gender classification [113]. A detailed survey on LBP based

image classification can be found in [114].

The original LBP considers a 3 × 3 neighbourhood. The intensity of the central pixel
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is compared with those of its eight neighbour pixels. If a neighbour pixel has a greater or

equal intensity value than that of the central pixel, this neighbour pixel is marked as ‘1’;

otherwise, marked as ‘0’. Then, the LBP value of the central pixel is calculated as:

LBP (Pc) =
7∑

n=0

s(in − ic)2
n, s(x) =

⎧⎨
⎩1, x ≥ 0

0, x < 0
, (3.2.1)

where Pc denotes the central pixel and in and ic denote the intensities of the n-th neighbour

pixel and the central pixel. After all of the pixels in the image f(x, y) are labelled with the

corresponding LBP values, the histogram formulated by the LBP can be defined as

Hi =
∑
x,y

I{f(x, y) = i}, i = 0, · · · , n− 1, (3.2.2)

where n is the number of different LBP values, and I{A} is 1 if A is true and 0 if A is false.

In order to keep a uniform standard of LBP histograms generated from images with

different sizes, LBP histograms must be normalised using Equation 3.2.3. A normalised

LBP histogram represents the occurrence frequency of different LBP values.

Ni =
Hi∑n−1
j=0 Hj

. (3.2.3)

Anthimopoulos et al. made the first attempt to modify the original LBP and proposed

a new variant, eLBP, for text/non-text verification [115]. Later, Reduced eLBP and Multi-

level Reduce eLBP were reported in their work as two advanced versions of eLBP [33]. In

the particular case of capturing the characteristics of textual texture, eLBP deals with two

important issues. The first one is that the traditional LBP operator generates quite different

histograms for light texts on dark background and dark texts on light background. The

second one is that LBP cannot describe the pattern of equal neighbour pixels with a same

intensity. eLBP operator uses a parameter e to depict how different are the intensities be-

tween the centre pixel and a neighbour pixel are. In this way, eLBP captures the existence



Chapter 3. Born-digital Text Detection 53

of an edge between the centre pixel and a neighbour pixel when the intensity difference is

large enough. This is different from the original LBP operator which just simply compares

which intensity is greater or smaller.

The formal definition of eLBP is as below:

eLBP (Pc) =
7∑

n=0

se(in − ic)2
n, se(x) =

⎧⎨
⎩1, |x| ≥ e

0, |x| < e
. (3.2.4)

In this thesis, a variant of LBP, known as T-LBP, is proposed to better depict the textual

characteristic of text line. Experiments and observation have shown that text lines usu-

ally consist of horizontal and vertical strokes. This has motivated the use of the abundant

vertical edges of text lines which usually show gradual changes of intensities along the hor-

izontal direction at the edge of vertical strokes. The T-LBP describes these characteristics

of texture of text lines as:

T−LBPh(Pc) =
2∑

n=1

s1(in − ic)2
n−1 +

4∑
n=3

s2(in − ic)2
n−1,

T−LBPv(Pc) =
10∑
n=5

s2(in − ic)2
n−5,

s1(x) =

⎧⎨
⎩1, |x| ≥ e1

0, |x| < e1

and s2(x) =

⎧⎨
⎩1, |x| ≥ e2

0, |x| < e2

(3.2.5)

following the above notations in (3.2.1), where e1=10, and e2=20. T-LBPh is the T-LBP

value in the horizontal direction and T-LBPv is the T-LBP value in the vertical direction.

The neighbour assignment for T-LBP computation is shown in Figure 3.7.

The occurrence frequencies of T-LBPh values and T-LBPv values form two histograms.

The dimension number of T-LBPh is 24 = 16 and that of T-LBPv is 26 = 64. Therefore,

there are one 16-dimension feature vector and one 64-dimension feature vector. Catenated

by these two feature vectors, the final feature vector is used to train an SVM classifier.
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Figure 3.7: Neighbour assignment for T-LBP computation. The shadowed pixels represent

horizontal neighbourhood pixels of the central pixel Pc.

3.2.2 IT-LBP Descriptor

The basic components of text are the strokes of characters. The orientations of the strokes

include horizontal, vertical, diagonal and anti-diagonal directions. Different from the def-

inition of T-LBP, IT-LBP takes diagonal and anti-diagonal directions into account as sup-

plement. The local neighbourhood pixels of the four directions are illustrated in Figure 3.8

respectively. The pixels with shade in the 3×3 neighbourhood are the locations considered

in computing the feature values.

The IT-LBP values of the central pixel at horizontal, vertical, diagonal and anti-diagonal

directions are computed following Equations (3.2.6), (3.2.7), (3.2.8) and (3.2.9) respec-

tively:

IT-LBPh(Pc) = se(i2 − i1)2
0 + se(i2 − i3)2

1 + se(i7 − i6)2
2 + s(e)(i7 − i8)2

3 (3.2.6)

IT-LBPv(Pc) = se(i4 − i1)2
0 + se(i4 − i6)2

1 + se(i5 − i3)2
2 + s(e)(i5 − i8)2

3 (3.2.7)

IT-LBPd(Pc) = se(i2 − i5)2
0 + se(i4 − i7)2

1 + se(i1 − i8)2
2 (3.2.8)
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IT-LBPad(Pc) = se(i2 − i4)2
0 + se(i5 − i7)2

1 + se(i3 − i6)2
2 (3.2.9)

where function se is defined as

se(x) =

⎧⎨
⎩1, |x| ≥ e

0, |x| < e
, (3.2.10)

following the above notations in Equation (3.2.1).

(a) Horizontal direction. (b) Vertical direction.

(c) Diagonal direction. (d) Anti-diagonal direction.

Figure 3.8: The local neighbourhood of IT-LBP at four directions.

Each pixel has four IT-LBP values by considering horizontal, vertical, diagonal and

anti-diagonal directions. The occurrence frequencies of IT-LBPh values, IT-LBPv values,

IT-LBPd values and IT-LBPad values construct four histograms. According to Equation

(3.2.6) and Equation (3.2.7), IT-LBPh and IT-LBPv have 24 = 16 dimensions respectively.

According to Equation (3.2.8) and (3.2.9), IT-LBPd and IT-LBPad have 23 = 8 dimensions
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respectively. All of these four histograms are concatenated to form a 48−dimensional

feature vector. In our experiment, four different selections of e in Equation (3.2.10) are set

to be 10, 30, 50 and 70. Therefore, the number of dimension of the IT-LBP feature used is

of 48× 4 = 192.

3.2.3 SVM-based Text/non-text Classification

The task of fine text region detection is to decide whether the region enclosed by each

bounding box contains a text line or not. In this thesis, support vector machine (SVM)

is used to solve a text/non-text classification problem. Thus, only the discussion on two-

class SVM classification is included in this section. The original Support Vector Machine

was introduced by Cortes and Vapnik [116]. Generally speaking, a support vector machine

maps inseparable data into a higher-dimensional space to make the data separable. The

function that splits the data into different classes in the higher-dimensional space is called

hyperplane. Since a support vector machine is a supervised learning model, a group of

training data is used to train the support vector machine. The parameters embedded in the

support vector machine are determined based on the given training data. Another group

of data are used to test the trained support vector machine. Support vector machine is a

commonly used tool in pattern recognition. The applications of support vector machine for

two-class classification can be seen in various text detection methods [33, 115].

SVM of linearly separable data

In a two-class linearly separable classification problem, all of the feature vectors xi, i =

1, 2, · · · , N , which are also called training samples, in the training set X are classified into
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two classes, C1 and C2 by a hyperplane [117]:

g(x) = wTx + w0 = 0. (3.2.11)

where w and w0 are the direction and the position of hyperplane respectively.

There are numerous possible choices of the hyperplane to bi-separate all of the training

samples. As illustrated in Figure 3.9, each point stands for a training sample and each line

stands for a feasible hyperplane. Here, all of the three straight lines can clearly separate

them into two groups. Superficially, any possible hyperplane can be a solution. However,

there is a big concern that whether any hyperplane can correctly classify unknown data

outside the training set. This is a very important issue which is known as the generalisation

performance of a classifier. A classifier with a perfect performance in classifying train-

ing samples may have a poor capability in classifying unknown data. This phenomenon

is called overfitting. A classifier with good generalisation ability can prevent overfitting.

Support vector machine seeks the optimal hyperplane that can give the maximum margin

from C1 and C2 equally.

A hyperplane is determined by its direction w and its position w0. The optimal hyper-

plane should have the same distance from the closest points in C1 and C2 respectively. The

distance between a hyperplane and a point is defined by

d =
|g(x)|
||w|| . (3.2.12)

By scaling w and w0, g(x) is equal to 1 and -1 at the closest points in C1 and C2

respectively. This condition is equivalent to

The margin is
1

||w|| +
1

||w|| =
2

||w|| subject to

wTx + w0 ≥ 1, ∀x ∈ C1 and wTx + w0 ≤ −1, ∀x ∈ C2.

(3.2.13)
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Figure 3.9: Possible hyperplanes in a linearly separable case. The red and blue points

represent training samples belonging to C1 and C2 respectively. The straight lines L1, L2

and L3 are capable to separate the points into two groups.

For each xi, the corresponding class is denoted by yi (+1 for C1 and -1 for C2). Then,

Equation 3.2.13 is converted to the following minimisation problem:

minimise J(w, w0) =
1

2
||w||2 (3.2.14)

subject to yi(wTxi + w0) ≥ 1, i = 1, 2, · · · , N. (3.2.15)

All of the feature vectors that satisfy the equalities of Equation 3.2.15 are called support

vectors. Support vectors are crucial elements in the training set that decide the direction

and position of the optimal hyperplane.

In order to minimise Equation 3.2.14, the following Karush-Kuhn-Tucker (KKT) con-

ditions [117] should be satisfied:

∂L(w, w0, λ)

∂w
= 0 (3.2.16)

∂L(w, w0, λ)

∂w0

= 0 (3.2.17)
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λi ≥ 0, i = 1, 2, · · · , N (3.2.18)

λi[yi(wTxi + w0)− 1] = 0, i = 1, 2, · · · , N (3.2.19)

where λ is the vector of the Lagrange multipliers, λi, and L(w, w0, λ) is the Lagrangian

function defined as

L(w, w0, λ) =
1

2
wTw −

N∑
i=1

λi[yi(wTxi + w0)− 1]. (3.2.20)

Combining Equation 3.2.20 with Equation 3.2.16 and Equation 3.2.17 results in

w =
N∑
i=1

λiyixi (3.2.21)

N∑
i=1

λiyi = 0. (3.2.22)

Substituting Equation 3.2.21 and Equation 3.2.22 into Equation 3.2.20

L(w, w0, λ) =
N∑
i=1

λi − 1

2

∑
i,j

λiλjyiyjxT
i xj. (3.2.23)

Considering Equation 3.2.21 and Equation 3.2.22, the optimal Lagrange multipliers

λ∗
i (i = 1, 2, · · · , N ) can be obtained by maximising Equation 3.2.23. This problem can

be solved by quadratic programming (QP). After all Lagrange multipliers are fixed, the

optimal w∗ and w∗
0 can be figured out. Finally, the optimal hyperplane is obtained and it is

unique (Figure 3.10). For every unknown datum x, the class it belongs to is decided by the

following equation:

f(x) = sgn(w∗Tx + w∗
0) (3.2.24)

where

sgn(x) =

⎧⎨
⎩1, if x > 0

−1, else.
(3.2.25)

Hence, when an unknown datum is fed to the trained SVM classifier, it is classified as

positive (or negative) class if the result of Equation 3.2.24 is +1 (or -1).
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Figure 3.10: Optimal SVM hyperplane having the maximum margin.

SVM of linearly inseparable data

The above discussion on support vector machine is based on the assumption that the train-

ing data are linearly separable. However, the training data may be linearly inseparable in

practice. This means that no matter how the hyperplane is drawn, there are always some

positive training data partitioned into the negative class or vice versa. An example is de-

picted in Figure 3.11. To solve this problem, support vector machine can be extended by

adding slack variables ξi(≥ 0) and a penalty factor C into Equation 3.2.14. For obtaining

the optimal hyperplane, the target is below:

minimise J(w, w0, ξ) =
1

2
||w||2 + C

N∑
i=1

ξi (3.2.26)

subject to yi(wTxi + w0) ≥ 1− ξi, i = 1, 2, · · · , N (3.2.27)

ξi ≥ 0, i = 1, 2, · · · , N. (3.2.28)



Chapter 3. Born-digital Text Detection 61

Figure 3.11: Linearly inseparable training data. Any straight lines cannot separate all of

the red and blue points into the group they belong to.

Accordingly, the corresponding Lagrangian function becomes

L(w, w0, λ) =
1

2
wTw + C

N∑
i=1

ξi −
N∑
i=1

μiξi

−
N∑
i=1

λi[yi(wTxi + w0)− 1 + ξi]

(3.2.29)

The corresponding Karush-Kuhn-Tucker conditions are

∂L

∂w
= 0 or w =

N∑
i=1

λiyixi (3.2.30)

∂L

∂w0

= 0 or

N∑
i=1

λiyi = 0 (3.2.31)

∂L

∂ξi
= 0, i = 1, 2, · · · , N (3.2.32)

λi[yi(wTxi + w0)− 1 + ξi] = 0, i = 1, 2, · · · , N (3.2.33)

μiξi = 0, i = 1, 2, · · · , N (3.2.34)
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μi ≥ 0, λi ≥ 0, i = 1, 2, · · · , N. (3.2.35)

Substituting Equation 3.2.30 and Equation 3.2.31 into Equation 3.2.29, the corresponding

quadratic programming (QP) problem becomes

maximise

N∑
i=1

λi − 1

2

∑
i,j

λiλjyiyjK(xi, xj) (3.2.36)

subject to 0 ≤ λi ≤ C, i = 1, 2, · · · , N (3.2.37)

N∑
i=1

λiyi = 0. (3.2.38)

In Equation 3.2.36, function K(·), called kernel function, is a dot-product function that

maps the linearly inseparable training data into a high-dimensional feature space to increase

linear separability. The commonly used kernel functions are

• Radial basis function (RBF): K(xi, xj) = exp(= −γ||xi − xj||), γ > 0,

• Linear: K(xi, xj) = xT
i xj ,

• Polynomial: K(xi, xj) = (γxT
i xj + r)d,

• Sigmoid: K(xi, xj) = tanh(γxT
i xj + r).

Here, γ, r and d are parameters.

3.2.4 Bounding Box Integration

In each layer image, the verified text lines are enclosed by bounding boxes. All of the

bounding boxes from all layer images are integrated together to form the final bounding

boxes. Since a single text line may appear in more than one layer image, the purpose of

bounding box integration is to combine the overlapping bounding boxes. Let B1 and B2
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stand for two bounding boxes. If the criterion in Equation 5.2.6 is met, B1 and B2 are

integrated into one bounding box:

AREA(B1 ∩ B2)

min(AREA(B1), AREA(B2))
> 0.6, (3.2.39)

where AREA(B1 ∩B2) stands for the overlapping areas of B1 and B2. AREA(B1) and

AREA(B2) are the area of B1 and B2 respectively.

3.3 Experimental Results

In this section, the discriminating capability of different LBP-based features and various

text detection methods are compared. The classification performance of the classifiers

trained by the proposed features is compared with the classifiers trained by other LBP-based

features. The superiority of the proposed text detection algorithm over other algorithms is

illustrated by using a standard born-digital text detection dataset.

3.3.1 Comparison of Different LBP-based Features

In order to demonstrate the superiority of the proposed features, the performance of the

SVM classifiers trained using different features are compared. Both training samples and

testing samples are taken from the ICDAR2011 born-digital text localisation dataset. There

are a total of 420 training images included in the training set and 102 test images in the test

set. In order to obtain the training samples, the coarse detection is applied to the 420

training images leading to the candidate text lines. These candidate text lines are further

divided into samples with the size of 20×20. In this way, 9000 positive samples and 11929

negative training samples are generated. Some examples of positive samples and negative

samples are shown in Figure 3.12. All of these 20929 samples are separated into two
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groups: training group and testing group. There are 6000 samples randomly selected to be

placed in the training group and the remaining 14929 samples are used as the testing group.

Some examples of positive training samples and negative training samples are shown in

Figure 3.12. LIBSVM [118] is employed for training the SVM classifiers with different

features. The radial basis function kernel is adopted and the optimal parameters, σ and γ,

are obtained by grid search. The comparison results on the test samples are listed in Figure

3.1. The 102 testing images are used for testing the performance of our algorithm which is

compared with other existing text detectors in Section3.3.2.

(a) (b)

Figure 3.12: Examples of training samples. (a) Positive samples. (b) Negative samples.

Accuracy Rate (AR), Text Recall (TR), Text Precision (TP) and Non-text Error Rate

(NTER) are used to evaluate the power of different classifiers on discriminating text and

non-text samples. The definitions of the above four criteria are given as follows:

AR =
Nctn

Ntn

× 100% (3.3.1)

TR =
Ncct

Nt

× 100% (3.3.2)
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Feature AR TR TP NTER
IT-LBP 95.25% 93.10% 95.73% 3.13%

T-LBP 92.98% 92.36% 91.40% 6.56%

eLBP [115] 92.89% 89.80% 93.42% 4.77%

LBP [107] 90.26% 92.93% 85.63% 11.76%
Table 3.1: Comparison on classification performance of different LBP-based features.

TP =
Ncct

Nct

× 100% (3.3.3)

NTER =
Nwcnt

Nnt

× 100% (3.3.4)

where Nctn is the number of correctly classified text and non-text samples, Ntn means the

number of text and non-text samples, Ncct stands for the number of correctly classified text

samples, Nt is the number of text samples, Nct represents the number of samples classified

as text, Nwcnt is the meaning of the number of non-text samples wrongly classified as text

and Nnt means the number of non-text samples.

3.3.2 Results Obtaining by Using Public Dataset

In order to determine whether a candidate text block contains text or not in the fine detec-

tion step, it is firstly normalised to 20 pixels in height keeping its aspect ratio unchanged.

For each text block candidate, the feature values are calculated and an 80-dimension fea-

ture vector is formed. Then, the feature vector is fed into a trained SVM classifier to verify

whether the text block candidate contains text or not. The verification of each normalised

bounding box proceeds using a 20×20 sliding window with a 4-pixel step. The classifier is

trained by using the scheme described in Section 3.3.1 and is then used to classify whether
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Method Recall Precision Harmonic Mean
Ours with IT-LBP 75.96% 87.75% 81.43%
Ours with T-LBP 74.88% 85.35% 79.78%

Textorter [1] 69.62% 85.83% 76.88%

TH-TextLoc [1] 73.08% 80.51% 76.62%

TDM IACAS [1] 69.16% 84.64% 76.12%

OTCYMIST [1] 75.91% 64.05% 69.48%

SASA [1] 65.62% 67.82% 66.70%

Text Hunter [1] 57.76% 75.52% 65.46%
Table 3.2: Comparisons between our method and the algorithms in ICDAR2011 Robust

Reading Competition Challenge 1 [1].

each scanning window is text or not. The SVM decision value G(z) of each sliding win-

dow is accumulated when the sliding window moves along a candidate text block. The

confidence Conf(R) of a candidate text line R is computed by using the definition in [32]:

Conf(R) =
∑
z⊆R

G(z) · 1√
2πσ0

exp

(
d2z
2σ2

0

)
, (3.3.5)

where dz is the distance between the center of window z and the center of the text region

R, and σ0 = 10. A candidate text line R is identified as a text line if Conf(R) ≥ 0.

The proposed algorithm is tested against the ICDAR2011 born-digital image dataset,

which is made and published for the ICDAR 2011 Robust Reading Competition Challenge

1: Reading Text in Born-Digital Images [1]. In order to compare with other algorithms

under the same condition, all of the 102 test images and the same performance evaluation

system [119] are used in the competition. Results in the competition (see [1] for more

details) are illustrated in Table 3.2.

Some detection results are shown in Figure 3.13. High contrast of text is caused by

opposite shades of text and background, such as the pink texts on white background in

Figure 3.13(a) and the white texts on black background in Figure 3.13(f). Low contrast of

text is due to similar shades of text and background, for example, the gray texts on white
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background in Figure 3.13(a) and the purple texts on black background in Figure 3.13(e).

The examples of detection results in Figure 3.13 illustrate that the proposed method can

detect text lines with high contrast and low contrast. Also, it can be seen that the classifier

trained by the T-LBP can greatly remove the non-text areas caused by complex background,

which can be observed in Figures 3.13(f) and (g).

3.4 Summary

In this chapter, a text detection algorithm containing coarse detection and fine detection is

developed. Using binary edge information and the magnitude of gradient for describing

text regions is compared. Binary edge extraction is quite sensitive to threshold setting. The

advantage of using magnitude of gradient over binary edge is that the gradient information

is not removed by thresholding. The existing MGD-based text detection approaches are

analysed and a new strategy which creates multiple layer images from an MGD map is

further developed. With this strategy, text lines with both low and high contrasts can be

detected in the coarse detection step. After that, some morphological operations and post-

processing are employed to generate text line candidates for fine text detection. In order

to eliminate false alarms, a supervised machine learning using a newly developed feature

is used. LBP, a texture-based feature, and its variant eLBP are discussed. Combining

discriminative power of LBP-based textural feature and the stroke structure of text lines,

two variants of LBP, T-LBP and IT-LBP, are proposed. The superior performance of the

SVM classifiers trained with T-LBP and IT-LBP are demonstrated by comparing with the

classifiers obtained with LBP and eLBP. The overall detection results using the proposed

framework are shown in the comparison with other algorithms.
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(a)
(b)

(c) (d)

(e)

(f)

(g)

Figure 3.13: Some text detection results by the proposed method (the detection results are

shown in green bounding boxes).



Chapter 4

Natural Scene Text Detection

In the previous chapter we have presented an effective algorithm for detecting text lines

from born-digital images. The multiple layer image strategy enables the algorithm to detect

text lines with both strong and weak contrasts, which stem from the transition between

text and background at the boundary of text strokes. The generation of the multiple layer

images is based on the Maximum Gradient Difference (MGD) computed within the local

neighbourhood of every pixel. The possible text lines with different contrasts appear in

different layer images in the form of connected components. The success of text detection

relies on that the local neighbourhood used for computing the MGD values can cover the

range of multiple characters. Since the text lines in born-digital images tend to have narrow

gaps between characters, the region of a text line can be easily connected together by MGD-

based clustering and morphological operations. However, for text in natural scene images,

characters typically have large sizes, wide stroke width and big inter-character gaps. All of

these can lead to detection failures when adopting the framework presented in the previous

chapter for detecting natural scene text. In this chapter, each character is treated as an

independent object and all character objects are grouped into text lines.

The framework of our natural scene text detection algorithm is illustrated in Figure

69



Chapter 4. Natural Scene Text Detection 70

4.1. Maximally Stable Extremal Regions (MSER) [120] are extracted on the gray level

image to generate character candidates. Both dark-on-bright MSERs and bright-on-dark

MSERs are obtained due to the existence of texts with two polarities. In order to remove

the character MSERs and keep the non-character MSERs simultaneously, a supervised

machine learning stage uses a set of features to train a classifier for character/non-character

MSER classification. In order to bring back the misclassified character MSERs, an MSER

retrieval step is applied to retrieve single character MSERs and multiple character MSERs.

Then, the remaining MESRs are grouped into text lines. As there are still a large amount

of non-text regions, a text/non-text line classification step is performed to eliminate the

false alarms. A bootstrap scheme is also utilised to enhance the capability of eliminating

non-text regions. Finally, the same evaluation framework and dataset in ICDAR2011 Text

Localisation Competition [2] are used to evaluate the proposed algorithm.

The remainder of this chapter is organised as follows. Section 4.1 presents the gener-

ation of character MSERs from the original natural scene images as character candidates.

The features used for training a classifier to classify character MSERs and non-character

MSERs are discussed in Section 4.2. Retrieving both single character MSERs and multiple

character MSERs are given in Section 4.3. Section 4.4 talks about how the classified char-

acter MSERs are grouped into text lines. This is followed by the presentation of false alarm

elimination in Section 4.5. The experimental results are shown in Section 4.6. Section 5.4

summarises this chapter.

4.1 Character MSER Generation

This initial step of this algorithm is to obtain text candidates from natural scene images.

The recent research [25, 26, 60, 121] on natural scene text detection shows that connected
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Figure 4.1: The framework of the proposed natural scene text detection algorithm.

component (CC) analysis based on character strokes as an initial processing stage is an

attractive solution. In [25], Epshtein et al. performed stroke width transform on the Canny

edge maps of scene images. Pixels with similar stroke width were combined together to

form CCs. Yi et al. [26] proposed gradient-based partition and colour-based partition to

generate CCs from scene images. In the work of Pan et al. [60, 121], a local binarisation

algorithm was applied to obtain CCs as candidate text components for further processing.

The principle of the methods belonging to this category considers that every character is

an individual CC and the character CCs are grouped into text lines after the non-character

CCs are eliminated. An advantage of this type of method is that the character CCs are less

likely to connect to the background components. By taking this advantage, the proposed

algorithm belongs to this category of text detection algorithms.

After the comparison with other region detectors as published in [122], Maximally

Stable Extremal Regions (MSERs) detector has been acknowledged as one of the best
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region detectors as it is robust to view point, scale and lighting changes. An MSER is a

part of the image where local binarisation is stable over a large range of thresholds. For

integrity, the definition of MSER is introduced by following the notations in [120].

Image I is a mapping I : D ⊂ Z2 → S. Extremal regions are well defined on images

if

1. S is totally ordered, i.e. reflexive, antisymmetric and transitive binary relation ≤
exists. Only S = {0, 1, · · · , 255} is considered in our algorithm.

2. An adjacency relation A ⊂ D×D is defined. p, q ∈ D are adjacent (i.e. pAq) if and

only if
d∑

i=1

|pi − qi| ≤ 1. d is the dimension of p and q.

Region Q is a contiguous subset of D, i.e. for each p, q ∈ Q there is a sequence p, a1, a2, · · · , an, q
and pAa1, · · · , aiAai+1, · · · , anAq where aj(j = 1, · · · , n) ∈ Q. Region boundary ∂Q =

{q ∈ D \Q : ∃p ∈ Q : qAp}, i.e. the boundary ∂Q of Q is the set of pixels being adjacent

to at least one pixels of Q but not belonging to Q. Extremal region Q ⊂ D is a region such

that for all p ∈ Q and q ∈ ∂Q, I(p) > I(q) (maximum intensity region) or I(p) < I(q)

(minimum intensity region). Let Q1, · · · , Qi−1, Qi, · · · be a sequence of nested extremal

regions, i.e. Qi ⊂ Qi+1. Qi∗ is maximally stable extremal region (MSER) if and only if

q(i) = |Qi+Δ \Qi−Δ|/|Qi| has a local minimum at i∗ (| · | denotes cardinality). Δ ∈ S is a

parameter.

Natural scene characters typically have strong contrast against background, uniform

colour and hence uniform intensity. Therefore, pixels belonging to a character can be united

as an MSER when they are extracted from the gray-level map. In the implementation of

MSER generation, the resultant regions can be either of two types: bright regions on dark

background and dark regions on bright background. Dark-on-bright MSERs and bright-on-

dark MSERs are processed separately since both of them appear in natural scene images.
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Some examples of MSER extraction from natural scene images are shown in Figure 4.2

and some extracted character MSERs and non-character MSERs are illustrated in Figure

4.3 and Figure 4.4 respectively.

Figure 4.2: MSER extraction results. MSER regions are marked in white and the remaining

regions are marked in black. (a) Original images. (b) Bright-on-dark MSERs. (c) Dark-on-

bright MSERs.

Before proceeding to the next stage, the MSERs that are obviously not character MSERs

are filtered out. MSERs that are too small or too high are removed as non-characters.

MSERs with the height less than 10 pixels are also discarded. As only the upper and lower

case Roman letters and arabic numbers are considered, the maximum number of holes of

a character MSER is 2 as in “B”, “g” and “8” for examples. If an MSER has more than
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Figure 4.3: Character MSER samples.

Figure 4.4: Non-character MSER samples.

2 holes, they are pruned as well. The remaining MSERs are fed into a MSER classifier

trained by the features introduced in the next section for text/non-text MSER classification.

4.2 Character MSER Features

In the previous step, both bright-on-dark MSERs and dark-on-bright MSERs are gener-

ated. However, character MSERs as well as non-character MSERs are extracted. The non-

character MSERs are not the objects-of-interest and give a very negative influence on the

later steps. Therefore, suppressing the non-character is the first concern. In order to remove

the non-character MSERs and keep the character MSERs simultaneously, a supervised ma-

chine learning scheme is used to train a classifier for discriminating character MSERs from

non-character MSERs. Four types of features that can embody the characteristics of char-

acter MSERs are employed. These are geometry-based, stroke-based, gradient-based and

colour-based features. Geometry-based features describe the geometric properties. Stroke-

based features investigate the uniformity of stroke width in characters. Gradient-based
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features depict the double edges of opposite gradient directions that character strokes have.

The colour-based feature used is the variance of local foreground/background colour dif-

ference at stroke edges.

4.2.1 Geometry-based Features

According to observation, character MSERs normally have more regular shapes than non-

character MSERs. Therefore, aspect ratio, occupation ratio, regularity and compactness

are employed to describe the geometric properties of character MSERs.

• Aspect ratio. This feature intends to remove non-character MSERs which are too

long or too narrow because the aspect ratios of character MSERs are in a limited

range. The definition of aspect ratio (AR) is

AR(M) = min(
w

h
,
h

w
), (4.2.1)

where w and h are the width and height of the MSER M respectively.

• Occupation ratio. Pixels belonging to a character MSER normally do not occupy

too much or too less area within its bounding box. Occupation ratio (OR) is defined

as

OR(M) =
p

w × h
, (4.2.2)

where p represents the number of pixels belonging to MSER, and w and h are defined

in Equation 4.2.1.

• Regularity. Usually, the skeleton points of a character MSER lie nearly along the

center of character strokes. The ratio between the number of skeleton pixels and the
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number of stroke contour pixels of a character MSER tends to be stable for different

characters with various fonts. The definition of regularity (R) is

R(M) =
Nskel

Ncon

, (4.2.3)

where Nskel is the number of points on skeleton and Ncon is the number of points on

the stroke contour.

• Compactness. Non-character MSERs with too complex contour shape ought to be

erased. Compactness (C) is defined as

C(M) =
Area

N2
con

, (4.2.4)

where Area is the area of the bounding box of an MSER and Ncon is the number of

contour pixels of the MSER.

4.2.2 Stroke-Based Features

A character is composed of strokes and this characteristic leads to the exploration of fea-

tures based on strokes. Stroke-based features stem from the approximately uniform stroke

width and double edges of opposite gradient directions. These two aspects were considered

together in the work of Zhang et al. [52] and the concept of “Character Energy” was con-

ceived. After obtaining binary edge points from the gray-level image, the character energy

of the edges of each possible character was used in an unsupervised framework to classify

characters and non-characters. “Character Energy” is applied to MSERs to assess the pos-

sibility of an MSER being a character MSER. Furthermore, since the contours of character

MSERs are closed, the computation of MSER character energy is more reliable than that

of character energy from binary edge points. The reason is that character energy would be

erroneously computed when the edges of a character are broken.
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Taking dark characters on bright background into consideration, since a character MSER

has a complete contour, a ray generated from a contour point, named as a source point,

travelling along the gradient direction of the point can reach another contour point. If the

reached contour point has an approximately opposite gradient direction, it is called a sib-

ling point of the source point. The distance between the source point and its sibling point

is the stroke width. Since machine-printed characters typically have uniform stroke width,

this distance tends to be similar at different contour points of a character. Here, we con-

sider both opposite gradient direction and uniform stroke width as features to differentiate

character MSERs from non-character MSERs.

• Average Gradient Direction Difference of Sibling Point Pairs. For a character

MSER, most contour points can find their sibling points. Each contour point and its

sibling point forms a sibling point pair. According to the definition of sibling points,

the absolute value of the difference of the gradient directions of a sibling pair is close

to π. By taking all contour points into account, the absolute average difference of

gradient direction of all sibling pairs should be near π. Let N denote the number of

contour points of an MSER, P (i) denote the i-th contour point of a character MSER

with the sibling point SP (i), and θ
(i)
P and θ

(i)
SP denote the gradient directions at P (i)

and SP (i). The difference of gradient direction of P (i) is defined as follows:

θ
(i)
angle = abs(π − abs(θ

(i)
P − θ

(i)
SP )), (4.2.5)

where abs(x) is the absolute value of x. When the gradient direction of P (i) is op-

posite to the gradient direction of SP (i), θ
(i)
angle = 0. The Average Gradient Direction

Difference for a contour α is defined as:

α =

N∑
i=1

θ
(i)
angle

N
. (4.2.6)
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For character MSERs, α should be a value close to 0.

• Ratio of Sibling Point Pairs. As most contour points have sibling points, the pro-

portion of sibling point pairs in a character MSER should be high. The fraction of

sibling point pairs ηsp is defined as below:

ηsp =

N∑
i=1

h(θ
(i)
angle,

π
6
)

N
, (4.2.7)

where

h(θ
(i)
angle,

π

6
) =

⎧⎨
⎩1, θ

(i)
angle ≤ π

6

0, else.
(4.2.8)

It can be seen from Equation 4.2.7 that the more sibling pairs an MSER has, the

greater ηsp is and, therefore, the more possible the MSER to be a character.

• MSER Character Energy. According to the definitions of α and ηsp, a character

MSER tends to have a low α and a high ηsp. By combining α and ηsp together,

MSER Character Energy can be defined to give the possibility that an MSER is a

character MSER. The function should be proportional to ηsp and anti-proportional to

α. We define MSER Character Energy E as

E = (
π − α

π
+ ηsp)/2. (4.2.9)

According to the definition of character MSER energy, E ∈ [0, 1], and the closer α

is to 0 and the closer ηsp is to 1, the closer E is to 1. An MSER with greater E has

higher probability to be a character MSER.

• Ratio of Dominant Stroke Width. The distance between a source point P (i) and

its sibling point SP (i) can be considered as a possible stroke width. Let SW =
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{sw(j)|j = 1, · · · , J} be the collection of all stroke width values sw(j) of an MSER

and hist(SW ) be the histogram of SW , where J is the total number of different

stroke width values. For a character MSER, typically there is a stroke width value that

has the greatest occurrence frequency. Let hist(SW, j) be the value of the histogram

of SW at the j-th(1 ≤ j ≤ J) bin, where J is the bin index of the maximum stroke

width since each bin corresponds to a stroke width. The bin where hist(SW ) reaches

the maximum, denoted by j∗, can be represented as

j∗ = arg max
1≤j≤J

(hist(SW, j)). (4.2.10)

We then introduce ηsw to describe the uniformity of stroke width within an MSER,

which is defined as the ratio of contour pixels having the dominant stroke width

among all contour pixels.

ηsw =
hist(SW, j∗)

N
(4.2.11)

where N is the total number of the contour pixels of an MSER.

• Ratio of Dominant Half Stroke Width. As what was stated in subsection 4.2.1,

the points of the skeleton of a character MSER usually lie along the center line of

its strokes. Therefore, the distance from a character contour point to skeleton is

nearly half of the length of stroke width. This distance is named as “half stroke

width”. Half stroke width is calculated in a different manner from calculating stroke

width. A ray starts from a contour pixel along the gradient direction until a skeleton

point is reached. Similar to stroke width, there is also a value of half stroke width

appears most for a character MSER. Let HSW = {hsw(k)|1, · · · , K} represent

the collection of all half stroke width values of an MSER and hist(HSW ) be the



Chapter 4. Natural Scene Text Detection 80

histogram of HSW . Let hist(HSW, k) be the value of the histogram of HSW at

the k-th(1 ≤ k ≤ K) bin, where K is maximum value of half stroke width of a

character. The bin where hist(HSW ) reaches the maximum, denoted by k∗, can be

represented as

k∗ = arg max
1≤k≤K

(hist(HSW, k)). (4.2.12)

The ratio of the number of contour points having the main half stroke width over the

total number of contour points, denoted by ηhsw, is defined as

ηhsw =
hist(HSW, k∗)

N
(4.2.13)

where N is the total number of the contour pixels of an MSER.

4.2.3 Histogram of Stroke Contour Point Gradient Direction

Character strokes tend to have double edges of opposite gradient directions and an example

is shown in Figure 4.5(a). The gradient directions at the contour points of each MSER are

computed. The gradient direction is quantised into eight directions. Therefore, the numbers

of contour points with two opposite quantised gradient directions are approximately equal.

The quantised gradient directions are represented by βi (i = 1, · · · , 8) as illustrated in

Figure 4.5(b). βi and βi+4(i = 1, 2, 3, 4) are two opposite directions as a sibling point

pair of a character MSER have approximately opposite gradient directions, which fall into

the quantised gradient directions of βi and βi+4. Due to the fact that the majority of the

contour points can constitute a sibling point pair with another contour point, the numbers

of contour points having quantised gradient directions of βi and βi+4 are close. In the
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histogram formed by the quantised gradient directions of the contour points of a character

MSER, the heights of the bins of βi and βi+4 are similar.

Figure 4.5: Stroke contour point gradient direction. (a) A pair of stroke edge points with

opposite gradient directions. (b) Quantised gradient directions.

4.2.4 Variance of Local Foreground/Background Colour Difference

(VLFBCD)

In addition to geometry-based, gradient-based and stroke-based features, colour is also

utilised as an important feature in depicting a character MSER. Since scene texts usually

have clear colour contrast between foreground and background, and the contrast tends to be

uniform along the contour of the character. The points situated on the local neighbourhood

of contour points have the most distinctive colour variation. For a contour point P of a

character MSER, we consider the point P1 locating n-pixel away from P on its gradient

direction and the point P2 locating n-pixel away from P along anti-gradient direction. The

Local Foreground/Background Colour Difference (LFBCD) at P is defined as the colour

difference between P1 and P2. As the LFBCD at each contour point of a character MSER

tends to be stable, the variance of LFBCD should be low which is defined in Equation

4.2.14.
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σcol =
1

N

N∑
i=1

(CDi − 1

N

N∑
i=1

CDi)
2, (4.2.14)

where

CDi = |colour1i − colour2i |. (4.2.15)

In Equation 4.2.14, CDi is the LFBCD at contour point i and N is the number of

contour points of the MSER. In Equation 4.2.15, colour1i and colour2i are the colours of P1

and P2. The Euclidean distance is employed for computing the colour distance of CDi in

RGB colour channel.

The geometry-based, stroke-based, gradient-based and colour-based features mentioned

above construct a 12-dimensional feature vector which is extracted for every MSER. A

classifier trained by these features are used for discriminating text MSER from non-text

MSER. Details of this classifier is given in Section 4.6. Figure 4.6 shows some examples

of the character/non-character MSER classification by the classifier.

4.3 Text MSER Retrieval

The MSER classifier trained by the features discussed in the previous section can remove

majority of non-character MSERs, which means the MSER classifier is good at suppressing

true negatives. However, some character MSERs may also be erroneously classified as non-

character MSERs. Character MSERs having very high aspect ratio, such as “l”,“i” and “I”,

or having very large width strokes can easily be misclassified. Moreover, small character

MSERs belonging to a word may be very close to each other and they may merge into

one character MSER. In this case, the properties of character MSERs may not persist, so

they are liable to be pruned in the character MSER classification step. As a result, the
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Figure 4.6: Character/non-character MSER classification. (a) Original scene images. (b)

Dark-on-bright MSERs. (c) Bright-on-dark MSERs. (d) and (e) are the MSER classifi-

cation results in (b) and (c) respectively. The MSERs that are classified as character are

marked in white colour and the MSERs that are classified as non-character are marked in

red. Best viewed in colour.

subsequent text line grouping would produce uncomplete detection bounding boxes for

those text lines with some missed characters. Recovering the wrongly removed character

MSERs is beneficial to enhance the performance of our algorithm. An MSER retrieval

procedure is employed to achieve this goal.

In our work, MSER retrieval consists of two levels: character MSER retrieval and text
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line MSER retrieval. Character MSER retrieval is to call back the misclassified single char-

acter MSERs by considering the spatial vicinity, stroke width and colour of its neighbour

that are classified as character MSERs. Text line MSER retrieval refers to the calling back

of the small multiple character MSERs by a classifier trained by texture features.

4.3.1 Character MSER Retrieval

When considering the relationship between the correctly classified character MSERs and

the misclassified character MSERs, several constraints are applied for retrieval and detailed

explanations of using these constraints will be given one by one.

dist(Mnr −Mr) < 2×min(max(wnr, hnr),max(wr, hr)), (4.3.1)

where dist(Mnr−Mr) is the distance of the centroid of a non-removed MSER Mnr and that

of a removed MSER Mr respectively. wnr and hnr are the width and height of the removed

MSER, and wr and hr are the width and height of the removed MSER. This condition is

for retrieving a misclassified MSER which is horizontally close to a non-removed MSER.

Bnr >
Tr + Br

2
and Br >

Tnr + Bnr

2
, (4.3.2)

where Tnr and Bnr are the top line and the bottom line of a non-removed MSER respec-

tively, and Tr and Br are the top and the bottom of a removed MSER respectively. This

limitation is designed to retrieve the MSERs that are aligned horizontally.

min(hnr, hr)

max(hnr, hr)
> Thheight, (4.3.3)

where hnr and hr are the heights of a non-removed MSER and a removed MSER respec-

tively. The heights of characters in a text line should not vary too much. Thheight is assigned
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to be 0.5.

dist(Mnr,Mr) < Thcolour, (4.3.4)

where dist(Mnr,Mr) is the difference between two colour vectors. This definition implies

that the difference between the colour components of the non-removed MSER and the non-

removed MSER should be less than Thcolour. Thcolour is set to be 25 as this is a suitable

choice empirically.

max(aver hswnr, aver hswr)

min(aver hswrn, aver hswr)
< Thhsw, (4.3.5)

where aver hswnr and aver hswr are the average half stroke width of non-removed MSER

and removed MSER respectively. Due to the fact that the characters in a word have similar

half stroke width, this restriction makes the retrieved MSER have similar stroke width

information of its neighbour non-removed MSER. Thhsw is set to 2 empirically as it is the

optimal choice according to the experiment.

If a MSER removed during MSER classification satisfies all of the above constraints

with its neighbouring non-removed MSER, it is retrieved as a character MSER. The re-

trieved MSERs will be used for retrieving other removed MSERs. This procedure termi-

nates when no more removed MSERs can be retrieved. In Figure 4.7, we show an example

of calling back misclassified character MSERs from the non-removed character MSERs.

4.3.2 Text Line MSER Retrieval

In natural scene images, the gaps between the characters of a text line are normally wide

enough from each other. Therefore, the character MSERs generated from individual char-

acter in the image do not touch each other, especially for those characters that have high
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Figure 4.7: Single character MSER retrieval. (a) Classification result of MSERs where the

MSERs classified as non-character are marked in red. (b) Single character MSER retrieval

of (a). The retrieved MSERs are marked in green. Best viewed in colour.

contrast on the background. On the other hand, when characters are too close to their

neighbouring characters, multiple character MSERs may connect together to form into one

MSER. In particular, if an MSER composed of multiple characters is too small, the stroke

width information calculated from it may be misleading and similar to that of a complex

non-character MSER. Under these circumstances, such MSERs are highly possible to be

misclassified as non-character MSERs by the single character MSER classifier and cannot

be retrieved by the single character MSER retrieval scheme.

Based on the above analysis, it is necessary to propose another retrieval strategy to

call back the multiple character MSERs. Compared with the single character MSERs

which have salient stroke-based characteristics, a multiple character MSER holds promi-

nent texture-based text line features at the original regions enclosed by its bounding box.

Therefore, we adopt a text line classifier to retrieve multiple character MSERs. Note that

what the classifier verifies is not the multiple character MSERs, but the sub-image of the

original natural scene image enclosed by the bounding box of the MSER region. We call

this sub-image a “counterpart text line candidate”. As a counterpart text line typically

has larger width/height ratio, only the removed MSERs with a width/height greater than
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a threshold are considered for text line retrieval. The counterpart text lines are verified

by a texture-based classifier which is presented in Section 4.5. If a counterpart text line

is classified as a true text line, its MSER is labelled as a text MSER for the subsequent

processing.

Figure 4.8: Text line MSER retrieval. (a) Classification result of MSERs where the non-

character MSERs are marked in red. (b) Text line MSER retrieval of (a). The retrieved text

line MSER is marked in orange. Best viewed in colour.

4.4 Character MSER Grouping

After the processing of the previous steps, the remaining MSERs need to be further merged

into text lines. Characters in a text line share some similar properties, for example, height,

aspect ratio, stroke width, colour and inter-character spacing. In this step, we use several

rules for validating two character MSERs, MSERi and MSERj , to decide whether they are

to be grouped together and labelled as in one text line. The grouping process is conducted

until no more MSERs can be merged. The detailed information of the five grouping rules

are listed in the following equations.



Chapter 4. Natural Scene Text Detection 88

Two MSERs should be labelled as in the same text line only when they are horizontally

close enough to each other, i.e., they satisfy Equation 4.4.1.

min(abs(Ri − Lj), abs(Li −Rj)) < 1.5×max(wi, wj), (4.4.1)

where Ri and Li are the maximum column and the minimum column of MSERi, and Rj

and Lj are the maximum column and the minimum column of MSERj . wi and wj are the

width of MSERi and MSERj respectively.

Two vertically close character MSERs belonging to different text lines should not be

grouped into one text line, i.e. they satisfy Equation 4.4.2.

Bi > Tj and Bj > Ti, (4.4.2)

where Ti is the top of MSERi, Bi is the bottom of MSERi, Tj is the top of MSERj and Bj

is the bottom of MSERj .

The heights of the characters of a text line normally do not vary much.

min(hi, hj)

max(hi, hj)
> Group Threshheight, (4.4.3)

where hi and hj are the heights of MSERi and MSERj respectively. The value of

Group Threshheight is set to be 0.5 in the experiment.

The colours of characters in a text line are typically uniform, so the colour difference

should be within a range.

Dis(Ci, Cj) < Group Threshcolour, (4.4.4)

where Dis(Ci, Cj) is the colour difference between MSERi and MSERj . Group Threshcolour

is 25 in the experiment.

Characters in one text line should be have close half stroke width.

max(aver hswi, aver hswj)

min(aver hswi, aver hswj)
< Threshhsw, (4.4.5)
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where aver hswi and aver hswj are the half stroke widths MSERi and MSERj respec-

tively. Threshhsw is 2 in the experiment.

In fact, only single character MSERs need to be grouped into text lines as text rarely

appears in the form of single characters. Based on the multiple character MSER retrieval

processing in the last section, the MSERs fed to MSER grouping may contain retrieved

multiple character MSERs which should not be considered in the grouping step. To dis-

criminate single character MSERs and multiple character MSERs, the width/height ratio

of an MSER is used as the criterion. If the width/height ratio of an MSER is less than

a threshold, it is used for MSER grouping. Otherwise, it is treated as a multiple charac-

ter MSER and the grouping step is skipped. The single character MSERs grouped into

different text lines are enclosed by bounding boxes as text line candidates. All text line

candidates are further verified as text lines or non-text lines in the following false alarm

elimination processing.

4.5 False Alarm Elimination

Complex structures, such as leaves, bricks, windows, fences and some other structures

similar to the stroke of text may exist in the detection results. In order to eliminate these

false alarms, a trained classifier is applied. The IT-LBP descriptor proposed in Chapter

3 has shown its effectiveness in text/non-text classification, so it is adopted to depict text

lines for non-text elimination. The text lines classification results in both the dark-on-bright

MSER map and the bright-on-dark MSER map and the remaining text lines are the final

detection result.

In order to do the classification, each bounding box of a detected text line candidate is

normalised into 20-pixel high with the original aspect ratio. A scanning window with size
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of 20-by-20 moves along the bounding box and the IT-LBP is calculated with the scanning

window. The final decision score is a weighted sum of all decision scores of the regions

enclosed by the scanning window.

Figure 4.9: Text line candidates false alarm elimination. (a) Text line candidates (enclosed

by yellow bounding boxes) obtained from dark-on-bright MSER map. (b) Text line candi-

dates (enclosed by yellow bounding boxes) obtained from bright-on-dark MSER map. (c)

Final detected text lines (enclosed by green bounding boxes) after false alarm elimination.

Best viewed in colour.

Due to the limited number of training samples, the trained text line classifier may gen-

erate some false positive detection in the final detection results. In order to further improve

the classification capability of the classifier, a “bootstrap” classifier training scheme is ap-

plied as in [7,123] to improve the performance of the classifier. The false positive detection

results will be supplemented into the training set as negative training samples and the classi-

fier will be trained again with the added negative samples. The bootstrap classifier training

procedure is demonstrated in Figure 4.10.
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Figure 4.10: The procedure of bootstrap classifier training (courtesy Wei [7]).

4.6 Experimental Results

In order to evaluate the performance of our method, the Robust Reading Competition Chal-

lenge 2: Reading Text in Scene Image dataset released for ICDAR2011 is used as a natural

scene text detection benchmark dataset. There are 229 images for training and 255 im-

age for testing contained in this dataset. The sizes of images range from 422 × 102 to

3888× 2592.

There are two classifiers embedded in our system: one is for character/non-character

MSER classification and the other one is for text/non-text line classification. The posi-

tive and negative samples used for training these two classifiers are from the ICDAR2011

Robust Reading Competition Challenge 2 dataset, which includes a group of images for

Text Localization Task and a group of images for Word Recognition Task. For training
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Feature Set 1 Feature Set 2 Feature Set 3 Feature Set 4

88.9134% 93.9169% 96.6218% 98.0729%
Table 4.1: Comparisons of classification accuracy rates of MSER classifiers using different

sets of features.

the single character MSER classifier, we extract MSERs from the images in the Text Lo-

calization Task. In total, 8614 MSERs are generated in which 3403 MSERs are labelled

as positive samples and 5211 MSERs are labelled as negative MSERs manually. In order

to evaluate the contribution of the features in character/non-character MSER classification,

the classification accuracy of classifiers trained using different combinations of different

types of features are compared. All features are divided into four sets: Set 1 is geometry-

based features, Set 2 is the combination of geometry-based and stroke-based features, Set

3 is the combination of geometry-based, stroke-based and gradient-based features, Set 4 is

the combination of all types of features. The comparisons of classification accuracy rates

on the training samples by applying different MSER classifiers with the four feature sets

are illustrated in Table 4.1. As shown in Table 4.1, the classifier using all types of fea-

tures achieves the best performance and it is utilised for character/non-character MSER

classification.

For training the text line classifier, all of the positive training samples are obtained from

the Word Recognition training dataset. The word images in this dataset are text line im-

ages cropped from the Text Localization test dataset. Although this dataset was prepared

for word recognition, they satisfy the requirements of training sample creation. Each word

image is normalised to 20-pixel high with the original aspect ratio, and then divided into

20×20 sub-images with 10-pixel moving step. The negative samples were obtained in the

same way. These 20×20 sub-images are used as training samples. There are 5188 positive
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samples and 5500 negative samples for training. The Vedaldi’s algorithm [124] is imple-

mented for extracting MSERs and the two classifiers are trained by using the LIBSVM

package [118]. Some natural scene text detection results using the ICDAR2011 Robust

Reading Competition Challenge 2 dataset are demonstrated in Figure 4.11.

Three criteria, recall, precision and harmonic means (or f-measures) as the same mea-

surements in the ICDAR2011 Reading Text in Scene Images Competition [2], are utilised

to quantitatively compare our method with other existing methods. The definitions are

given in Equation 4.6.1, Equation 4.6.2 and Equation 4.6.3. Table 4.2 lists the comparisons

of different algorithms assessed by the above three criteria. We implement two sets of ex-

periments for comparison: Comparison 1 and Comparison 2. Comparison 1 is obtained by

our algorithm without false alarm elimination step and Comparison 2 is obtained by our

algorithm without MSER retrieval step and false alarm elimination step.

Precision=
∑
re∈E

m(re, T )/|E|, (4.6.1)

Recall=
∑
rt∈T

m(rt, E)/|T |, (4.6.2)

Harmonic Mean=
2× Precision×Recall

Precision+Recall
, (4.6.3)

where m(r, R) is the best match for a rectangle r in a set of rectangles. R, E and T are the

estimated and ground truth rectangles respectively.

The experimental results have demonstrated the good performance of the proposed al-

gorithm in both of the qualitative and quantitative aspects. It can be seen from Figure 4.11

that the proposed algorithm has quite few false alarms and most of the text lines can be

detected. The ranking of the algorithms is based on the harmonic means in Table 4.2. The
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Figure 4.11: Some scene text detection results using ICDAR2011 Robust Reading Compe-

tition Challenge 2 dataset by our algorithm.

higher the harmonic mean is, the better performance of an algorithm has. In the compari-

son within our algorithm, the harmonic mean is only 60.62% without the character MSER

retrieval step and the false alarm elimination step. With the character MSER retrieval step,

our algorithm can achieve a higher harmonic mean of 63.57%. The main reason is the im-

provement of the recall rate. When the false alarm elimination step is also performed, the

harmonic mean can reach up to 80.46%, which is the highest among all algorithms under
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Method Recall Precision Harmonic Mean
Our algorithm 71.91% 91.33% 80.46%

Shi’s method [22] 63.1% 83.3% 71.8%

Kim’s method [2] 62.47% 82.98% 71.28%

Our algorithm (Comparison 1) 71.83% 57.01% 63.57%
Yi’s method [2] 58.09% 67.22% 62.32%

TH-TextLoc System [2] 57.68% 66.97% 61.98%

Our algorithm (Comparison 2) 61.99% 59.30% 60.62%
Neumann’s method [2] 52.54% 68.93% 59.63%

TDM IACS [2] 53.52% 63.52% 58.09%

LIP6-Retin [2] 50.07% 62.97% 55.78%

KAIST AIPR system [2] 44.57% 59.67% 51.03%

ECNU-CCG method [2] 38.32% 35.01% 36.59%

Text hunter [2] 25.96% 50.05% 34.19%
Table 4.2: Performance comparisons between our method and some state-of-the-art algo-

rithms using the ICDAR2011 Robust Reading Competition Challenge 2 dataset [2].

comparison. This means that the false alarm elimination step greatly enhance the precision

of the proposed algorithm.

4.7 Summary

This chapter presents an algorithm designed for detecting text in scene images. Based on

the characteristics of uniform intensity and strong contrast against background that scene

text have, Maximally Stable Extremal Regions (MSER) is used to generate the connected

components of character strokes of text. Geometry-based, stroke-based, gradient-based and

colour-based features are applied to depict character MSERs and a single character MSER

classifier is trained for removing the non-character MSERs. Two schemes are applied sep-

arately to retrieve the misclassified single character MSERs and multiple character MSERs

sequentially to compensate the false negatives caused by the character MSER classifier. All

obtained character MSERs are aggregated into text lines in the grouping process. Finally,
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false positives are suppressed by a classifier trained with a texture-based text feature. The

experimental result results have shown that the proposed method outperforms all state-of-

the-art methods involved in the ICDAR2011 Robust Reading Competition Challenge 2.

The character MSER retrieval step contributes to the high recall rate and the false alarm

elimination step contributes to the high precision rate.



Chapter 5

Text Binarisation

In Chapter 3 and Chapter 4, it has been shown that text detection can be used to find text

lines in an image and that different bounding boxes can be used to enclose the local areas of

individual text lines. The next stage of concern is how the characters within each enclosed

text lines may be correctly recognised. As the text line within a bounding box is a sub-

image of the original image which contains only text, it is called a text image in this thesis.

In other words, one requires to find out the characters in the extracted text images. This

task is accomplished by character recognition which converts the characters in text images

into ASCII codes as the recognition results of the characters.

Optical character recognition (OCR) is a technique that conducts the mechanical or

electronic conversion from the scanned document of printed and typewritten text into machine-

encoded text. OCR has been very successful on recognising characters in good quality

typed documents and been widely applied to practical text-reading applications. However,

when suffering from degradations, such as poor contrast, uneven lighting, blur, complex

background and so on, the recognition result could be badly influenced if a text image is

sent to an OCR engine without further processing.

In order to increase the recognition rate, text images usually need to be converted to

97
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binary images before being sent to an OCR system for recognition. This conversion pro-

cessing is called text binarisation which means a text image is transferred into a binary

image with the same size of the original text image, and white pixels represent text and

black pixels represent background. The accuracy of text binarisation can significantly af-

fect the text recognition rate. Scene text is a kind of text that easily suffers from uneven

lighting and complex background which is a challenging text binarisation process. In order

to enhance the performance of the subsequent text recognition, a gray level-based algorithm

and a colour-based text binarisation algorithm are proposed in Section 5.1 and Section 5.2

respectively. Experimental results of the proposed gray level-based method and the pro-

posed colour-based method are presented and compared with other methods in Section 5.3.

Summary is presented in Section 5.4.

In Section 5.1, a gray level-based technique is discussed in order to motivate the pro-

posed method. A concise rationale is given in Section 5.1.1. Section 5.1.2 provides the

theoretical background of the mean-shift algorithm. This is followed by technical details

of colour channel selection by mean-shift in Section 5.1.3. Since image segmentation is

a technique to separate pixels of an image into multiple categories, text binarisation is an

image segmentation problem which fixes the number of the classified categories into two.

As reviewed in Chapter 2, the graph-based image segmentation approaches are reliable

and have become a thriving research area. Therefore, the graph-based image segmentation

technique is explored in Section 5.1.4 for binarising the selected channel image.
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(a) (b)

Figure 5.1: An example of image segmentation. (a) The original image. (b) The segmenta-

tion result of (a). Sub-regions are represented by different colours (courtesy Zhang [8]).

5.1 Gray level-Based Text Binarisation

In a text information extraction system, text binarisation is to separate the pixels of a text

image into text as foreground and anything else as background. The foreground is com-

posed of the pixels belonging to the characters in the text image, and the background is

composed of the pixels belonging to the non-character regions. In this sense, text binari-

sation is a particular case of image segmentation in the application of text information ex-

traction. Image segmentation is a significant step in many practical applications of image

analysis and computer vision. The target of image segmentation is to partition an entire

digital image into multiple non-overlapping sub-regions of which pixels contain certain

common properties. Each segmented sub-region is marked using a specific label assigned

to all of its pixels to differ from other sub-regions. An example of image segmentation is

given in Figure 5.1. “sky”, “mountain”, “stones” and “lawn” in the image are separated

into individual objects and different colours are used as labels to stand for different objects.

The segmented multiple regions of interest are meaningful for further processing. A spe-

cific case of image segmentation, which is called binary image segmentation, is to divide

all of the pixels in an image into two groups: foreground and background. Foreground is
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the whole of the regions-of-interest of the original image and background is the whole of

the remaining parts. The two typical colours used for foreground and background are black

and white respectively. A myriad of techniques on image segmentation have been reported

in literatures [125] and [8].

Gray level-based binarisation methods seek for an optimal thresholding gray level im-

age to separate an image into text and background. The pixels with gray levels greater

(or lower) than the threshold value are classified as foreground (or background) pixels.

Otsu’s method [78] is a well-known image segmentation technique which is used to per-

form image thresholding based on histogram, under the assumption that the image to be

thresholded has bi-modal histogram. Otsu’s method selects the threshold by minimising

the within-class variance of the two groups of pixels. A histogram is composed of bins and

the height of each bin is determined by the number of pixels with certain intensity value or

the occurrence frequency of a certain intensity if the histogram is normalised. The idea of

classifying the pixels of an image into two classes with least differences among the pixels

of each class corresponds to the task of text binarisation. In the senario of light text on

the dark background or dark text on the light background, a large number of pixels are of

relatively large intensity values and a large number of pixels are of relatively low inten-

sity values. The bins in the histogram distribute primarily around two intensity values far

away from each other. The two main peaks imply the dense occurrences of text pixels and

background pixels around the two well-separated intensity values. Taking the histogram in

Figure 5.2 as an example, one main peak is at 70 and another main peak is at 220.

Although the shape of the histogram of a gray level image can provide a clue for text

binarisation, a good binarisation result may not be obtainable by setting a certain value to

threshold the histogram if the distribution of the histogram is not clearly bi-modal. The
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Figure 5.2: An example of the histogram of a gray level text image. The figure on the right

is the histogram of the gray level image on the left. The range of intensity values of a gray

level is from 0 to 255. The horizontal axis of the histogram is the intensity values. The

vertical axis of the histogram is the number of pixels belonging to a certain intensity value.

generation of a gray level image is by the conversion from colour channels to the shades of

gray varying from black as the weakest to white as the strongest. The conversion is a linear

combination of colour channels. However, this may result in the loss of the important visual

clues presented from different colour channels. The colour of text may be quite different

from that of background, but after colour/gray conversion, their gray level intensities may

be quite similar as many different colours can have the same gray level value. As the

instance illustrated in Figure 5.3, (0,170,0), (230,53,0), (80,83,240) and (230,14,200) are

four totally different colours in RGB colour channel and they have an unique gray level

value of 100 following the conversion in Equation 5.1.1. Thus, the histogram of the gray

level image will not show the bi-modal shape and this will be very difficult to get a good

segmentation through histogram thresholding.

Gray level intensity = 0.299R + 0.587G+ 0.114B (5.1.1)
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where R, G and B are the channel components in RGB colour model and they are integers

between 0 and 255. The gray level intensity is the rounded value of the sum in the right

hand side.

Figure 5.3: Different colours can be converted into an identical gray level value.

Figure 5.4: Colour channel split on RGB colour space.

In order to avoid the loss of contrast between text and background when converting a
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colour image to a gray level image, we explore a novel binarisation method based on a

colour channel. The main colour component of text normally has variation to that of its

background. Therefore, the distributions of text colour and background colour are different

in the same colour channel. Colour channels are colour components that constitute a colour

image. In Figure 5.4, the red, green and blue components of a colour image are split into

three colour channels. Each colour channel consists of colour component strengths at all

pixels. Since the range of colour component strength is from 0 to 255, a colour channel

can be treated as a gray level image with the same size of the colour image and the value at

each pixel stands for the intensity of the corresponding colour component. The gray level

image is referred to as a colour channel image. The two main peaks in the histogram of a

colour channel image imply the distribution of the text intensity and background intensity

in the corresponding colour channel.

The histogram of the colour channel image having the wider separation of the two main

peaks means the greater inter-class intensity difference of text and background. Therefore,

performing text binarisation on the colour channel image with the widest bi-modal dis-

tance can avoid misclassification of text pixels and background pixels. Similar ideas have

been reported in the literature of single character image binarisation [67, 68]. Under the

assumption that the wider the histogram of grayscale image is, the easier it is to binarise

the image with a threshold value, Yokobayashi’s method [67] selected the colour channel

with the maximum breadth of histogram in the Cyan/Magenta/Yellow colour space. A lo-

cal 3 × 3 neighbourhood at each pixel was considered to generate the binarised image. If

five or more pixels of the total pixels in the neighbourhood have smaller gray levels than

the mean of the gray levels of the whole image, the pixel was set as a foreground (char-

acter) pixel. Otherwise, the pixel was set as a background pixel. Both the positive and
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negative binarisation results are used as input for recognition. In [68], all colour points

were projected onto a total of 180× 180 axes using spherical polar coordinates (γ, θ, ϕ) in

the RGB colour space first. Then, the Otsu’s binarisation technique was applied to com-

pute a maximum between-class separability by setting an optimal threshold value for each

axis. Finally, the axis having the largest between-class separability was selected and the

corresponding threshold was used for binarising the input image. Nevertheless, neither of

these two methods can be applied for binarising text images containing text lines that have

multiple characters. Because these methods aimed at binarising single character images. A

text line with multiple characters need to be further divided into single characters by the

process of character isolation by using the two mentioned methods. In this research, text

binarsation is performed without character isolation.

5.1.1 Rationale

Red, green and blue are three primary additive colours that are added together to form a

desired colour as individual components. We select the channel image (among the Red,

Green and Blue channel images) whose histogram has the biggest distance between its

two main peaks. The reason is that the colour component in the selected channel image

reflects the greatest foreground/background inter-class difference. In the next step, a graph

is constructed based on the selected channel image to depict the similarity of intra-class

pixels and difference of inter-class pixels. Finally, in order to get an optimal binarisation

result, normalized cut is used to cut the graph into two sub-graphs which represent the

foreground (i.e., the text) and the background respectively.

The task of text binarisation is to separate the foreground (text) from the background in

a text image. In a text image without degradation, the two main peaks representing the main
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Figure 5.5: The flow chart of our colour channel image-based text binarisation method.

foreground colour and main background colour in the intensity histogram of the image are

usually well apart. For such kind of clear images, some classic binarisation techniques,

such as Otsu’s thresholding method [78], can find the optimal threshold to binarise the

images satisfactorily. However, for scene text images that are degraded by uneven lighting

or with complex background, the two main peaks may not be clearly separable in most

cases. Figure 5.6 shows a text image without degradation and a text image with degradation

and their intensity histograms.

Similarly, like a gray level image, colour channel image of a text image may have more

than two peaks in its corresponding histogram. Our target is to find the colour channel im-

age whose histogram has two most-separative peaks. By taking the advantage of the mode

seeking power of the mean-shift [126] algorithm, the main peaks in all of the three chan-

nel images can be located by seeking the positions of the two modes in their histograms.

The positions of the two estimated peaks reflect the separability of the text cluster and the
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Figure 5.6: Histograms of a clear text image (a) and a degraded text image (b). Sub-figures

(c) and (d) are the histograms of the gray level images of (a) and (b) respectively.

background cluster. The distance between the two peaks will be used as the criterion for

evaluating the inter-cluster difference between text and background. The colour channel

possessing the greatest distance between its two peaks in its histogram will be chosen for

further processing.

After the desired colour channel image is obtained, the pixels in a text image will be

split into two classes: text and background. The problem of text binarisation is transferred

to graph segmentation in our framework. A graph is constructed and then the normalised

cut algorithm is applied to divide the nodes into two groups based on the relationship of

nodes. The separation of nodes corresponds to text binarisation.
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5.1.2 The Mean-shift Algorithm

For the purpose of choosing the colour channel image whose histogram has two most-

separative peaks, the mean-shift algorithm is used. In this subsection, the theoretical knowl-

edge of the mean-shift algorithm is introduced. The performance in selecting channel im-

age by using the mean-shift algorithm is given in the next subsection.

The mean-shift algorithm is a simple iterative procedure that shifts each data point to the

average of data points in its neighborhood [126]. Compared with the traditional K-means

clustering algorithm, mean-shift is free of setting the number of clusters at the initial stage.

The mean-shift algorithm was firstly presented by Fukunaga and Hostetler [127] and was

later introduced into low-level vision problems in Comaniciu and Meer’s work [128]. Due

to its successful applications in image segmentation [129] and object tracking [130], mean

shift has become a well known mode seeking technique in computer vision.

Density Gradient Estimation

Given n data points xi, i = 1, 2, · · · , n on a d-dimensional space Rd, the multivariate kernel

density estimation obtained with kernel K(x) and window radius h is

f̂(x) =
1

nhd

n∑
i=1

K

(
x − xi

h

)
. (5.1.2)

For radially symmetric kernels, it suffices to define the profile of the kernel k(x) satisfying

K(x) = ck,dk(||x||2). (5.1.3)
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The kernel K(x) satisfies ∫
Rd

K(x)dx = 1

lim
‖x‖→∞

‖x‖dK(x) = 0∫
Rd

xK(x)dx = 0∫
Rd

xxTK(x)dx = cKI,

(5.1.4)

where ck,d is a normalisation constant.

The estimate of the density gradient is defined as the gradient of the kernel density

estimate in Equation 5.1.2

∇̂f(x) ≡ ∇f̂(x)

=
1

nhd

n∑
i=1

∇K

(
x − xi

h

)

=
2ck,d
nhd+2

n∑
i=1

(xi − x)g
(∥∥∥x − xi

h

∥∥∥2
)

=
2ck,d
nhd+2

[ n∑
i=1

g

(∥∥∥x − xi

h

∥∥∥2
)][∑n

i=1 xig
(|| x−xi

h
||2)∑n

i=1 g
(|| x−xi

h
||2) − x

]
,

(5.1.5)

where g(s) = −k′(s). The first term

2ck,d
nhd+2

[ n∑
i=1

g

(∥∥∥x − xi

h

∥∥∥2
)]

(5.1.6)

is proportional to the density estimation at x computed with kernel G(x) = cg,dg(||x||2) and

the second term

mh(x) =
∑n

i=1 xig
(|| x−xi

h
||2)∑n

i=1 g
(|| x−xi

h
||2) − x (5.1.7)

is the mean shift. The mean shift vector always points to the direction of the maximum

increase in the density. The mean shift procedure proceeds in a successive manner:

• computation of the mean shift vector mh(xt),
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• translation of the window xt+1 = xt + mh(xt).

As the successive step repeats iteratively, the sequence of mh(xt) converges and at a point

where the gradient of density function is zero, ∇f̂(x) = 0, is reached.

Convergence

Let {yj}j=1,2,··· denote the sequence of the center position of successive locations of kernel

G,

yj+1 =

∑n
i=1 xig

(|| x−xi
h

||2)∑n
i=1 g

(|| x−xi
h

||2) − x, j = 1, 2, · · · (5.1.8)

is the weighted mean at yj computed with kernel G and y1 is the center of the initial position

of the kernel. The corresponding sequence of density estimates computed with kernel K,

{f̂h,K(j)}j=1,2,···, is

f̂h,K(j) = f̂h,K(yj), j = 1, 2, · · · . (5.1.9)

It has been mathematically proved that the sequences {yj}j=1,2,··· and {f̂h,K(j)}j=1,2,··· con-

verge [128]. The convergence of the sequences {yj}j=1,2,··· guarantees that the center posi-

tion of the kernel will ultimately reach a stable point.

In this approach, the mean-shift algorithm [127] is chosen to estimate the two main

peaks produced by the three intensity histograms of the images extracted from the Red, the

Green and the Blue channels of an image respectively. The channel image that has two

most separated main peaks in its histogram is selected for text binarisation.

5.1.3 Mean-Shift Based Channel Image Selection

The distance of the two main peaks in the histogram of a colour channel image indicates the

extent of the difference between the foreground and the background of the channel image.



Chapter 5. Text Binarisation 110

The greater the distance is, the more distinctive the foreground pixels and the background

pixels are. According to the observation, the shapes of the histograms of different colour

channel images present the different distributions of foreground pixels and background pix-

els. The colour channel image of the colour component that implies the greatest disparity

of foreground and background has the widest distance of the two main peaks in the his-

togram. For example, in Figure 5.7, the histogram of the B channel image has a bigger gap

between its two main peaks than the other three histograms (including the histogram shown

in Figure 5.7(b2) produced from the gray-level image) have. The red lines in Figures 5.7

(b2), (c2), (d2) and (e2) indicate where the peaks are.

In order to find the two main peaks in the histogram of each channel image, the mean-

shift algorithm is used. First, the density function of each channel image histogram is es-

timated with a kernel function, and then the mean-shift algorithm is performed to find the

two local maxima, which reflect the corresponding colour component distribution of the

foreground pixels and background pixels respectively in the histogram. There are two fac-

tors that should be considered when applying the mean-shift algorithm: the kernel function

and the window radius. In this work, the Gaussian kernel K(x) = (2π)−d/2exp(−1
2
||x||2) is

chosen as the kernel function, where d is the dimensionality of data. The window radius h

is set as 1 in our experiments. Every channel image is fed into the density estimate function

in Equation 5.1.2.

After the two local maxima Cpeak1 and Cpeak2 in the histogram of each channel image

are found and the distance |Cpeak1 − Cpeak2| is computed, the channel image having the

biggest distance is selected for text binarisation. In the example shown in Figure 5.8, it

can be seen that Cpeak1 and Cpeak2 overlap in (b) and (d), and Cpeak1 and Cpeak2 are well-

separated in (c). Therefore the distance between |Cpeak1 and Cpeak2| in the G channel image
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Figure 5.7: The main peaks in different histograms of a colour text image. (a) The original

colour image. (b1) The intensity map of (a). (c1), (d1) and (e1) are the images of R channel,

G channel and B channel of (a) respectively. (b2), (c2), (d2) and (e2) are the histograms of

(b1), (c1), (d1) and (e1) respectively. The red lines in each histogram indicates the locations

of peaks (Best view in colour).
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Figure 5.8: The two located local maxima in the histograms of the R, G and B channel

images for a sample image (a). The curves shown in (b), (c) and (d) display the estimated

density distributions (i.e. histograms) of R, G and B channel images respectively. The blue

and red spots (best viewed in colour) are the positions of the two intensity values Cpeak1

and Cpeak2 (indicating the peaks of each histogram).
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is bigger than in the R and B channel images. Thus, for the image shown in Figure 5.8 (a),

the G channel image is selected for text binarisation.

5.1.4 Graph-Based Selected Channel Image Segmentation

Otsu’s method may be directly applied to the selected colour channel image directly for

text binarisation. However, Otsu’s method only considers pixel value to get the desired

optimal threshold value. Apart from pixels values, the spatial locations of the pixels are

also taken into account and graph is employed to accomplish text binarisation. A graph is

a representation of a set of nodes and the linkage between different nodes is determined

by predefined characteristics. To separate the text pixels from the background pixels, we

formulate the problem in graph segmentation framework. A group of pixels having a same

intensity value of the selected channel image is defined as “node” and the difference be-

tween two groups of pixels is represented by “edge”. Then, the optimal segmentation of

foreground pixels and background pixels are performed on the graph.

Next, basic concepts and notations of graph theory are given before the definitions of

graph construction and techniques of bi-separating the graph into text and background.

Graph Construction

Mathematically, a graph G = (V,E) is composed of a set of nodes (or vertices) v ∈ V and a

set of edges e ∈ E ⊆ V ×V connecting two nodes vi ∈ V and vj ∈ V . There are two types

of edges: undirected edge and directed edge. An undirected edge is an unordered pair of

nodes e{vi,vj}. The edges of an undirected graph do not have orientation which means that

there is no symmetric relation of nodes. A directed edge is an ordered pair of nodes e{vi,vj},

in which vi is called the starting node and vj is called the ending node. The weight of an
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edge is a value assigned to the edge, which describes the strength of relationship between

the two nodes. In graph-based image segmentation models, a node can be a pixel, a set of

pixels with common characteristics, a super pixel, or a feature vector of the pixel. The edge

weight w is defined to describe the similarity or dissimilarity of two nodes connected by it

according to the specific application.

From the analysis of the histogram of the selected channel image in Section 5.1, we

can notice that the majority of pixel values are densely distributed near either of the two

well-separated pixel values. The reason is that the pixels belonging to the same class (text

or background) have similar values. Therefore, the pixel values play an important role in

depicting the inter-class pixels and intra-class pixels. Meanwhile, except the boundary of

text and background, the pixels in the same class are spatially close to each other. For

instance, text pixels typically appear in the neighbourhood of a text pixel and those pixels

have similar values. In one word, the value of a pixel and the pixel’s local neighbourhood

where similar pixel values exist are crucial in depicting the relationship among pixels.

Li et al. [75] provided a text binarisation algorithm to segment a text line with multiple

text colours. The original colour text image was converted into a gray-level image which

was further divided into multiple binary sub-images via recursive graph bi-partition. The

nodes were defined as the pixels at the same gray levels and correlations between nodes

were based on the absolute difference of two gray levels and gray-level co-occurrence

within the 8-connected neighbourhood of a pixel. Pixel distribution, variation of stroke

width and size of connected components were extracted as features from the binary sub-

images. The text sub-images were obtained by a classifier trained with the above features.

The final binarisation result was the combination of all text sub-images. In our approach,
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Figure 5.9: 8-connected neighbourhood of a pixel with a value Ci. If a pixel with a value

Cj(j = 1, · · · , 8) appears in the 8-connected neighbourhood of the pixel with a value Ci,

then there is a co-occurrence pair between pixel values Ci and Cj .

the colours of a text image are assumed to have two polarities, i.e., text colour and back-

ground colour. Therefore, only two sub-images, one for text and the other for background,

need to be produced. In our experiment, the selected channel image is mapped into an

undirected weighted graph and the definitions of nodes and weights in [75] are adopted to

construct the graph.

Definition 1. A node is a group of pixels that have the same pixel value Ci in the

selected channel image.

Definition 2. The weight of the link between two nodes at pixel values Ci and Cj ,

denoted by WCi,Cj
, is defined by

WCi,Cj
=

⎧⎪⎨
⎪⎩
0 if |Ci − Cj| > 16, i �= j,

exp(− |Ci−Cj |
16

)×
√

2NCi,Cj

Hci+Hcj
otherwise,

(5.1.10)

where HCi
and HCj

are the numbers of pixels of the selected channel image at pixel values

Ci and Cj respectively, and NCi,Cj
represents the number of 8-connected neighborhood co-

occurrence pairs between pixel values Ci and Cj in the selected channel image. See Figure

5.9 for the definition of a co-occurrence pair in a neighborhood.

Definition 2 above implies that a higher weight reflects a stronger correlation between

two nodes that have pixels with similar values and closer spatial locations. By Definition
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2, two nodes having large enough pixel value difference are deemed to have no correlation

as we assume that foreground (or background) pixels should have similar values. The

value difference 16 is chosen empirically. In Definition 2, the weight WCi,Cj
increases

when the value of |Ci − Cj| decreases because nodes with similar values should have

strong correlation. Meanwhile, the pixels constituting a foreground (e.g. text strokes)

locate adjacently to each other. A text pixel normally has other text pixels in its local

neighbourhood. Thus, the number of co-occurrence pairs NCi,Cj
reflects closeness of nodes

spatially. Moreover, the weight is defined to be inversely proportional to HCi
and HCj

so

that two nodes will have a weak correlation when they have a larger number of pixels. For

scene text images, due to the relative uniformity nature of foreground and background, the

numbers of pixels having similar pixel values are large, i.e., the Hci corresponding to the

dominant foreground values and the Hcj corresponding to the dominant background values

are large.

Cutting Graph

The selected channel image is mapped to the constructed graph, and then the graph is cut

into two parts in order to binarise a text image.

The cost of partition is evaluated by the criteria in normalised cut [99]. The cost of

partitioning a graph G into two disjoint sets A and B (A
⋃

B) is expressed as:

Ncut(A,B) =

∑
Ci∈A,Cj∈B

WCi,Cj∑
Ci∈A,Cj∈G

WCi,Cj

+

∑
Ci∈A,Cj∈B

WCi,Cj∑
Ci∈B,Cj∈G

WCi,Cj

, (5.1.11)

where G = A∪B is the constructed graph of an image. The cost to cut the graph, denoted

by S(Cx), is computed by finding the optimal position Cmin such that
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Cmin = argmin
Cx

S(Cx). (5.1.12)

In order to cut the graph and hence to separate the selected channel image into text

region A and background region B, the cost function S(Cx) is defined as

S(Cx) =

⎧⎪⎨
⎪⎩
0 HCx > 0,

∑
Ci∈A,Cj∈B

WCi,Cj
= 0

Ncut(A,B) elsewise.

(5.1.13)

where WCi,Cj
is the weight of the link connecting node i and node j, as defined in Equation

5.1.10, HCx is the number of pixels having pixel value Cx, A and B are defined by A =

{C1, · · · , Cx}, B = {Cx+1, · · · , Cn}, Cx ∈ {C1, · · · , Cn−1}, n is the number of nodes in

the constructed graph.

5.2 Colour-Based Text Binarisation

In Section 5.1, a thresholding-based text binarisation algorithm was proposed by using

colour channel selection and normalised cut. It is a monochrome image binarisation method

which relies on discontinuity or homogeneity of pixel values of colour components in the

selected colour channel image that contributes most for binarisation. Compared with those

methods based on gray-level information, this method makes a use of the information of the

colour channel that contributes most for binarisation. However, it ignores the contributions

from the other two colour channels. In order to make a full use of colour information which

is more informative than monochrome, a simple and effective text binarisation method

based on colour information is presented in this section. A new connected component-

based text validation measure is proposed for finding the most possible cluster of text after

K-means clustering (K = 3). In order to choose the better binarisation result obtained



Chapter 5. Text Binarisation 118

from the Euclidean Distance-based and the Cosine Similarity-based 3-means clustering, an

objective segmentation evaluation method that describes both the intra-region homogeneity

and the inter-region contrast is also proposed. The procedure of our colour-based text

binarisation is shown in Figure 5.10.

Figure 5.10: The flow chart of our colour-based text binarisation method.

5.2.1 Selective Metric-based Clustering

According to the extensive comparison of various colour spaces in [69], RGB colour space

has demonstrated better performance than most of other colour spaces in classifying pixels

when the Euclidean distance Deucl and a cosine-based similarity Scos are complementary

clustering distances. The Euclidean distance can deal with text images with no degrada-

tions, while a cosine-based similarity can handle text images with degradations. Follow-

ing [9], the 3-means clustering algorithm is applied to a text image with Euclidean Distance

Deucl and Cosine Similarity Scos respectively. The pixels of a text image are classified into
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textual foreground cluster, background cluster and noise cluster by a 3-means clustering

algorithm. The Euclidean Distance Deucl and the Cosine Similarity Scos are defined as:

Deucl(�x1, �x2) =
√
(R1 −R2)2 + (G1 −G2)2 + (B1 − B2)2, (5.2.1)

and

Scos(�x1, �x2) = 1−
(

�x1 · �x2∥∥�x1

∥∥ · ∥∥�x2

∥∥
)(

1−
∥∥�x1

∥∥− ∥∥�x2

∥∥
max

(∥∥�x1

∥∥, ∥∥�x2

∥∥)
)
. (5.2.2)

In Equation 5.2.1 and Equation 5.2.2, �x1 = (R1, G1, B1)
T and �x2 = (R2, G2, B2)

T are

colour vectors in RGB space. Ri, Gi and Bi (i = 1, 2) are the red, green and blue colour

components respectively.

It is observed that the size of each of the character regions in foreground is usually more

regular than those in background and noise regions. A text validation measure M has been

proposed in [9] in order to find the most possible foreground cluster, which is defined as:

M =
N∑
i=1

∥∥∥∥areai − 1

N

( N∑
i=1

areai
)∥∥∥∥, (5.2.3)

where N is the number of CCs and areai refers to the area of the connected component

i. The cluster that has the highest pixel occurrence on the image border is chosen as the

background. The M values of the remaining two clusters are denoted as M1 and M2 re-

spectively. Meanwhile, the M value for the merged cluster of these two clusters is also

computed as M3. The cluster with the smallest value among M1, M2 and M3 is selected as

the text cluster. Between the two binarisation results obtained by 3-means clustering with

two distance metrics, the better result is chosen by a step of character segmentation-by-

recognition using Log-Gabor filters.
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Modification of Validation Measure

The text measurement M defined in Equation (5.2.3) provides a method to evaluate the

uniformity of the sizes of different connected components. However, since it simply sums

up the terms each representing the absolute difference between a CC’s size and the mean

size of all CCs, it does not accurately reflect the uniformity of different sets of CCs’ sizes,

especially when their sizes are significantly different. Hence, such a definition often makes

wrong decisions for the selection of text cluster because data in different scales are not

comparable. This can be seen in the example shown in Figure 5.11.

Figure 5.11: A comparison between the binarisation results obtained using M metric in [9]

and that using the proposed Mnorm metric with Euclidean Distance. (a) Original image. (b)

3-means clustering result with Euclidean Distance. Here, the green, red and blue colours

represent the textual foreground cluster, background cluster and the noise cluster respec-

tively. (c) Binarised text (in black) by using M . (d) Binarised text (in black) by using

Mnorm. (Best viewed in colour).

In Figure 5.11(b), the red cluster is the background cluster, the green cluster is the

textual foreground cluster and the blue cluster lying around the boundary of the textual

foreground cluster is the noise cluster. The background cluster (in red) is selected as the

cluster has the highest occurrence rate on the border of a text image. There are many small

CCs in the noise cluster, two big CCs in the textual foreground cluster (in green) and two

big CCs in the cluster merging the noise cluster (in blue) and textual foreground cluster

(in green). Following the validation measure M and the rules of selecting the text cluster

in [9], the noise cluster is judged as the text cluster. Due to the fact that the sizes of small

CCs and the sizes of big CCs are not comparable, the sum of the differences as described
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in Equation 5.2.3 for the cluster having small CCs is less than that in the cluster having

big CCs. Therefore, the cluster with small CCs is chosen as the text cluster like the case

illustrated in Figure 1. After performing 3-means clustering with Euclidean Distance in

Equation 5.2.1 and Cosine Similarity in Equation 5.2.2, we modify the definition of the

CCA-based validation measure for finding the text cluster and define a new measurement

denoted as Mnorm in Equation 5.2.4.

Mnorm =
N∑
i=1

∥∥∥∥areaiA
− 1

N

( N∑
i=1

areai
A

)∥∥∥∥, (5.2.4)

where A represents the total area of all CCs in a cluster, N is the number of CCs and areai

refers to the area of the CC i. As defined in Equation (5.2.4), by normalising the areas of

each CC, the sizes of the CCs in the clusters with significantly different sizes become in

a same scale. Similar to the selection rules in [9], the cluster with the smallest value of

Mnorm is determined as the text cluster.

Binarisation Quality Evaluation

After a text image is firstly processed by running 3-means clustering algorithm with two

different metrics in Equation 5.2.1 and Equation 5.2.2. Using the proposed measurement

Mnorm, two binarisation results are obtained. Next, objective binarisation evaluation needs

to be performed in order to judge the quality of different binarisation results which is feasi-

ble in real-time applications. For this purpose, we propose an objective binarisation evalu-

ation method which simultaneously considers intra-region uniformity and inter-region dis-

parity in order to choose the final binarisation result. The intra-region uniformity refers to

the homogeneous property within text or background region, while the inter-region dispar-

ity refers to the difference along the border between text and background region. Inspired
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by [131], we define below a metrics E using the local information of pixels to evaluate the

two binarisation results according to the two metrics in Equation 5.2.1 and Equation 5.2.2

respectively.

E =
C

UT + UB
, (5.2.5)

where C represents the contrast at the border between text and background, UT represents

the uniformity of text and UB represents the uniformity of background. C, UT and UB are

defined in Equations (5.2.6), (5.2.7) and (5.2.8) respectively.

C =

∑
(i,j)∈Cbd

(
max

(
DR

(i,j)

)
+max

(
DG

(i,j)

)
+max

(
DB

(i,j)

))
3 · 255 ·Nbd

. (5.2.6)

UT =

∑
(i,j)∈Ct

(
max

(
DR

(i,j)

)
+max

(
DG

(i,j)

)
+max

(
DB

(i,j)

))
3 · 255 ·Nt

. (5.2.7)

UB =

∑
(i,j)∈Cbk

(
max

(
DR

(i,j)

)
+max

(
DG

(i,j)

)
+max

(
DB

(i,j)

))
3 · 255 ·Nbk

. (5.2.8)

In Equation 5.2.6, Cbd is the set of pixels belonging to the border of text and back-

ground, and Nbd is the number of pixels in Cbd. In Equation 5.2.7, Ct is the set of pixels

belonging to text, and Nt is the number of pixels in Ct . In Equation 5.2.8, Cbk is the set

of pixels belonging to background, and Nbk is the number of pixels in Cbk. In Equation

5.2.6, Equation 5.2.7 and Equation 5.2.8,
(
max

(
DR

(i,j)

)
,
(
max

(
DG

(i,j)

)
and

(
max

(
DB

(i,j)

)
refer to the maxima of the differences between the value of pixel at (i, j) and those of its

4-neighbours in R, G and B channels respectively.

Between the two text binarisation results corresponding to the two metrics, the one with

the greater E value is chosen as the final binarisation result.
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5.3 Experimental Results of the Proposed Methods

The performance of the proposed gray level-based and colour-based methods are evaluated

qualitatively and quantitatively. The qualitative evaluation is undertaken by comparing

binarisation results of different binarisation algorithms intuitively. The Otsu’s method [78],

an edge-based binarisation method [10], the proposed gray level-based method and the

proposed colour-based method are implemented for comparison. Text images from the

ICDAR2003 Robust Word Recognition dataset are used for testing. Some binarisation

examples for qualitative evaluation are shown below (from Figure 5.12 to Figure 5.16).

Figure 5.12: Simple cases. (a) Original image. (b) Otsu’s method. (c) The method in [10].

(d) The proposed gray level-based method. (e) The proposed colour-based method.

The comparisons are under various circumstances including uneven lighting (e.g., Fig-

ure 5.13), complex background (e.g., Figure 5.14) and highlight (e.g., Figure 5.15). In each

example from Figure 5.12 to Figure 5.16, the first column is the original image, the second

column is the binarisation result using Otsu’s method, the third column is the binarisation

result using the edge-based binarisation method [10], the fourth column is the binarisation

result using the proposed gray level-based method and the fifth column is the binarisation

result using the proposed colour-based method.

As shown in the examples, for the simple cases as shown in Figure 5.12, the proposed
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Figure 5.13: Uneven lighting cases. (a) Original image. (b) Otsu’s method. (c) The method

in [10]. (d) The proposed gray level-based method. (e) The proposed colour-based method.

methods get as good binarisation results as the other two methods. The proposed colour-

based method achieves the best binarisation result in text images with uneven lighting.

The use of colour information can describe the feature of colour text image and make the

binarisation less sensitive to uneven lighting. This keeps the integrity of text characters

as shown in Figure 5.13. The proposed validation measure of our colour-based method

provides robust binarisation from complex background and shadow as shown in Figure

5.14. In Figure 5.15, the text images are degraded by highlight. It can be seen that our

colour-based method generates the best binarisation results visually. In Figure 5.16, both

the Otsu’s method and the proposed methods can acquire a good binarisation of the text

with low contrast, while the edge-based method misses four letters (third row) due to the

fact that there is no seed generated within the edges of the missing letters. Overall, the

proposed gray level-based method is competitive with the Otsu’s method [78] and the edge-

based binarisation method [10]. Our colour-based method can get the best results among
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Figure 5.14: Complex background cases. (a) Original image. (b) Otsu’s method. (c) The

method in [10]. (d) The proposed gray level-based method. (e) The proposed colour-based

method.

the algorithms under comparison.

For further evaluate the performance of the proposed algorithms in a wider range of text

images, we compare the character recognition rates of different algorithms. The binarised

text images are fed to OCR softwares for recognition. We use sample images from the IC-

DAR2003 Robust Word Recognition dataset as in the experiment in [40]. There are 171 nat-

ural scene text images in total. These images also have the same kinds of degradations as in

the qualitative evaluation. Our methods are compared with Otsu’s method [78], Sauvola’s

method [132], Niblack’s method [133], Kittler’s method [134], Thillou’s method [135] and

Mishra’s method [40]. The binarisation results are sent to commercial OCR ABBYY fine

reader for recognition. The comparison results are listed in Table 5.1.

The comparison in Table 5.1 shows that the proposed gray level-based method has
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Figure 5.15: Highlight cases. (a) Original image. (b) Otsu’s method. (c) The method in

[10]. (d) The proposed gray level-based method. (e) The proposed colour-based method.

Table 5.1: Comparison of character recognition rates

Methods Character Recognition Rate
Our colour-based method 63.37%

Mishra et al. [40] 60.14%

Our gray level-based method 57.14%
Otsu [78] 51.98%

Otsu + CT [135] 51.74%

Sauvola [132] 51.63%

Niblack [133] 42.31%

Kittler et al. [134] 49.88%

higher character recognition rate than the well-known thresholding-based methods. This

reason is that the selected colour channel image has more distinctive pixel value difference

between foreground and background than the gray level map directly converted from colour

information. Our colour-based method achieves the highest character recognition rate due

to its capability of generating clear binarised text images under various contamination sit-

uations.
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Figure 5.16: Other cases. (a) Original image. (b) Otsu’s method. (c) The method in [10].

(d) The proposed gray level-based method. (e) The proposed colour-based method.

5.4 Summary

This chapter proposes one gray level-based text binarisation method and one colour-based

text binarisation method. Section 5.1 presents a text binarisation method using graph model

construction based on a selected channel image. To circumvent the scenario that different

colours may be converted into an identical gray-level when a colour text image is mapped

into its gray-level map, we have used the colour channel image which contributes most to

binarisation. The selected channel image is the one having the biggest value difference

between the two pixels corresponding to two main peaks in the histogram. The definitions

of the “node” and the “weight” of the graph model are also given in Section 5.1.4. Different

from the traditional gray-level based methods, the proposed method considers both range-

domain and spatial-domain for graph construction, and the experimental results show the
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effectiveness of the proposed method.

For a full use of colour information, a colour-based image binarisation method is pre-

sented in Section 5.2. This algorithm consists of three steps: 3-means clustering with

two distance metrics, modified CCA-based validation measure and binarisation evaluation

method. R, G and B colour information are used as the feature vector for every pixel to

cluster the pixels of the text image into three clusters using the Euclidean distance and a

cosine-based similarity respectively. A new validation measure is proposed based on nor-

malised size of connected components to assess the possibility of being the text cluster.

Finally, the better one of the two candidate binarisation results is selected using the pro-

posed binarisation evaluation method when taking into account the intra-region uniformity

and the inter-region disparity. Exemplar results demonstrate that the proposed algorithm

get satisfactory text binariation results even when the text images are under various kinds

of degradations.
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Conclusions and Future Work

In the first chapter, the general knowledge, applications and existing problem of text in-

formation extraction systems have been introduced. The second chapter has presented the

relevant research work on text detection and text segmentation. From Chapter 3 to Chapter

5, all of our research work with the technical details have been illustrated through dis-

cussion, processing procedures and experimental results comparison. In this chapter, the

conclusions will be drawn in Section 6.1 and the future work under incubation will be

discussed in Section 6.2.

6.1 Conclusions

This thesis focuses on the investigation and development of text detection and text binari-

sation algorithms for text in born-digital images and natural scene images. Our methods

for text detection and text binarisation have shown the superiority to other methods through

the experimental results using benchmark text detection and text binarisation datasets.

129
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6.1.1 Text Detection

The first text detection algorithm focuses on detecting text in born-digital images. Char-

acters in text lines align spatially close to each other and the transition between text and

background is quite dense in text regions. The text regions can be effectively highlighted

by Maximal Gradient Difference (MGD) values calculated from the whole gray-level im-

age. The multiple layer image scheme favours the algorithm to detect text lines with both

strong and weak contrast. With discriminative capability of the proposed texture-based fea-

ture descriptor, the detected non-text regions in the coarse detection step can be effectively

removed. The experimental results show that our algorithm outperforms other algorithms

in a competition using a benchmark born-digital image dataset.

An approach to detect text lines from images captured in natural scene environment is

also proposed. Natural scene text typically have salient contrast against the background

and the strokes of a character have uniform colour. These characteristics make it suc-

cessful to generate a connected component for each character by the implementation of

maximally stable extremal regions (MSER). A classifier trained by geometry-based, stroke-

based, gradient-based and colour-based features is applied for text/non-text MSER classi-

fication. As the false positive of the MSER classification is quite low, it becomes reliable

to bring back the misclassified single character MSERs by the correctly classified single

character MSERs. The character MSERs in small text lines tend to overlap each other.

Hence, the MSERs which include multiple touching characters are treated as text line con-

nected components and the corresponding text lines are retrieved by a text line classifier.

The combination of these two text MSER retrieval strategies improve the recall rate of

our algorithm. A false alarm elimination step is performed for enhance the detection preci-

sion. The final detection results and the comparisons with other natural scene text detection
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methods have illustrated the good performance of the proposed algorithm.

6.1.2 Text Binarisation

A gray level-based method and a colour-based method are proposed on the research on text

binarisation. The gray level-based method automatically choose the colour channel image

that has the most distinctive difference between foreground pixel values and background

pixel values. Both pixel values and the spatial locations of the pixels belonging to the same

class (i.e. foreground and background) are considered in the definition of weight in graph

construction. The colour-based method uses two clustering distances for clustering the pix-

els of text images into three groups. A new validation measure is proposed to assign each

of these three groups of pixels to be foreground or background. As there are two binari-

sation results for a text image, a binarisation quality evaluation is performed for selecting

the better binarisation result in terms of intra-region uniformity and inter-region disparity.

The experimental results show that the proposed methods can achieve better binarisation

results than classical binarisation methods. Both qualitative and quantitative evaluations

show the effectiveness of the proposed methods, especially the colour-based method which

outperforms other methods under comparison.

6.2 Future Work

Aiming at developing algorithms with higher accuracy and efficiency, more efforts will

be made in our future work in the following aspects: refinement of pattern recognition

scheme (Section 6.2.1), parallel computing for reducing running time (Section 6.2.2) and

text recognition (Section 6.2.3).
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6.2.1 Refinement of Pattern Recognition Scheme

Pattern recognition consists of image preprocessing, feature generation, feature selection

(or extraction) and machine learning. Image preprocessing is to make the interesting in-

formation of the objects in digital image stand out and suppress the redundant informa-

tion. Feature generation uses delicately designed discriminate feature vector(s) to depict

the characteristics of the objects or the behaviour patterns that we are interested in. Feature

selection and feature extraction, two general approaches for feature space dimensionality

reduction, choose a better feature space based on the original feature space. Features with

less dimensionalities and more representative power favour a pattern recognition frame-

work in the aspects of effectiveness and efficiency. Machine learning produces classifiers

trained by training data to discriminate from the interests and non-interests. The specific

approach of machine learning method influences the training time and generalization capa-

bility of the classifiers. Hence, the pursuit of better machine learning methods is necessary.

Feature Selection/Extraction

A lot of different types of features have been proposed for various computer vision and

image processing applications. Single type of feature may not be enough to depict the

characteristics of the interests. Therefore, multiple types of features are used together.

However, more features do not mean better description of the interests. The curse of di-

mensionality [136] states that there is a maximum number of features above which the

performance of a classifier will degrade rather than improve. In spite of this, the lost infor-

mation due to discarding some features can be compensated by a more accurate mapping in

lower-dimensional space in most cases. It comes to finding the most expressive features as

well as reducing the dimensionality of feature vectors and this can be achieved by feature



Chapter 6. Conclusions and Future Work 133

selection/extraction. The difference between feature selection and extraction is: feature

extraction techniques transform the existing features into a lower dimensional space and

feature selection techniques select a subset of the existing features without a transforma-

tion. In other words, feature extraction creates new features from functions of the original

features, whereas feature selection returns a subset of the features. Feature selection is a

more general method, but there are some occasions where feature selection is necessary:

• Features that may be expensive to obtain.

• Extracting meaningful rules from the classifier.

• Having many features and relatively few samples.

In our future work, feature extraction/selection will be applied for choosing those more

“better” features to express the object of interest and reduce the time consumed in the

classifier training phrase.

Random Forest Training

Supervised learning algorithms search through a hypothesis space to find a suitable hy-

pothesis that has good prediction ability with a particular problem. Ensembles combine

multiple hypotheses to form a better hypothesis. This means that a strong classifier can be

generated from many weak classifiers. Random forest [137] is an ensemble classifier which

is composed of many decision trees and outputs the class that is the mode of the classes out-

put by individual trees. As stated in [138], random forest performs very well compared to

many other classifiers including discriminant analysis, support vector machines and neural

networks. In addition, random forest is of the following features and advantages [139]:

• One of the most accurate learning algorithms.
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• Running efficiently on large databases.

• Being able to process thousands of input variables without variable deletion.

• Being able to estimate the importance of different variables

• Generation of an internal unbiased estimate of the generalization error.

• Having an effective method for estimating missing data and maintains accuracy.

• Being able to balance error in class population unbalanced data sets.

• Providing information regarding the relationship between the variables and classifi-

cation.

• Being able to be extended to unsupervised clustering.

Since random forest has such many good features, it will be helpful to machine learning-

based classification task in the future research work.

6.2.2 Parallel Computing for Reducing Running Time

As the quick development of computer technology, tremendous amount of data are gen-

erated, transmitted and processed. Consequently, more and more data will exponentially

increase which leads to extremely quick growth of computation running time. Even a sin-

gle very high-performance computer cannot deal with a very large amount of data with its

limited resource. This has become a significant problem in real-time applications. High

processing speed is always an inevitable requirement to any algorithms for real-time appli-

cation. Parallel computing [140] is a form of computation in which many calculations are
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run at the same time. Basically, parallel computing simultaneously uses multiple computa-

tion resources to solve a computational task through:

• Using multiple CPUs.

• Dividing a problem into separate portions that can be solved at the same time.

• Breaking each portion down to a series of instructions.

• Runing instructions from each portion concurrently on different CPUs.

Parallel computing had been discussed on its application on digital image process-

ing [141–143]. Point operators, local operators, smoothing, edge detection, edge thin-

ning, corner detection, Hough Transform, morphological operators, Fast Fourier Trans-

form, motion detection and image segmentation, which are common processes in computer

vision and image processing algorithms, are suitable for concurrent parallel implementa-

tions [142]. In the viewpoint of machine learning, parallel computing can be used for

training a classifier. For example, when various types of features are used to train several

support vector machine classifiers and the final decision is fused by the results of these

classifiers, training these classifiers simultaneously can save time.

Since text information extraction system development is real-time application oriented,

our research work will be benefited from the time-saving property of parallel computing.

6.2.3 Text Recognition

In this thesis, only the first two components of the text information extraction system have

been considered. When there is the demand of “reading” texts in a practical application, the

texts in text lines should be converted from image format to digital format. Hence, the text
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recognition component is necessary to be included for an integrated system. Text recogni-

tion is composed of two phrases: character isolation and character recognition. Character

isolation, in a concise form, means separating all of the letters, characters or numbers into

individual ones. Currently, most algorithms designed for text recognition binarise the text

line images (black for text and white for background), then feed the binarised text line

images into an optical character recognition software for recognition. Nevertheless, noise,

uneven lighting and reflection may degrade the quality of the binarised image and, further,

affect the recognition rate. It has been shown in [144] that dividing the characters in a

text line into individual characters can improve the recognition accuracy. The colour and

contrast of a single character have more consistency than that of all characters in a text line

image. Taking this situation into account, character isolation needs to be embedded in the

whole system.

Optical character recognition (OCR) [145] is a very mature technique for recognising

printed text in document. Printed text usually has normal fonts, clear background, less

degradation from highlight or uneven lighting. All these characteristics make the high

recognition rate. However, it is another story for natural scene text recognition. Natural

scene text may have a specially designed style of the font. The reflection caused by light

makes texts do not have consistent appearances. The camera position may be slanted when

a text image is taken. These cases bring more difficulties in the recognition task. Therefore,

further research on text recognition is necessary to carry out.
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