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Abstract

Using high frequency data we decompose the time-varying beta for stocks into beta for continu-
ous systematic risk and beta for discontinuous systematic risk. Estimated discontinuous betas for
S&P500 constituents over 2003-2011 generally exceed the corresponding continuous betas. Smaller
stocks are more sensitive to discontinuities than their larger counterparts, and during periods of fi-
nancial distress, high leverage stocks are more exposed to systematic risk. Higher credit ratings and
lower volatility are each associated with smaller betas. Industry effects are also apparent. We use the
estimates to show that discontinuous risk carries a significantly positive premium, but continuous
risk does not.
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1. Introduction

In the corporate finance literature the cost of equity capital is often determined by CAPM betas.
Given that there is now substantial evidence that asset prices evolve as a combination of Brownian
motion with stochastic volatility and a jump process, we examine differences between betas cal-
culated for the continuous and jump components of systematic risk.! Unlike the betas routinely
calculated for Fama-French factors, our continuous and jump risk betas are directly scale compara-
ble and clearly indicate that for S&P500 constituent stocks jump betas are substantially higher than
continuous betas.

This paper takes advantage of the recent methodology of Todorov and Bollerslev (2010) to con-
struct estimates of beta using high frequency intra-day data. We produce estimates of the extent
to which individual firms follow the continuous component of the market — continuous beta; and
the extent to which they follow disruptions — discontinuous beta. Using Monte Carlo simulation,
we provide the first finite sample performances of the Todorov and Bollerslev (2010) estimation
techniques to support our analysis. For a sample of over 500 stocks drawn from the historical con-
stituents of the S&P500 index, continuous beta is estimated as lower than the jump beta nearly 90
percent of the time. Overall jump betas are 38 percent higher than continuous betas on average. This
is more than twice the increase in betas estimated around individual earnings releases by Patton and
Verardo (2012). Patton and Verardo (2012) hypothesise that markets learn from earnings announce-
ments about the state of the economy; as jumps are commonly associated with news arrival, a jump
beta which exceeds continuous beta may imply that stocks update faster to unexpected information
arrival than has been previously estimated. Neither jump nor continuous beta estimates show any
obvious trend over the sample period from 2003 to 2011. However, many stocks experienced a sig-
nificant change in their relationship to the continuous component of systematic market risk during
September-October 2008, the time of the Lehman Brothers collapse, rescue of AIG and subsequent
implementation of TARP (Troubled Asset Relief Program).

For investors, the knowledge that individual stocks respond differently to the continuous and
jump components of systematic risk is likely to provide a valuable tool in managing portfolio diver-
sification. We find that small-sized firms are more sensitive to jumps than their larger counterparts.
During periods of financial distress, highly leveraged stocks are more exposed to market jumps,
whereas stocks with low leverage react less to market jumps. Stocks with high credit ratings have
lower beta, both continuous and discontinuous. The presence of idiosyncratic volatility is associated
with higher beta, and more volatile discontinuous beta.

Across different industry categories the response to the continuous component of systematic risk

varies considerably, from the lowest sustained level in our sample in the Healthcare and Consumer

IConfirmation of continuous and jump processes for stocks may be found in Ait-Sahalia and Jacod (2012); the existence
of jumps in many assets and the relationship of jumps with news is well-documented in Andersen et al. (2007), Dungey
et al. (2009), Jacod and Todorov (2009) and Lahaye et al. (2011). Accounting for jumps has been shown to improve both the
estimation of the yield curve (Lahaye et al., 2005), estimates and forecasts of daily volatility (Andersen et al., 2003; Blair et al.,
2001) and optimal hedging strategies Lai and Sheu (2010).



Goods sectors, and the highest in the Basic Materials, Technology and Financial sectors. Given our
sample period, this latter result is not surprising. Drawing a parallel with the CAPM framework,
assets that are least influenced by market fluctuations are said to exhibit defensive characteristics
(that is they have defensive betas), while stocks that are most affected can be said to have aggressive
betas. The Financial sector exhibits defensive characteristics before the first indications of stress in
July 2007, but sharply changes to the most aggressive sector during the crisis. The Basic Materials
sector is more exposed to the continuous risk component than the jump risk, a feature unique to this
sector. Overall, Technology (in the pre-crisis period), Financial (in the crisis period), Basic Materials
and Services are the leading sectors amongst the most aggressive stocks. Healthcare, Consumer
Goods and Financial (in the pre-crisis period) prevail among the most defensive stocks.

We further explore the relationship between the two systematic risk components and the expected
stock returns using the Fama and MacBeth (1973) cross-sectional regressions. Our results are mixed,
and are not completely consistent with theoretical predictions. However, we find broad evidence
that the risk premia on continuous risk are insignificant for the majority of sectors, but that there are
significantly positive risk premia for discontinuous, or jump, risk. Further decomposition reveals
that significant risk premia exist for both the continuous and discontinuous risk prior to the financial
crisis, but on average these become insignificant in the crisis period. Similar findings have been
obtained in a contemporaneous study by Bollerslev et al. (2016). It should be noted, however,
the sampling strategy is different from that of Bollerslev et al. (2016). Focusing on cross-sectional
estimation, Bollerslev et al. (2016) consider a sequence of rolling windows to obtain a sample for
each window and do not require those samples to be consistent across time.?

The remainder of this paper is organised as follows. Section 2 introduces the modelling frame-
work. Section 3 presents new analysis on the performance of jump and continuous beta estimators
in finite samples. Section 4 describe the data set and parameter choices used in the estimation. The
empirical analysis of the two beta estimates are presented in Section 5. Section 6 uses Fama and
MacBeth (1973) two-stage regressions to estimate the risk premia on these two risk components.

Section 7 concludes. Robustness analyses are performed in Appendix A and Appendix C.

2. Modeling Framework

A standard market model regression relating returns on an individual stock, r;, to a benchmark

market return, r(, takes the form,

ti=uoa;i+Biro+e, i=1,...,N. (1)

2The present paper deals with the changing nature of estimates of continuous and discontinuous betas for the same stocks
and thus considers only liquid stocks with data availability for the most of the sample period. In both cases the sample
selection is appropriate for the research question at hand: Bollerslev et al. (2016) favour a 75 minute sampling frequency to
overcome the lack of liquidity across a larger cross section of stocks, whilst we use a 5 minute sampling frequency which
gives us sample size advantages in our time series analysis.



The B; coefficient in equation (1) is the sensitivity of the expected return on the i-th asset to the
return on the market (or systematic) factor. The classic reference in the literature is Sharpe (1963).
Todorov and Bollerslev (2010) show how, using high frequency data, the return can be decomposed
into two components: one associated with continuous price movements and the other associated

with jumps. Hence in the presence of both components, equation (1) becomes
ri:ai—i—ﬁfr(‘j—l—ﬁ?rg—l-ei, i=1,...,N, (2)

where ry = r§ + rd. Using equation (2) we can attribute the overall systematic risk to either the
continuous component 7§, or the discontinuous component rd. Recognition of this is important as
the implication that B = ,Bg =1 is critical in the identification of the B and ﬁfl coefficients in
recent Todorov and Bollerslev (2010).

The log-price of any asset p; is usually assumed to follow a continuous-time jump diffusion

process, and hence, omitting an asset i subscript without loss of generality,
re = dpy = ap dt + o AWy + 1 dpg, te (O,T), 3)

where W; is a standard Brownian motion, o} denotes the stochastic volatility, y; is a counting process
for the discrete jump component, and x; = p; — p;— denotes the size of the jump at time ¢. The usual

quadratic variation for this process is defined as

[r,r}%:/ottrszds—l— Y o« (4)

0<s<t

Linking equations (2) and (3) together for i = 0, the market portfolio returns can be defined as

ro = dpor = g dt + 0o dWo s + ko dpto 5)
and for any asseti =1, ..., N,

rip = i dt + B oo dWo + B Ko dpuos + €, (6)

where €; contains the idiosyncratic movements in each individual asset price p;;, both continuous

and jumps. It follows that the quadratic covariation between r; and ry is

ot
ronolf =65 [ s+ Y @)

O<s<t

If we are able to separate the continuous component of (7), [r{,r§]: = BS fot (f&sds, then B¢ can be

represented as
il
B = [rzc rg]; ,i=1,...,N. (8)
0r "ol

For the jump beta, Todorov and Bollerslev (2010) suggest using higher power covariation of the




discontinuous component, [r?,7d]27. 1t is defined as
= BT X w6y = (BTG, =1, ©)
0<s<t

which will lead to a representation for ,Bfl

2.1. The Estimators in Discrete Time

In practice, we usually observe prices and returns every A time interval, from 0, A, 24, ..., to
[T/A] - A. Keeping A fixed, we denote the A-period return on asset i by r;; = p;in — Pij-1)as for
i=0,1...,N and j = 1,..., [T/A]. Using vector notation, let the (N + 1) x 1 vector of the
observed returns be r; = (roj, 11, ..., n;) -

The consistent estimators for ¢ and B¢ given by Todorov and Bollerslev (2010) are constructed as
follows. We set a truncation threshold 6 = (agA®, a1A®, ..., ayA®), where @ € (0, %), and a; > 0,
i =0,..., N. We allow for different truncation thresholds across different assets by controlling
a;3 The continuous price movement corresponds to those observations that satisfy ;| < 6. The
discrete-time estimator of the continuous beta, Bf, is constructed using the sample counterpart of
(8): ):[T/A] o
fi= T Y e =1, N, (10)

Li=1 "o Yiyl<e)

where 1 is the indicator function,

1 if [rj| <6
Lippcgr = = ) 11
{Ixj|<0} { 0 otherwise (1)

The discrete time estimator of ,Bfl is

(T/4] A sign{r; v, YriirolT
ad . Al . T j=1 Lj 10,517,710,
=1 =1 70,

where the power T is restricted to T > 2 so that the continuous price movements do not matter
asymptotically (see Todorov and Bollerslev, 2010, for more details). The sign in (12) is taken to
recover the signs of the jump betas that are eliminated when taking absolute values. The estimator
. d . .. . .

in (12) converges to B¢ when there is at least one systematic jump (in the market portfolio) on (0, T].
Therefore, in order to calculate ,B‘f, we first need to test for the existence of jumps on the log-price

series pg of the market portfolio.

3The literature implements a; as a multiple of the standard deviations of the Brownian component (Ait-Sahalia and
Jacod, 2012; Todorov and Bollerslev, 2010), which provides an intuitive interpretation that, for instance, when a; = 3, price
increments that are larger than three standard deviations are classified as jumps.



2.2. Testing for Jumps
We use the test statistic proposed by Barndorff-Nielsen and Shephard (2006) to detect jumps in

the market portfolio, which is part of the design of the underlying decomposition in the method-
ology of Todorov and Bollerslev (2010).* The realized volatility at sampling frequency A is defined

as
(T/4]

2 P 2
RV, = 2 5 — [romolp as A =0, (13)
j=1

where [rg, 79]% is the quadratic variation as defined in equation (4). Let the realized bipower variation

be
[T/A]-1

T
p
BV, = Z rojl Iro,i+1] — y%/o o2ds as A — 0, (14)
=

where 1 = v/2/7m. Combining equations (4), (13) and (14) implies that

— I
RVy — u*BVy — ; Z<TK§. (15)
<s<

Barndorff-Nielsen and Shephard (2006) suggest using a standardized version of (15) to detect jumps.
The feasible test statistic is given by

_2 . —
J=-L. ! (Vl Vo RVO) Ly (0,1, (16)
VA Jg - max (1/T, DVo/BV}) RVo

where ¢ = 712 /4 + 7t — 5, and DV}, is the realized quadpower variation

[T/A]-3

DVo= Y. lrollroj1llrojsal Irojusl. (17)
=

3. Finite Sample Simulation

Todorov and Bollerslev (2010) derive the asymptotic properties of the estimators presented for
B¢ and B¢. However, before implementing the practical example of this paper we consider the issue
of finite sample behaviour when faced with alternative sampling frequencies and potentially large
discrepancies between the values of 8¢ and p“.

We simulate the market return according to equation (5) with jump intensity, p, set to 3 and the
size of the jumps, %o, drawn from a normal distribution A/(0.1,0.15?). Since the estimation of the
discontinuous beta requires the existence of at least one market jump, we ensure that each simulated
sample path of the market portfolio contains at least one jump. We then simulate the returns for

each asset using equation (6) across combinations of the continuous and the discontinuous beta,

4 Although the jump test by Barndorff-Nielsen and Shephard (2006) is known to suffer from size and power distortion in
small samples, we follow existing literature and use rather restrictive critical values to avoid falsely identifying jumps.



ranging from 0.1 to 2.0 with 0.1 increments. We simulate 1,000 time series of asset returns for each
combination of B¢ and g%

Since our empirical application will consider monthly beta estimates for equity markets, we con-
sider samples consistent with 10-minute, 5-minute and 30-second data sampling for equidistant price
observations between 9:30am and 4:00pm each trading day excluding overnight returns, resulting in
simulated lengths of 809, 1617 and 16170 observations respectively. We focus on the simulation with
5-min data and contrast these results with the estimated finite sample bias for the other sampling
frequencies.

Figure 1 depicts the average finite sample estimation bias for continuous and discontinuous beta
estimates as we vary the values of ¢ and B? in the true data generating process (DGP). Specifi-
cally, panels on the left represent the difference between the average estimated continuous beta and
the true continuous beta, BC — B¢, over 1,000 simulations. The true values of B¢ are given on the
horizontal axis and true values of B? on the vertical axis. Similarly, the panels on the right show
the difference between the average estimated discontinuous beta and the true discontinuous beta,
B4 — . The colour-scale to the right of each panel indicates the magnitude of the estimation error.
The results show that the estimator of ¢ from equation (10) performs well across any combination
of B¢ and B?. The difference between ¢ and B¢ is always below 0.01 for the 5-min simulated samples;
this bias is negligible compared with the magnitude of the true continuous betas. The magnitude
of the estimation error decreases as sample size increases (down the left hand panel of the figure)
supporting the asymptotic consistency of the estimated S°.

On the other hand, bias in the estimate of the discontinuous beta, [Sd, is more substantial. For
example, for 10-minute data, the bottom right corner of Panel (b) shows that the bias can be as large
as 1.95 when the parameter values are 8¢ = 2 and % = 0.1 in the true DGP, and -1.72 when ¢ = 0.1
and ﬂ"l = 2 (the top left corner). In Panels (d) and (f), results for the same corner observations
indicate biases of 1.35 and -0.54 for 5-min data and 0.44 and -0.05 for 30-sec data. Thus, as the
sample size increases, the magnitude of the estimation error reduces.

Figure 1 shows that the estimation error in A is affected by the discrepancy between the true
values of 8¢ and B. When ¢ and p“ take similar values (i.e. along the 45 degree line in Figure 1), the
estimation bias in 37 is always close to zero. However, as the difference between ¢ and ¢ becomes
larger, the estimation bias increases. Thus, the estimated value of B can be substantially affected by
the true value of ¢, as shown in the right hand panels of Figure 1. The importance of this result is
that if we expect that the jump beta does differ from continuous beta, the extent of this difference
will bias the resulting estimate of the jump beta, making it more difficult to assess arguments as to
the relative speed of information absorbtion as posited in Patton and Verardo (2012). To illustrate
this point clearly, we plot the estimation bias from the 5-minute simulated samples against the

difference between the true values of continuous and jump betas, (ﬁc - ﬁd) in Figure 2. In Panel

5We acknowledge that a number of alternative data generating processes could be entertained to incorporate a jump
component into the price series (Jarrow and Rosenfeld, 1984; Hanson, 2007). However, Todorov and Bollerslev (2010) note
that even if the single-factor structure in (6) does not hold exactly, the 3¢ and f7 in (10) and (12), respectively, still provide
meaningful sensitivity of asset i to the diffusive and jump movements in the market portfolio.



Figure 1: Estimation error in ¢ and 7 for different combinations of ¢ and % using sample sizes equivalent to the number
of 10-min, 5-min and 30-sec observations in one month period.
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Figure 2: Estimation error in 3¢ and B¢ against the difference between the true values of
continuous and jump betas (8¢ — ) for 5-min data.
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(a), the estimation error in ,BC has no particular pattern and, overall, is trivially small. In contrast,
Panel (b) of Figure 2 shows that when the difference between ¢ and g is small the estimation error
in B withers. Larger differences between ¢ and B¢, while exerting no impact on ¢, lead to larger
estimation errors in 7.

Understanding the finite sample properties of the estimators is important in how much relia-
bility we can place on the implications of our results. Where the estimated difference between the
continuous and jump betas is absolutely less than one, there is little evidence that we should be

concerned. This turns out to be the case for our empirical example.

4. Data and Parameter Choices

We investigate the behavior of the ¢ and ,B'f estimates over a 9 year sample period from January
2, 2003 to December 30, 2011, which includes the period of the financial crisis associated with the
bankruptcy of Lehman Brothers in September 2008, and the subsequent period of turmoil in US and
international financial markets. The underlying data are 5 minute observations on prices for 501
stocks drawn from the constituent stocks of the S&P500 index during the sample period, obtained
from SIRCA Thomson Reuters Tick History. This data set was constructed by Dungey et al. (2012)
and does not purport to be all the stocks listed on the S&P500 index, but has drawn from that
population of stocks to select those with sufficient coverage and data availability for high frequency

time series analysis of this type.



4.1. Data Processing

The original data set consists of over 900 stocks taken from the 0#.SPX mnemonic provided
by SIRCA. This included a number of stocks which trade OTC and on alternative exchanges, as
well as some which altered currency of trade during the period; these stocks were excluded. We
adjusted the data set for changes in Reuters Identification Code (RIC) code during the sample period
through mergers and acquisitions, stock splits and trading halts. We also removed some stocks with
insufficient observations during the sample period. The data handling process is fully documented
in the web-appendix to Dungey et al. (2012). In the data set for this paper, we force the inclusion of
Lehman Brothers until their bankruptcy in September 2008, but drop Fannie Mae and Freddie Mac
from the analysis. The final data set contains 501 individual stocks, hence N = 501.

The intra-day returns and prices data start from 9:30 am, and end at 4:00 pm, observations with
time stamps outside this window and overnight returns are removed.® In the absence of trades
within a 5-minute interval, prices are filled with the previous observation, corresponding to zero
inter-interval returns. Approximately 20 price observations which are orders of magnitude away
from their neighbouring observations are also removed. Thus we have 77 intra-day observations for
2262 active trading days belonging to 108 calendar months.

The 5 minute sampling frequency is chosen as relatively conventional in the high frequency
literature, especially for univariate estimation, see for example Andersen et al. (2007), Lahaye et al.
(2011), and for some sensitivity to alternatives Dungey et al. (2009). Optimal sampling frequency is
an area of ongoing research, and despite the univariate work by Bandi and Russell (2006), this issue is
outstanding for analysing multiple series with varying degrees of liquidity. The 5 minute frequency
is much finer than those employed in Todorov and Bollerslev (2010) and Bollerslev et al. (2008) who
use 22.5 minute data. Lower sampling frequencies are generally employed due to concerns over the
Epps effect (Epps, 1979), however as the quality of high frequency data and market liquidity have
improved in many ways, finer sampling does not threaten the robustness of our results. Patton and
Verardo (2012) show the robustness of their results to 25 or 5 minute sampling, and we provide
further evidence on sampling frequency in Appendix A and Appendix B.

Estimates of B¢ and B? are computed on a month-by-month basis. High frequency data per-
mits the use of 1-month non-overlapping windows to analyse the dynamics of our systematic risk
estimates. We also implement 12-month rolling windows to avoid interruptions in the discontinu-
ous beta dynamics and to consider longer holding periods. For each month only liquid stocks are
considered. Given the 5-minute sampling frequency, we define liquid stocks as ones that have at
least 75% of the entire 1-month or 12-month window as non-zero return data, which indicates that
these stocks are heavily traded most of the time. We construct an equally weighted portfolio of all
investible stocks in each estimation window as the benchmark market portfolio. We use equally
weighted portfolios rather than value weighted ones to avoid situations where the weight on one

stock is disproportionally large relative to other portfolio constituents.

6Sensitivity analysis to the inclusion of overnight returns showed no difference in the results, so we omit this in order to
conserve space.
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4.2. Choices of Parameter Values

Although most of the parameters involved in the calculation of f’s are nuisance parameters
asymptotically, they do play important roles in any finite sample applications. We start the analysis
by setting most of the parameter values to be the same as in Todorov and Bollerslev (2010), and then
conduct robustness tests on the results obtained using different parameter settings.

Following the notation introduced earlier, there are [T/A] observations in [0, T], thus A is set
as the reciprocal of the number of observations in each month. The truncation threshold 6 is chosen
in accordance with Todorov and Bollerslev (2010) who set @ = 0.49, and let a; vary amongst
individual stocks. Denote the bipower variation of the i-th stock over the time interval [0,T] by
BV;, then we set a; =3+/BV;, i=0,1,...,N.

Recall that when calculating ﬁf in equation (10), only those observations that satisfy [r;| < 0
are used. As the total number of stocks considered here, N, is quite high, this condition can be
rather restrictive for all N stock returns to be bounded below the threshold. We conduct sensitivity
analysis and use different truncation thresholds to examine whether the estimated p is robust to
less (or more) restrictive truncation levels in Appendix C. Finally, the value of T in equation (12) is

set to T = 2, consistent with Todorov and Bollerslev (2010).

5. Properties of the Estimated Betas

Using a significance level of 0.1%, we detect jumps in our equally weighted market portfolio on
161 out of 2262 trading days using the statistic J given in equation (16); that is 7.1% of all trading
days. This corresponds to 82 jump months (months containing at least one jump day) out of the
total 108 months in the sample. Patton and Verardo (2012) test the S&P500 index between January
1996 and December 2006, a total of 2770 trading days, and find significant jumps on 4.04% of the
days. Andersen et al. (2007), however, use the same ratio test statistic as applied here on the S&P500
index from December 1986 through June 1999, and report 244 significant jump days (i.e. 7.6%) out
of 3045 trading days, at 0.1% significant level, which is consistent with our findings.

The estimated monthly ¢ and 3% for individual stocks show that the estimated jump beta is
higher than the continuous beta almost 90% of the time, indicating that most of the stocks are more
sensitive to the sudden arrival of new information to the market than the generic market volatil-
ity. However during months of high market stress, such as September/December 2007, Septem-
ber/October 2008, November 2009 or May 2010, more than 30% of the stocks have lower exposure
to jump risk than the continuous risk. This result might seem counterintuitive, but in fact there
are reasonable explanations for this phenomenon. First, beta measures the sensitivity of an indi-
vidual stock to one unit of risk exposure. During crises the size of the jumps is generally larger,
which means that when multiplied by a smaller beta coefficient in the crisis period it may still have
an effect which may be higher than experienced in the non-crisis period where jumps are smaller
(although the beta is larger). Second, crisis periods are characterised by increased market volatility.
Thus, a given size of price discontinuity may be classified as a jump during a tranquil period but also
reasonably fall in the category of a continuous price movement during a period of high volatility -

11



shifting the impact from a jump beta to continuous beta estimate for that period. The reduction in
jumps during periods of stress is consistent with the existing empirical results in Black et al. (2012),
who report that the number of jumps during the crisis period is lower than the non-crisis period.
The empirical application here finds evidence for only two market jump days from September to
December 2007.

5.1. Average Betas

Figure 3 presents the means and medians of the estimated continuous and jump betas across the
markets.” The top panel plots means of the two beta estimates for each month, and the bottom panel

plots medians.

Figure 3: Monthly 3¢ and B¢ estimates. For each month, the top panel depicts the average 3¢ (solid line) across all investible
S&P500 stocks. The the average of ¢ is plotted with asterisks. Similarly, the bottom panel depicts median values.
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Since our market index is an equally weighted portfolio, by construction the mean of ¢ is unity
for every month. The jump betas are consistently higher than the continuous betas.® The average
impact of individual events (or news) which are sufficient to cause price discontinuities is largely
contained in the range 1.1-1.5 (see Figure 3, top panel). The sample contains two periods of readily
identifiable stress - the first in the third quarter of 2008 associated with the bankruptcy of Lehman
Brothers, the rescue of AIG and the Trouble Assets Relief Program, and the second in the first half
of 2010 associated with the Greek debt crisis - and in both of these periods the gap between the
continuous and jump betas reduces. ? That is, there is more attention paid to volatility risk (the

continuous component of the systematic risk) in the market than jump risk caused by news.

7Patton and Verardo (2012) compile results for estimated betas on event days across all stocks in the S&P500 - that is a
market wide estimate.

8Note that the mean of the estimated jump betas A is not necessarily unity, as the estimator given in equation (12) is not
linearly addictive.

9Examples of identification of crisis period dates include Anand et al. (2013), Beber and Pagano (2013).
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For both the mean and median estimates, the gap between the discontinuous and continuous beta
estimates has fallen over time. This can be partly explained by the high market volatility during
the crisis periods. During times of high market stress, the overall market environment becomes
relatively more important than unexpected news shocks to the system. The reaction to frequent

unexpected news during stressed market times may be a feature of the overall market conditions.

5.2. Firm Characteristics

Firm characteristics can have strong impacts on firm sensitivity to systematic risk. For example,
we would expect that larger firms are less vulnerable to market risks, and hence have lower beta
compared with small firms. To explore the roles of firm characteristics in the estimates of ¢ and
B, we rank stocks in terms of size, leverage, liquidity, level of idiosyncratic volatility, and long-
term issuer credit risk rating in each month. We select the top and bottom 10% of stocks in our
sample according to each characteristic, and compare the distributions of their beta estimates. Firm
size is measured by market capitalization. The components of the leverage measure, book value
of assets and equity, are available at daily frequency on Thomson Reuters Datastream.!? Liquidity
is measured by the sum of cash and short term investments, divided by the book value of assets,
which is only observed on a quarterly basis.

Following Bollerslev et al. (2016), we estimate the idiosyncratic volatility of each stock using a

daily return regression:
Fig—Tra =i+ Bi(Foq —Tra) + $SMBy + yHMLy + €4,

where 7; 4 and 74 are returns of the i-th stock and the market portfolio on day d, and 7, is the
risk free rate on day d. SMB; and HML; are the daily Fama-French factors downloaded from
Kenneth French’s website. Standard deviation of the regression residual in each month is taken as
the idiosyncratic volatility of each stock.

We use the Standard & Poor’s Issuer Credit Rating (ICR) data, obtained through Wharton Re-
search Data Services, to link the issuer’s overall creditworthiness with the our high-frequency sys-
tematic risk estimates. Long-term ICR’s range from AAA (extremely strong capacity to meet finan-
cial obligations) to CC (highly vulnerable). We constructed two categories of stocks — High Credit
Ranking category consisting of prime and high grade rated issuers (AAA, AA+, AA, and AA- rank-
ings) and Low Credit Ranking category consisting of highly speculative and extremely speculative
issuers (B+, B, B-, CCC+, CCC, CCC-, and CC 1ranl<ir1gs).11

Figures 4-7 plot the median, inter-quartile range, minimum and maximum values for A¢ and
B4 of sorted top and bottom securities, respectively. As expected, larger firms usually have lower
exposure to both the continuous and jump components of the systematic risk. For the largest 10% of

firms in the data set, the two beta estimates both display a decreasing trend over the entire sample

10 everage is measured in log levels scaled by the standard deviation of leverage for all firms in the sample.
HRankings C (default imminent with little prospect for recovery) and D (in default) were not observed in the Standard &
Poor’s Issuer Credit Rating (ICR) data despite that out sample of stocks included Lehman Brothers Holdings Inc.
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Figure 4: Comparison of ¢ according to firm characteristics

Large Size Small Size
3 T T T T 3 — — T T
2p= 1 2r 1

003 2005 2007 2009 2011

No

0
2003 2005 2007 2009 2011

High Leverage Low Leverage

0 L, . . 0 . . . .
2003 2005 2007 2009 2011 2003 2005 2007 2009 2011

High Liquidity Low Liquidity
3 T — T T 3 T T T T

20003 2605 2607 20‘09 2611 20003 . 20b5 ‘ 2607 .ZObg 2611
The black circles denote the median value of the estimated $¢ in each month, the blue vertical lines
denote the inter-quartile range, and the red dots denote the minimum and maximum values for each

group.
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Figure 6: Comparison of A according to firm characteristics
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Figure 7: Comparison of 3% according to firm characteristics
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period. In contrast, the smallest firms experience higher exposure to the continuous systematic risk
as time goes by. Higher market volatility resulting from the crisis exaggerates the overall effect even
further. The difference between the largest and the smallest firms is more profound for jump risk
than continuous risk.

Figures 4 and 6 provide evidence that firms with the highest and lowest levels of leverage (or
liquidity) exhibit distinctive patterns in the two beta estimates, with what appears to be a structural
shift during late 2007 to 2008 when the crisis begins. During the crisis high leverage stocks are more
exposed (with higher continuous and jump betas) while high liquidity stocks become less exposed
to systematic risk (lower betas) during the crisis period. Firms with larger debt obligations (relative
to equity) are more sensitive to market fluctuations during financial distress. It is not surprising that
firms with low debt are seen as attractive during volatile times and become safe havens for investors.
“Cash cows” or stocks with high levels of liquidity are considered more defensive and have reduced
sensitivity during turbulent market times.'?

The top panels in Figures 5 and 7 show that both continuous and discontinuous betas for stocks
with high credit ratings are strikingly lower than the corresponding betas for stocks with low
credit ratings, and with a much wider inter-quartile range. The only exception is the period of
the GFC where the differences in beta magnitudes between the two credit rating categories is less
pronounced. In many instances for the stocks with low idiosyncratic volatility, both the continuous
and discontinuous betas are below one. Higher volatility is commonly associated with higher values

of betas, consistent with the findings in Bollerslev et al. (2016).

5.3. Industry Characteristics

We analyze the industry composition of the largest and smallest 10% of continuous and discon-
tinuous beta estimates, over our full sample and two sub-samples representing pre-crisis and crisis
periods. We choose July 2007 as the breakpoint in the sample, consistent with the emergence of the
first problems with Bear-Stearns. This coincidentally splits the sample into two equally sized sub-
samples of 54 months each. The mean and median of the highest 10% of ¢ vary within (1.4, 2.5)
throughout the sample period, whereas the mean and median of the lowest 10% of A¢ stay within
(0.04, 0.63). The estimated discontinuous betas are more volatile, where the mean and median of
the highest 10% lie in (1.5, 3.2), and the mean and median of the lowest 10% fall in (—0.75, 0.9) over
the full sample.

Table 1 breaks down the industry classifications of firms present in the highest 10% of the esti-
mated ‘Bf and ﬁ‘li, as a percentage of the total firms in the sample (recall that the composition of the
index varies with time). The first column of the table gives the percentage of firms by industry in the
S&P500 index. The following columns provide the percentage of firms belonging to each industry
for the different sample periods based on the estimated continuous and jump betas. Panel A (the

12New Cash Cows: Biggest Stocks, The Wall Street Journal (Jan 6, 2006) names a number of companies with increasing
cash: Citigroup, H.J. Heinz, Pfizer, Sara Lee, Merck, BofA, Verizon Communications, and the following five dividend cash
cows — IBM, Chevron , AT&T, 3M and PepsiCo.
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Table 1: Classification of large systematic impacts by industry (all values are in percentage terms)

S&P500 Full period Pre-crisis Crisis
Industry? represen- (2003:01) (2003:01) (2007:07)
tation® (-2011:12) (-2007:06) (-2011:12)

2 ad A ad 2 ad
B B pi B Pi B

Panel A: Breakdown of the largest 10% of f8’s (most sensitive stocks)

Basic Materials 12.7 26.0 159 242 154 27.7 15.7
Conglomerates 15 0.3 0.1 01 00 06 05
Consumer Goods 11.1 3.6 42 1.5 2.2 5.9 8.2
Financial 15.2 16.1 13.0 1.5 16 32.0 334
Healthcare 9.2 1.6 3.1 28 39 0.1 0.4
Industrial Goods 104 105 117 69 98 14.0 149
Services 19.3 109 16.9 11.5 16.7 10.1 16.2
Technology 14.9 309 344 51.1 49.7 9.6 103
Utilities 5.9 0.2 0.6 04 0.6 0.0 03

Panel B: Breakdown of the smallest 10% of s (most defensive stocks)

Basic Materials 12.7 7.4 6.2 11.3 9.7 3.8 5.5
Conglomerates 1.5 0.4 0.4 09 07 00 02
Consumer Goods 11.1 245 24.7 16.7 21.1 319 31.5
Financial 15.2 10.5 8.0 204 19.0 12 25
Healthcare 9.2 20.3  20.9 122 137 28.1 24.7
Industrial Goods 10.4 2.9 3.3 43 3.8 1.5 1.7
Services 19.3 12.7 12.7 13.7 13.1 10.6 11.0
Technology 14.9 6.3 7.2 8.5 45 4.3 5.6
Utilities 5.9 155 167 121 13.9 18.6 17.3

2 We analyze the industry effect by concentrating on the largest impacts of the two systematic compo-
nents. Relative representation of each industry in the sample is found by (i) accounting for existence
of each of the firm in the sample during each of the month over the entire period from 2003 to 2011;
(ii) its inclusion in selected industry; and (iii) for f%’s only, the existence of a jump day in a month.

b Industry breakdown of all of the S&P500 constituents.

top panel) provides the results for the most sensitive stocks, those with the top 10% of estimated ¢
and BY. Panel B (the lower panel) provides the results for the least sensitive 10% of the stocks.

The most obvious feature in the sectoral analysis concerns the changing role of Financial sector
stocks across the pre-crisis and crisis periods. Financial sector stocks comprise only 1.5% of the most
sensitive stocks in the pre-crisis period, and are the most plentifully represented amongst the most
defensive stocks at 20.4%. In sharp contrast, Financial stocks account for 32.0% of the most sensitive
stocks and 1.2% of the least sensitive stocks in the crisis half of the sample. This reflects the central

role of the financial sector in the crisis, and is consistent with very high systematic risk during the

period of extreme financial stress.

In the pre-crisis period the Technology sector dominates the set of the most sensitive stocks with
more than half of the most sensitive stocks from this sector for both continuous and jump systematic

risks. This is not surprising given the aftermath of the burst of the Dot-com bubble a few years
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earlier. From mid-2007, as stress builds in the Financial sector the Technology sector becomes much
less sensitive to risks in the market portfolio, reflecting its relative independence from other sectors
of the economy — consistent with the industry boom and burst cycles evident in specific competitive
industries in Hoberg and Phillips (2010).

In both the pre-crisis and crisis periods the second most common sector for firms with high
exposure to continuous systematic risk is Basic Materials. While the proportion of firms from the
Basic Materials sector is also relatively high for jump beta, firms from the Service sector are slightly
more prevalent. We do not observe the same phenomenon among defensive stocks in the Basic
Materials sector.

The Consumer Goods sector is the most consistently found amongst the defensive stocks in the
full sample, and represents 31.9% of the stocks in the crisis period for continuous beta. This sector
is negligible in the most sensitive stocks of panel A, although it represents 8.2% of stocks classified
according to most responsive jump betas. Healthcare is also relatively unrepresented in the more
sensitive stocks, but accounts for 28% (almost 25%) of the most defensive stocks in the crisis period
using continuous (jump) betas - around double its representation in defensive stocks during the
pre-crisis sample.

In summary, the leading sectors among the most sensitive (or aggressive) stocks are: Technology
(only in the pre-crisis period), Financial (only in the crisis period), Basic Materials and Services.
Healthcare, Consumer Goods and the Financial sector (only in pre-crisis period) prevail among the

most defensive stocks.

6. Risk Premia Decomposition

According to equation (2), overall systematic risk can be decomposed into two distinct compo-
nents — continuous risk and jump risk, where the factor loadings, g and ﬁf measure the sensitivities
of individual stocks towards the two risk factors. Having these two distinct beta estimates for all
501 constituent stocks allows us to estimate risk premia on each of the systematic risk components.

The approach implemented in Todorov and Bollerslev (2010) does not allow for a direct break-
down of market returns themselves into continuous and discontinuous components. However, view-
ing these two components as separate risk factors to firms that are exposed to market fluctuations
suggests that the two-stage Fama and MacBeth (1973) regression can be used to estimate premia
rewarded to each of these factors.!®> As these two factors drive stock returns, this approach can be
used to price how much return one would expect to receive for a particular level of systematic factor
exposure.

As a first stage we take the estimates of ﬁf and B‘f from the model in (2) for each asset, i =

13Despite identified errors-in-variables problem, cross-sectional dependence and the Roll Critique (Roll, 1977; Roll and
Ross, 1994), Fama and MacBeth (1973) remains by far the most popular method in the empirical literature when estimating
risk premia. Numerous improvements to correct for serial correlation, heteroscedasticity and errors-in-variables have been
suggested dating a few decades as well as recently with no uniform widely accepted parsimonious model (see, e.g. Ferson
and Harvey, 1991; Giordani and Kohn, 2008).
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1,...,N, and each time period (each month in our case). These reveal the extent to which each asset
return is influenced by the continuous and discontinuous movements in the market as discussed in
the previous section.

In order to extract the premia we undertake a second stage consisting of a set of S regressions; we
estimate risk premia using betas computed (i) monthly, resulting in S = 108 distinct estimates; and
(ii) annually, with 12-month rolling windows for each month resulting in S = 97 distinct estimates.

We run cross-sectional regressions for each month s =1, ..., S in the following form
- chc d pd . 18
Tis = as + 'Ys,Bi,s—l + s :Bi,s—l + €is, (18)

where 7;; is the average monthly return on stock i in the s-th month and ﬁfs_l and ,Bf s are the
two systematic risk factors estimated from the previous month. To calculate the average monthly

risk premia we take the sample mean of the estimates obtained from (18):
~C 1 ~C —d 1 > od
T=g LA, and 7=} 4L (19)
s=1

The average coefficients in (19) represent the premia awarded for one unit of factor exposure of
continuous and discontinuous market fluctuations, respectively.

Table 2 shows the average estimated coefficients in equation (19), 7° and ¥ for the entire sample
period from 2003:01 to 2011:12 as well as for the pre-crisis (2003:01-2007:06) and crisis (2007:07-
2011:12) periods'?; significance levels are assessed with Newey-West corrected t-statistics. The two
sub-columns for ¢ and 49 in Table 2 denote the two different beta estimates: (i) betas are estimated
using last month’s data prior to the average monthly return; (ii) betas are estimated using 12-month
rolling window prior to the current month of the average monthly return. Table 2 suggests that
the results from these two different model specifications are qualitatively similar. During the pre-
crisis period, we observe significantly negative premia for the continuous risk factor, while the risk
premia for the discontinuous component is significantly positive. However, when we isolate the
crisis period only, neither of the two risk premia are significant. We hypothesize that this is due
to increased volatility in average monthly returns of the assets during the crisis, whereas the beta
estimates do not appear to exhibit high fluctuations.

The finding that discontinuous risk receives significantly positive premium but continuous risk
does not, is consistent with the conclusion contemporaneously drawn with cross-sectional data by
Bollerslev et al. (2016) over the period 1993 to 2010. However, sub-sample analysis reported in the
bottom panel of Table 2 compares the estimated risk premia for the pre-crisis period and the crisis
period, with the result that in the pre-crisis period both continuous and discontinuous risk premia
are significant, while during the crisis both premia are insignificant, leaving the market unable to
distinguish whether it is more concerned about continuous or discontinuous systematic risk during

the crisis period.

14The median values for these coefficients are very similar.
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Table 2: Average risk premia for individual sectors using Fama-MacBeth estimation

Continuous risk premia (¥¢)

Discontinuous risk premia 6%

(i) (i) (i) (i)
5-min sample
Full period  -0.0073 -0.0012 0.0069 -0.0052
Pre-crisis -0.0083* -0.0202** 0.0093 0.0169**
Crisis -0.0061 0.0136 0.0039 -0.0223
15-min sample
Full period  -0.0038 -0.0031 0.0099 0.0010
Pre-crisis -0.0064* -0.0222** 0.0046 0.0203**
Crisis -0.0012 0.0118 0.0152 -0.0201
30-min sample
Full period 0.0027 -0.0010 -0.0018 -0.0027
Pre-crisis -0.0053* -0.0220** 0.0092* 0.0213**
Crisis 0.0108 0.0152 -0.0131 -0.0213
75-min sample
Full period  -0.0004 0.0013 -0.0018 -0.0052
Pre-crisis 0.0011 -0.0082 0.0040 0.0085"
Crisis -0.0019 0.0087 -0.0075 -0.0159

2 Numbers denote the risk premia awarded for one unit factor exposure to continuous and discontinuous

market fluctuations.

P Two model specifications used to estimate the continuous and jump betas are:

(i) one period lagged 1-

month non-overlapping window; (ii) one period lagged 12-month rolling window. All regressions include

the intercept term.
¢ Significance levels:

t:10%,

%1 5%,

*% 1 1%.
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Table 2 also demonstrates the robustness of the Fama-MacBeth risk premia estimation with re-
spect to different sampling frequency. Using 15-min, 30-min, and 75-min sampling frequencies, we
continue to obtain positive and significant risk premia for discontinuous risk in pre-crisis period.
The risk premia for the continuous beta is usually negative. During crisis period, neither the con-
tinuous nor the discontinuous risks carries significant premia. It is clear that the general findings
based on the 5-min sampling frequency shown in the top panel of Table 2 are preserved when more
sparse sampling schemes are used.

Using the results in Table 2 for our preferred model (ii), a 2-standard-deviation difference in
¢ during pre-crisis period, for the 5-min sampling frequency will lead to a difference in expected
return of 2 x 0.4287 x 0.0169 x 12 = 0.1739 or (17.39%) per year, which is economically large differ-
ence in expected return. Using 75-min frequency, the difference in expected return associated with
2 standard deviation in B? during pre-crisis period is 2 x 0.4826 x 0.0085 x 12 = 0.0985 or (9.85%)
per year. This is very close to the estimates in Bollerslev et al. (2016).

The reliability of our results may be obfuscated by the presence of financially distressed firms,
whose stocks usually exhibit low returns, yet have high betas. Campbell et al. (2008) argue that this
pattern is inconsistent with the conjecture that the value and size effects are compensation for the risk
of financial distress. The proportion of financially distressed stocks may be larger in the crisis period
further diluting the results. Chan and Chen (1991, p. 1468) discuss the prevalence of financially
distressed stocks in small-stock portfolios and characterise them as highly leveraged, inefficient
firms with cash flow problems. As previously discussed the betas for the most leveraged, largest
and smallest firms show distinct patterns in the estimated continuous and jump betas reported
in Figures 4 and 6. To check whether avoiding small-sized firms results in a clearer relationship
between returns and the estimated betas we perform the analysis discussed in this section with only

largest 100 firms, and obtain very similar results.

7. Conclusion

The recent literature in high-frequency financial econometrics has provided evidence that price
discontinuities, or jumps, are important features of the price process. With the advent of techniques
to separate jumps from the continuous component of the price process, we can now distinguish be-
tween the continuous and the jump systematic risk components in the market portfolio and capture
the time variation in those estimated betas over relatively short intervals.

This paper estimates the CAPM beta for both continuous and jump components for constituent
stocks of the S&P500 index over the sample period of 2003 to 2011 using a new 5 minute data set
compiled from Thompson Reuters Tick History. We find that on average the jump betas are usually
30% — 40% higher than the continuous betas. These estimates suggest that when news is sufficient to
disrupt prices, that is to cause a jump, the speed with which news is disseminated into the market
is likely to be even faster than previously estimated using the combined continuous and jump price

process as in Patton and Verardo (2012).
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The industry breakdown for both the continuous and jump betas show distinct changes between
pre-crisis and crisis periods. Most industries experience substantial changes in their sensitivities
to the continuous systematic risk associated with the global financial crisis. Not surprisingly, the
Financial sector displays the most volatility in the beta estimates in this period, especially during
the pre-crisis period, when the Financial sector was considered defensive. For most of the stocks,
the only time that the jump beta is not higher than the continuous beta is during periods of high
financial market distress — in late 2008 and the first half of 2010 due to the emerging Greek crisis. In
these periods systematic risk considerations dominate any concerns about individual news events.
Overall we find that the leading sectors among the most aggressive stocks are: Technology (only in
the pre-crisis period), Financial (only in the crisis period), Basic Materials and Services. Healthcare,
Consumer Goods and Financial (only in pre-crisis period) prevail among the most defensive stocks.

In addition to the breakdown of the highest and lowest beta estimates across different industries,
we analyse the relationship between firm characteristics and beta estimates. We find that smaller
stocks are more sensitive to jumps than their larger counterparts. The differences between continu-
ous and discontinuous betas are more evident for smaller stocks. During periods of financial market
distress, high leverage stocks are more exposed to unexpected market-wide news. High liquidity
stocks are found to be more aggressive during pre-crisis period. However during the crisis period,
these stocks are among those which have the lowest sensitivities to market fluctuations (defensive
stocks). Stocks with low credit ratings have higher continuous and discontinuous betas than highly
rated stocks. Stocks with high idiosyncratic volatility have both higher and more volatile continu-
ous and discontinuous betas than their low idiosyncratic volatility counterparts. We find evidence
of positive risk premia for the discontinuous risk, and negative premia for the continuous risk,
although the statistical significance of both these premia disappears during the crisis period.

Our results show that systematic risk factors differ in periods of high market volatility from those
in low volatility periods. Future research will investigate asymmetric effects in beta in response to
positive and negative jumps and news. This requires further analysis of the properties of the Todorov
and Bollerslev (2010) tests to accommodate the detection of the direction, as well as the existence, of

jumps.

Appendix A: Epps Effect

Epps (1979) first documented that the correlations among stock returns decrease to zero when
their sampling intervals decrease. In the context of the present paper, the Epps effect will cause
downward bias in the estimated betas, and is more pronounced for non-liquid stocks. This is
the main reason that Todorov and Bollerslev (2010) and Patton and Verardo (2012) choose to use
relatively low sampling frequencies in their beta estimates. In order to ensure that our results are
not driven by the Epps effect, we construct price and return series at 10, 20 and 30 minutes sampling

intervals, and re-calculate ﬁf and ﬁ? for all 501 stocks in the dataset. Figure A.8 plots the monthly
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,Bf for the four smallest firms in terms of Size, as they are less liquid and more prone to the Epps
effect. Figure A.8 reveals that the original estimates (B°(5min)) are less volatile but not necessarily
smaller than the ﬁf calculated using 20-minutes and 30-minutes returns. They exhibit a qualitatively
similar pattern over the entire sample period. The same finding still holds for other stocks in this

S&P500 dataset. These results are available upon request.

Appendix B: Beta signature plots

Figure B.9 depicts continuous and discontinuous beta signature plots for an exemplar of 10

15 We use 5-min, 15-

stocks, where we included both large and small capitalisation companies.
min, 30-min, and 75-min sampling frequencies to estimate betas for each month. For each sampling
frequency, panels (a) and (b) in Figure B.9 depict the average monthly continuous and discontinuous
betas for each of the 10 stocks, respectively. We do not observe substantial changes in our beta
estimates. This is in contrast to Figure 3 Panel A in Bollerslev et al. (2016, p.482), where the authors
show that the continuous beta estimates suffer from microstructure noise at higher frequencies. Our
results for the estimates of continuous beta are stable across all frequencies since our sample of
stocks focuses on the largest 500 stocks on the US market with an average of 420 stocks per month,
while the sample in Bollerslev et al. (2016) consists of the 985 stocks with 738 stocks per month
on average. The difference in these two samples could be due to relatively less liquid stocks with

smaller capitalisations prone to higher microstructure noise.

Appendix C: Robustness Test

Here we investigate the robustness of the empirical results obtained in previous analysis with
respect to different choices of the parameter values. Most of these nuisance parameters do not affect
the consistency property of the estimators, but will impact finite sample applications.

For monthly estimates of the f’s, the value of A is changing from one month to another, because
the number of observations are different. Thus we choose an average number of observations per
month to set A = 1/1613 for all calender months, and calculate the monthly B¢ and p¢ for all
stocks. There are still 82 months that contain at least one jump day using the adjusted ratio test
by Barndorff-Nielsen and Shephard (2006). Both 3¢ and ¢ are almost the same as our previous
results.

Next we consider different values for &; in the truncation threshold 0 in (11). Changing the
value of a; will affect the number of observations involved in the calculation of ﬁf, hence we cannot
set a; too restrictively in order to retain sufficient observations to estimate (10). Notice that in
equation (10), |r;;| < a;A” needs to be satisfied for each i =0, 1, ..., N. For large N we can lose

a considerable number of observations using this truncation threshold. Thus we only examine the

15We estimate beta signature plots for all 501 stocks in our sample, but present only a representative subset for brevity. Full
set of results is available upon request.
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Figure B.9: Beta signature plots for several representative stocks from the S&P 500 index.
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situations where the value of &; is reduced. Results show that the monthly estimates f¢ are very
robust to more relaxed truncation thresholds.

The last robustness test is to use different test statistics given by Barndorff-Nielsen and Shephard
(2006) for detecting jump days. Apart from the adjusted ratio test 7, there are two other test

statistics which have the same asymptotic distribution:

1 u2B%y—RV% 1

G= —5 N(0,1), C1
T DV (0,1) (C.1)

S

-2
A — Hq 'BVO_RVO> L

1 1
— L5 N(0,1). (C2)
VA o DVy/BVE ( RVo

The difference statistic § and the ratio statistic 7 in general detect more jump days than the
adjusted ratio statistic J in equation (17). For the equally weighted portfolio that we constructed,
using G leads to 314 jump days which are contained in 98 months, and using H leads to the same
161 jump days which are contained in 82 months. Most of the corresponding ﬁ?’s do not alter up to

one decimal place.
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