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Abstract

The paper presents the results of two quantitative studies,
which look at the measurements used in sofiware
evaluation. These measurements are extremely
important, as they are the means for conducting the
evaluation of the software. The first study collected a list
of measurements, which were then tested by the second
study. The resuits showed that in sofiware evaluation,
stakeholders do not differ greatly in the measurements
used; though in previous studies it was clearly shown that
stakeholders differ in the level of importance placed on

. the software characieristics. This means that the same
measurements can be used for the evaluation regardless
of the stukeholders though the algorithms used to
calculate the quality and the predicted effects on desired
consequences and values may differ for each stakeholder.
The results of this study are important as it identifies the
metrics, perceived by stakeholders as essential for
applying the Software Evaluation Framework to software
evaluation.
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1. Introduction

It has been said that there are as many definitions of
quality as writers on the subject. Perhaps, fortunately, the
latter have been remarkably few in number considering
the obvious importance of the concept and the frequent
appearance of the term quality in everyday language.
Though the topic of software quality has been around for
decades, software product quality research is still
relatively immature, and today it is still difficult for a user
to compare software quality across products. Researchers
are still not clear as to what is a good measure of software
quality because of-the variety of interpretations of the

meaning of quality, of the meanings of terms to describe
its aspects, of criteria for including or excluding aspects
in a model of software, and of the degree to which
software development procedures shculd be included in
the definition. In a recent paper by Wong & Jeffery [1], a
framework for Software Quality evaluation is introduced.

This framework for software evaluation, gives the
rationale for the choice of characteristics used in the
evaluation, whilst also supplying the underpinning
explanation for the multiple views of quality. The
framework has iis theoretical foundations on value-chain
models, found in the disciplines of cognitive psychology
and consumer research, and introduces the use of
cognitive structures as a means of describing the many
definitions of quality, whilst also showing the rationale
behind these differences.

A number of papers over the past few years have
covered different aspects of this framework ([1], [2], [3]).
In 2001, the first paper was published [2]. The paper’s
focus was on exploring, through a qualitative study, the
use of cognitive structures as a means of describing
Gutman’s means-end chain relationship [2]. This means-
end chain relationship is the underpinning theory on
which the software evaluation framework is based. In the
second paper, the results of a larger quantitative study, on
the appropriateness of Gutman’s model in software
quality evaluation was reported [3]. And during the third
paper, the software evaluation framework SEF is
introduced. The paper validates the cognitive structures
introduced in the earlier qualitative study [2], whilst also
discussing potential significance for this framework.

This paper investigates the measurements used in
software quality evaluation. Whilst the earlier papers
have described the characteristics relevant to software
evaluation, they fail to address the measurements used in
the evaluation process and how they appraise these
characteristics.

The paper reports on two quantitative studies of
stakeholders’ definition and understanding of software
quality. The first study involved 118 subjects whilst the
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second study involved 403 subjects. Both studies
involved different stakeholders, programmers, analyst
programmers, systems analysts, managers, technical
engineers and software users.

2. Software Quality Evaluation Framework

During the past thirty years there have been many studies
on the topic of software quality, however there have been
none on a framework for software quality, which
considers the motivation behind the evaluation process,
other than the earlier version of this framework
introduced by Wong & Jeffery [1]. The recent studies of
Wong & Jeffery ([1], [2], [3]) provide the premise to the
framework introduced here in this paper. As described in
an earlier paper [3], this framework is based on the notion
that software evaluators are influenced by their job roles.
This is supported by earlier studies ([4], [5]) where
stakeholders with different job roles were found to focus
on different sets of software characteristics when
evaluating software quality., What motivates these
differences is found within the broader context of value,
where studies have shown that values are a powerful
force in influencing the behavior of individuals ([6], [7]).
The theoretical basis for developing such a
framework was based on the theory found in cognitive
psychology, and adopted Gutman’s Means-End Chain
Model (8], [9], [10], [11], [12]),. which posits that
linkages between product characteristics, consequences
produced through usage, and personal values of users
underlie the decision-making process, or in this case, the

software quality evaluation process. It is proposed in this
research, that a framework be introduced for software
quality evaluation, which focuses on the relationships
between the characteristics, the consequences and the
values, as introduced by Gutman’s Model. It is the aim
of the framework to not only show the relationships
between the characteristics and software quality, but also
show that there are relationships between the
characteristics and the desired consequences, and
between the characteristics and the sought after values.

As highlighted in the literature, the benefit of
utilizing Gutman’s model in the framework is that it
shows how the desired values influence the behaviors of
individuals in all aspects of their lives ({6], [7], [8]).
Gutman’s Model suggests that the desired consequences
and the values sought are the motivators behind the
choice of characteristic for software evaluation. In
addition to this, the framework also highlights the
significants of this relationship through the relationships
between characteristics and consequences and also
between the characteristics and value. It is through these
relationships that allow the possibility of using the
characteristics to evaluate each consequence and value.

The framework distinguished individual responses in
terms of three broad classes of elements: characteristics,
consequences and value. This framework provided a
good foundation for developing relevant hypothesis for
this study. The results elicited the various combinations
of characteristics, consequences and values for each
person.

Wong & Jeffery(2001) [2]
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Figure 1 SEF: Software Evaluation Framework
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The framework shown in figure 1 is based on
Gutman’s Means-End Chain Model. As can be seen in
this diagram, the framework consists of a number of
boxes describing the three elements of Gutman’s Model,
the stakeholders who evaluate the software quality, the
outcome for the Quality evaluation, and the arrows
linking these elements, whilst also describing the
direction of the influence. The Means-End Chain Model
has been placed in the main box, as it is proposed, in this
framework, to be the central influence for the choice of
characteristics used in software evaluation, and the
influence for the differences found between stakeholders.
Parts of this framework have already been investigated
and have been reported in recent papers ([1], [2], [3]).
An exploratory study by Wong & Jeffery [2], utilized a
qualitative approach to explore the influence of value on
the choice of characteristics, and to determine whether
cognitive structures could be used as a tool to represent
the links between the characteristics, consequences and
values. This study also supported earlier pilot studies on
stakeholder differences ([4], [3], [6]), identifying
different cognitive strucrures for users and developers. A
more recent paper by Wong [3] reported on a large
quantitative study, which tested the appropriateness of
utilizing Gutman’s Model in software evaluation.

What this paper will focus on will be the
measurements used by the different stakeholders. The
previous studies have shown that different stakeholders
focus on different characteristics in their evaluation of
software. The question to be asked in this study is
whether the measurements for the characteristics also
differ, and whether there are multiple measurements used
for each characteristic. As such, figure 1 has been
modified to include measurements as an input to
characteristics.

3. Data Collection and Analysis

In order to conduct this investigation, two quantitative
studies were conducted. In the first study, 118 subjects
from different industry areas completed the survey. The
study sought definitions for the meaning of “software
quality” from a range of stakeholders, requesting the
subjects to list the measurements they would use to
evaluate the software quality.

The industries from which the respondents were
drawn included betting and gaming, finance, meat and
livestock, telecommunications, pharmaceutical & medical
suppliers, hospitals, food manufacturing, engineering,
airline, advertising, oil marketing, transport, government
services, and computing companies. The organizations
ranged in size from about 25 employees, to organizations
having several thousand employees. The subjects came

from different jobs and backgrounds, programmers,
analyst programmers, Systems analysts, managers,
technical engineers and software users. A spread of
people with different backgrounds was chosen so that the
survey could cover a wider range of stakeholders. Of
those surveyed, there were 42 developers, 24 end users,
13 managers and 39 who did not match the above areas.

The analysis began with content analysis of the
different words and phrases used in the lists of
measurements and characteristics given by those
surveyed. They were grouped, based on their meanings.
The data was then analyzed statistically to ascertain the
level of popularity for each characteristic. This was
achieved by counting the occurrence of each
measurement. The data was then reorganized into four
groups according to the backgrounds of the subjects.
These four groups were programmers, managers, users
(including students) and others (who were mainly
technical people). The result of this first study gave a list
of measurements.

In the second quantitative study, 403 subjects were
surveyed. The organizations involved in this study were
from the telecommunications industry banking industry,
insurance industry, airline industry and the dot.com
industry. All organizations supplied users and developers
for the survey. Subjects were asked to evaluate their in-
house developed software applications.

The questionnaire was distributed to over 600 users
and developers who had a close relationship with their in-
house software applications. With the aid of
organizations from different industries, contacts were
made with appropriate managers, to seek assistance from
their staff. Respondents were sought from those who
develop or maintain in-house applications in the
participating firms or those who use in-house developed
applications in their daily job.

The end result of this study was most pleasing, with
210 users and 193 developers responding. Though there
were 530 attempts at the survey, 127 were not usable,
either because no attempt was made at any of the
questions, or only a small percentage of questions were
attempted. In total, 403 usable results were collected
from 22 organizations.

The questionnaire used the results from the first
study. Questions of similar design were put together, and
distinctive typefaces were used for questions, answers
and directions [14]. The questions were highly
structured in order to make completion and comparative
analysis easier. Because open questions are more likely to
cause problems of categorization and so lead to false
conclusions, or to over-represent the more convinced and
more articulate [15], the great majority of responses
involved selecting an appropriate box.
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Unfortunately, the limitation on the length of this
paper prohibits further details of the research instrument
and method.

4. Results

As described at the beginning of this paper, the results of
the first study form the basis to the survey used for the
second study. A list of measures perceived as important
to the stakeholders for evaluating software were collected
from this study, and are listed in table 1. The table lists
not only the measurements, but also the characteristic
type it refers to and the percentage of subjects who listed
the measurement. As earlier studies have identified seven

characteristics, Usability, Functionality, Operational,
Technical, Institutional, Service and Economic, this study
has begun with the assumption that each metric is
associated with one of these characteristics, and that a
number of metrics can be associated with the same
characteristic. It should be pointed out at this time that the
characteristic  technical refers to the [S09126
characteristics portability and maintainability and the
characteristic operational refer to the IS09126
characteristics reliability and efficiency.

Most of the participants of the survey who are in the
“others" category, work in the technical/engineering
areas. An assumption can easily be made that the
technical/engineering areas are similar to the developers.

Characteristic Type Measurement Developers(%) | End Users(%) Manhgers__(’%) Others (%) Total(%)
Economic Cost 36 25 57 34 36
Usability Docs 31 25 43 34 32
Support Support 21 13 29 24 21
Usability Online Help 2 25 7 13 11
Operational Hardware Req 12 8 7 11 10
Usability Flexibility 10 13 14 5 9
Institutional Popularity 5 4 14 5 6
Institutional Brand Name 7 4 14 3 6
Usability Easy to Install 0 0 0 18 6
Usability Looks Good 0 13 0 8 5
Technical Size 2 4 0 8 4
Operational Effectiveness 2 4 0 5 3
Usability Presentation 7 0 0 3 3
Institutional Reputation 2 8 0 3 3
Operational Modern Tech 5 4 0 0 3
Technical Potential for Growth 2 4 0 3 3
Functional Additional Functions 5 0 0 0 3
Operational Availability 0 4 0 3 2
Functional Features 2 0 0 3 2
Technical Future Reuse 5 0 0 0 2
Technical Good Memory 2 0 0 5 2
Usability Good Screen Design 0 8 0 0 2
Usability Intuitive 0 0 0 5 2
Economic Value for Money 2 4 0 0 2
Operation/Technical Well Designed 5 0 0 0 2
Usability Clarity 2 0 0 0 1
Usability Consistency 0 0 0 3 1
Technical Development 0 0 7 0 1
Operational Good Backups 2 0 0 0 1
Institutional Good Reviews 0 4 0 0 1
Technical Modular Design 2 0 0 0 1
Operational Powerful 0 4 0 0 1
Functional Productive 2 0 0 0 1
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Technical Referential Integrity 2
Operational Storage 0
Operational Tested Effectively 2
Functional Utilities 0
Institutional Vendor Stability 2
Functional Version 0

= 1
o O O o o o
cC O O O O ©
T o T T T

Table 1: Percentage of subjects selecting the above measurements.

The results from the first study showed that the
stakeholders do not vary in the measurement used for the
evaluation. The results do not show any possible patterns
for the stakeholders, but shows that all measurements,
regardless of stakeholders are appropriate for software
evaluation. This means that the same measurements can
be used for the evaluation regardless of the stakeholders
though the algorithms used to calculate the quality and
the predicted effects on desi:=d consequences and values
may differ for each stakeholder. However the results
show that some of the measurements are more popular
than others, however it is difficult to determine whether a
measurement is more appropriate for one stakeholder or
less appropriate for another stakeholder. The results also
show that managers do not use measurements in the
technical or operational characteristics, and that the
metrics used for evaluation lends it to belong to the
economic or institutional characteristics. This is
supported by the previous study of Wong & Jeffery ([4],
[5D.

The results of the second study were first analyzed
for reliability. Cronbach’s Alpha was used to test that the
items used to measure each variable was reliable. For
each scale, inter-item correlation coefficients were
examined, and Cronbach’s alpha coefficients were
calculated. This was conducted on each of the seven
characteristic groups.

Scale Cronbach’s Alpha
Support alpha=0.9352
Economic alpha=0.8563
Institutional aipha=0.7933
Technical alpha=0.9665
Functional alpha=0.8457
Usability alpha=0.9537
Operational aipha=0.8821

Table 2 Reliability Coefficients

Cronbach’s alpha measures the reliability or internal
consistency of a scale. Nunnally [16], suggested
reliability in the 0.5 to 0.6 range in the early stages of
research to 0.95 as being the desirable standard for
research in applied educational settings. In business
settings, there are no generally accepted guidelines [17],
although Van de Ven and Ferry [18] had suggested a

range of 0.55 to 0.90 for constructs with narrow to
moderately broad conceptual scope. This 0.55 to 0.90
range will be used for assessing the reliability of the
n.easures here.

In order to provide some evidence for the
discriminant validity among constructs used in the model,
a factor analysis was also conducted. Three main steps
were used to conduct the factor analysis. First, an
assessment of the suitability of the data, second, the
factor extraction, and third, factor rotation and
interpretation.

There are two main issues to consider in determining
whether a particular data set is suitable for factor
analysis: sample size and the strength of the relationship
among the items. While there is little agreement among
authors concerning how large a sample should be, the
recommendation generally is: the larger, the better. In
small samples the correlation coefficients among the
variables are less reliable, tending to vary from sample to
sample. Tabachnick and Fidell [19] review this issue and
suggest that ‘it is comforting to have at least 300 cases for
factor analysis’. As the sample size for this study is 403,
this criteria is easily satisfied. Though a number of
researchers ([20], [21]) suggest that the sample size is
important, there have been suggestions that it is not the
overall size that is of concern, but rather the ratio of
subjects to items. Nunnally [16] recommends a 10 to 1
ratio, that is 10 cases for each item to be factor analyzed.
Others suggest that 5 cases for each item is adequate in
most cases [19]. The study has 403 cases with 56 items,
which gives close to a 7 to 1 ratio.

The other issue to address is whether the data is
factorable. To determine whether the data is appropriate
for factor analysis, the Kaiser-Meyer-Olkin Measure
(XMO) is used. The Kaiser-Meyer-Olkin Measure is a
measure of sampling adequacy. Values of 0.60 and
above are required for good Factor Analysis (Tabachnick
and Fidell[1996]) and the Kaiser-Meyer-Olkin Measure
of Sampling Adequacy (KMO) for this data set was
0.948, well above the recommended requirement.
Therefore the data is suitable for factor analysis.

Factor extraction was then performed using principal
components analysis. According to Pallant [21], this
approach is the most commonly used. The Kaiser
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criterion was used to determine the number of factors,
where only the factors with eigenvalues greater than 1.0
are retained. The factor analysis was conducted for both
users and developers. Three analyses were performed, to
analyze users and developers together, to analyze only
users, and then to analyze only developers. In each, five
factors were found to satisfy this condition, which
supports the results described in earlier studies ([1], [2],
3D

And finally the factors are rotated. This does not
change the underlying solution, but rather it presents the
pattern of loadings in a manner that is easier to interpret.

The result of this paper shows that the characteristics
in the framework can be assessed through the use of the
metrics identified in this study. Unfortunately, limitation
on the length of the paper prohibits the listing of the three
factor analysis, however, it should be highlighted that the
results support the notion that the metrics, associated with
the same characteristics measure the characteristic in
similar ways. The cronbach’s alpha, listed in table 2,
shows that the metrics associated with the characteristic,
give reliable measures for the characteristic. The result
also shows through the factor analysis that the metrics
can be grouped according to the characteristics proposed
in the framework. All three matrices support the
grouping of the metrics according to the characteristics of
the framework. However, it should be noted that the list
of metrics is not complete, and that further measures are
still to be studied. It should also be highlighted that
whilst groups of metrics appear to be able to measure the
same characteristic, it is not conclusive as to whether one
metric can replace the other in the measure of that
characteristic. Further studies are required.

5. Conclusion

The benefit of the framework till now, has only allowed
the identification of the links between the characteristics
and software quality, and the characteristics, which have
significant effect on the individual consequences, and
values. With the results of this study, the framework can
introduce a set of metrics appropriate for each
characteristic. The framework can now be applied to
industry as a software evaluation tool. Of course, further
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